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ABSTRACT

The increasingly common use of next-generation sequencing has
enabled greater access to large-scale (meta-)genomic datasets than
ever before. The resulting deluge of data has made the quest for
efficient DNA sequence classification methods an urgent challenge
for downstream analyses. Traditional sequence alignment-based
methods for DNA sequence classification struggle when presented
with increasingly large volumes of sequence data due to the com-
putational complexity of alignment. Subsequently, there is a need
for methods capable of sequence identification without alignment.
Normalized compression distance (NCD) has demonstrated capabil-
ities in the field of text classification as a low-resource alternative
to deep neural networks by leveraging compression algorithms
to approximate Kolmogorov information distance. In an effort to
apply this technique toward genomics tasks akin to tools such as
Many-against-Many sequence searching (MMseqs) and Kraken2,
we have explored the use of a gzip-based NCD towards both gene
labeling of ORFs (open reading frames) and taxonomic classification
of short reads. This demonstrates the efficacy of NCD in diverse
multitask classification, and we further explore the capacity for
NCD to classify larger libraries of metagenomic reads.
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1 METHODS AND RESULTS

Our framework (Figure 1) utilises an implementation of NCD-gzip
[1] designed to precalculate the compressed lengths of training
sequences to reduce computational complexity at inference [2],
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and is supplemented by features to sub-sample training database
elements to facilitate metagenomic analysis. This framework is
evaluated on a pre-built 6-class human gene classification, as well
as custom databases designed for full prokaryotic gene classification
and metagenomic read taxonomy classification tasks.
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Figure 1: NCD process for a single comparison.

NCD-gzip demonstrates exceptional performance in human gene
classification (0.883 macro F1). For prokaryotic gene classification
(Figure 2) and metagenomics, it rivals state of the art classifiers
such as Kraken2 and MMseqs2 on the superkingdom level, and
unlike taxonomic classifiers, it can also identify gene label, albeit
with less performance than alignment. However, the computational
requirements for this method can be prohibitive, and scaling to
large datasets can result in slow inference times.
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Figure 2: Macro-averaged F1 prokaryotic gene classification.
Repeated NCD bars are (from left to right) k-values 1 -> 5.
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