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Background: It is unclear whether artificial intelligence (AI) explanations help or hurt radiologists and other physicians in Al-assisted radiologic
diagnostic decision-making.

Purpose:  To test whether the type of Al explanation and the correctness and confidence level of Al advice impact physician diagnostic performance,
perception of Al advice usefulness, and trust in AT advice for chest radiograph diagnosis.

Materials and Methods: A multicenter, prospective randomized study was conducted from April 2022 to September 2022. Two types of Al explanations
prevalent in medical imaging—Ilocal (feature-based) explanations and global (prototype-based) explanations—were a between-participant factor,

while AI correctness and confidence were within-participant factors. Radiologists (task experts) and internal or emergency medicine physicians (task
nonexperts) received a chest radiograph to read; then, simulated Al advice was presented. Generalized linear mixed-effects models were used to analyze
the effects of the experimental variables on diagnostic accuracy, efficiency, physician perception of AT usefulness, and “simple trust” (ie, speed of
alignment with or divergence from Al advice); the control variables included knowledge of Al, demographic characteristics, and task expertise. Holm-

Sidak corrections were used to adjust for multiple comparisons.

Results:

Data from 220 physicians (median age, 30 years [IQR, 28-32.75 years|; 146 male participants) were analyzed. Compared with global

Al explanations, local Al explanations yiclded better physician diagnostic accuracy when the AT advice was correct (B = 0.86; P value adjusted

for multiple comparisons [,

] <.001) and increased diagnostic efficiency overall by reducing the time spent considering AT advice ( = -0.19;

P, =.01). While there were interaction effects of explanation type, Al confidence level, and physician task expertise on diagnostic accuracy
(B=-1.05; P, =.04), there was no evidence that Al explanation type or Al confidence level significantly affected subjective measures (physician diagnostic
confidence and perception of Al usefulness). Finally, radiologists and nonradiologists placed greater simple trust in local AT explanations than in global
explanations, regardless of the correctness of the Al advice (B = 1.32; P, 5= .048).

Conclusion:
of such effects.
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Supplemental material is available for this article.

The development of artificial intelligence (AI) diagnostic sys-
tems for both general health care and radiology has progressed
rapidly in recent years, with systems offering the potential to
improve patient care by assisting overburdened providers. As of
2022, 190 radiologic Al software programs had been approved
by the U.S. Food and Drug Administration, with the rate of ap-
provals increasing yearly (1). Nonetheless, a chasm has emerged
between proof of concept and actual integration of Al into clini-
cal practice (2,3). To bridge this gap, fostering appropriate trust
in Al advice is paramount (4-6). Importantly, Al systems with
high accuracy have demonstrated their ability to improve clini-
cian diagnostic performance and patient outcomes in prospec-
tive, real-world settings (7-10); however, incorrect Al advice can
decrease diagnostic performance (11), which rightfully contrib-
utes to delayed translational implementation.

The type of Al explanation impacted physician diagnostic performance and trust in Al, even when physicians themselves were not aware

With clinicians calling for Al tools to be transparent and in-
terpretable (12—15), there are two broad categories of explana-
tions that Al tools for medical imaging can provide (14,16,17):
local explanations, which explain why a specific prediction was
made based on a particular input (eg, highlighting informa-
tive image features on a given radiograph), and global explana-
tions, which explain how the Al tool functions in general (eg,
describing that the decision criteria of the Al tool are based on
comparisons to prototypical images of each diagnostic class)
(14,18-20). Additionally, clinicians often value knowing the
confidence or uncertainty of the Al output for determining
whether to use Al advice (12,21). Nevertheless, clinicians and
Al developers disagree about the usefulness of the two main
Al explanation types in health care applications (6,22). In par-
ticular, few studies have evaluated the interpretability of Al
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Abbreviations

Al = artificial intelligence, DICOM = Digital Imaging and
Communications in Medicine, P, 4= P value adjusted for multiple
comparisons

Summary

In this multisite prospective study of simulated artificial intelligence
(AT)-assisted chest radiograph diagnosis involving 220 physicians, Al
explanation type (local vs global) differentially impacted physician
diagnostic performance and trust in AT advice.

Key Results

m In a multisite prospective study of 220 physicians conducting
artificial intelligence (Al)-assisted chest radiograph diagnosis, local
(feature-based) Al explanations yielded better diagnostic accuracy
than global (prototype-based) explanations when Al advice was
correct (f = 0.86; Padj <.001).

m Local explanations required less time to review than global
explanations (f = -0.19; Padj =.01).

m Physicians placed greater “reliance without verification” in local
explanations than global explanations regardless of Al advice
correctness (B = 1.32; P, 5= .048), thus potentially reducing
“underreliance” on correct Al advice but increasing overreliance on
incorrect advice.

explanations in medical imaging or other health care applica-
tions with human participants (23).

‘This multisite prospective study (7 = 220 physician partici-
pants) aimed to address this gap by testing the hypothesis that
Al advice accuracy (correct or incorrect), Al explanation type
(local or global), and Al confidence level impact physician diag-
nostic performance (diagnostic accuracy and efficiency), physi-
cian confidence in their diagnosis, and physician perception of
Al usefulness in an Al-assisted chest radiograph diagnostic task
(Appendix S1). Physician task expertise, which affects phy-
sician-Al interaction dynamics (5,24), was accounted for by
including both radiologists (task experts) and nonradiologist
physicians (task nonexperts) as physician participants. Finally,
we propose a potential “simple trust” mechanism that could
underlie the main results of the study, as well as a measure for
this mechanism.

Materials and Methods

This prospective experimental study was preregistered with
Open Science Framework Registries (htps://osf-io/tcqfk) and ap-
proved by the Johns Hopkins Homewood Institutional Review
Board (approval number 00012741). All physician participants
provided written informed consent before beginning the study

(Appendix S3).

Study Participants

To be considered for eligibility, participants were required to be
physicians (residents, fellows, or attending physicians) practic-
ing in the United States who were either experts (radiologists)
or nonexperts (internal or emergency medicine physicians)
in chest radiograph diagnosis. Recruitment was conducted
through U.S. medical school mailing lists and direct emails to
colleagues of radiologist team members, and the study was con-
ducted from April 2022 to September 2022. Data from any
participant who failed an attention check in either the prestudy
or poststudy questionnaires were excluded from analyses (Fig
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1). Participants were compensated with a $10 gift card. Self-
reported participant demographic characteristics were collected
for transparency and reproducibility (ie, to facilitate compari-
son with other studies that may differ in study population). See
Appendix S2 for further details.

Radiograph Selection and Al Advice

The chest radiograph diagnosis task consisted of eight clinical vi-
gnettes, each using frontal (anteroposterior or posteroanterior)
and, if available, corresponding lateral chest radiograph projec-
tions obtained from Beth Israel Deaconess Hospital (Boston,
Massachusetts) via the open-source MIMIC-CXR Database
(https:/fphysionet.org/content/mimic-cxr/2.0.0/). A panel of ra-
diologists (5) previously selected the cases and generated the
associated Al advice, to produce a set that well simulated real
clinical practice and allowed known challenges in radiograph
assessment to be evaluated. Additionally, three board-certified
and fellowship-trained radiologists (J.J., C.T.L., and PH.Y.,
with 18, 9, and 2 years of postresidency experience, respec-
tively) reviewed the suitability of the cases for the present study
(Appendixes S4-S0).

Within-Participant Factors: Al Correctness and

Al Confidence Level

The correctness and confidence of the Al advice were randomly
varied across the eight cases that each participant reviewed. Spe-
cifically, the participants were randomly assigned six cases paired
with Al-presented findings and impressions that were correct and
two cases paired with incorrect advice to simulate a state-of-the-
art Al diagnostic tool, which would be correct more often than
it would be incorrect. The Al confidence level for each sugges-
tion was a randomly selected integer percentage in the range of

65%-94% (Appendix S7).

Between-Participant Factor: Al Explanation Type

Between participants, whether the cases were paired with local
(feature-based) explanations or global (prototype-based) explana-
tions was randomly varied. Local explanations were presented as
annotated bounding boxes on the chest radiograph that identi-
fied anomalous or important regions informing the Al tool’s di-
agnostic advice (eg, Fig 2A). Global explanations were presented
as a visual comparison between the chest radiograph in question
and a “prototypical” example radiograph for the diagnosis pro-
vided by the Al tool, with text explaining that the Al tool identi-
fied the case image as similar to this exemplar image from the Al
training dataset (eg, Fig 2B). The team of three expert radiologists
generated both the local and global Al explanations used in this
study to mimic a realistic, high-performing Al system as closely
as possible. For instance, when Al confidence level was higher,
local explanation bounding boxes were more precise (eg, Fig 2A vs
Fig 2C), and global explanation exemplar images were more
“classic” rather than “subtle” (eg, Fig 2B vs Fig 2D). See Appendix
S8 for further details.

Study Procedure

This study was conducted online through a website interface.
Before the main task, the website displayed standard informed
consent information, a questionnaire about the participant’s
opinions on Al in radiology, a tutorial, and a practice case (Fig 1).
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Figure 1:

Study flow diagram. (A) Prestudy steps included eligibility screening and consent acquisition, followed by a prestudy questionnaire, tutorial, and example case

before the main study task. (B) To begin the main study task, the participating physicians first viewed the radiograph case in a Digital Imaging and Communications in Medicine
(DICOM) viewer without arfificial infelligence [Al) advice. (€) Once ready, participants viewed the simulated Al advice, including Al explanation and reported Al confidence
level, with the design conditions applied. (D) The participating physicians then decided whether and how to use the Al advice, finalized their diagnosis, rated their confidence in
their diagnosis, and rated the usefulness of the Al advice. (E) Each participant viewed eight radiographs. (F) Last, participants completed a poststudy questionnaire and provided

their email address for reimbursement, which was not linked to the recorded study data.

The primary study task was to evaluate eight chest radio-
graph cases with suggestions from a purported Al assistant
called ChestAld, which was stated to be a deep learning—based
Al tool with diagnostic performance comparable to that of
experts in the field. For each case, the participant was first
presented with a short note on the clinical history of the pa-
tient and then was required to open the radiograph in a fully
functional browser-embedded Digital Imaging and Commu-
nications in Medicine (DICOM) viewer. Once the participant
indicated that they were ready to proceed, the Al advice was
presented next to the chest radiograph, along with an “open
DICOM viewer” button to allow the participant to return to
the radiograph viewer at will. The Al suggestions varied accord-
ing to the assigned advice correctness, Al explanation type, and
Al confidence level for the case. The participant could make
one of three responses to the Al advice: accept (e, use the Al
suggestion as is, without modification), modify (ie, keep the
prefilled Al suggestion but modify it freely), or reject (ie, com-
pletely discard the Al suggestion and complete the diagnosis
independently). After selecting an option, the participant fi-
nalized the diagnosis and reported their own confidence level
(0%-100%) in their findings and impressions. Finally, the
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participant provided two Likert scale ratings of the usefulness
of the Al advice for each case. (Further details in Appendix S3.)

Statistical Analysis

Recruitment was stopped once the number of included partici-
pants reached 220, a sample size comparable to that of previous
physician-Al interaction studies with a similar experimental de-
sign (5,24). One author (D.P) fit generalized linear mixed-effects
models for each outcome variable using the /ne4 package (25) in
R (version 4.2.0) (26). Various model structures were used, based
on their appropriateness given the distributions of the dependent
variables (see Results for descriptions of outcome metrics and Ap-
pendix S10 for analysis details). All regressions included the three
experimentally manipulated variables and their interactions, along
with the control covariates age, gender, knowledge of AI, Al aver-
sion, job title (trainee [resident or fellow] or attending), years in
practice, task expert or nonexpert, and engagement as measured
by DICOM view time (the total time in seconds that a participant
spent on the radiograph viewer for a given case). Interaction ef-
fects involving any of the three experimental variables and either
task expertise or the engagement measure were assessed. Holm-
Sidak corrections were used to control the familywise error rate
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Figure 2: Chest radiograph (CXR) examples of (A, €) local (feature-based) artificial intelligence (Al) explanations and (B, D) global (prototype-based) Al explana-

tions from a simulated Al tool, ChestAld, presented to physicians in the study. In all examples, the correct diagnostic impression for the radiograph case in quesfion is “right
upper lobe pneumonia,” and the corresponding Al advice is correct. The patient clinical information associated with this chest radiograph was “a 63-year-old male presenting
to the Emergency Department with cough.” To better simulate a realistic Al system, explanation specificity was changed according to high (ie, 80%-94%) or low

lie, 65%-79%) Al confidence level: bounding boxes in high-confidence local Al explanations (example in A) were more precise than those in low-confidence ones (example
in €J; high-confidence global Al explanations (example in B) had more classic exemplar images than low-confidence ones (example in D), for which the exemplar images

were more subtle.

at a significance level o of .05 for each model and for post hoc
pairwise comparisons of interaction effects (Appendix S10).

Results

The main study results are presented in this section, and the full
results are provided in Appendix S11.

Participant Characteristics

Among the initial 274 participants, 54 were excluded due to missed
attention checks (Fig 1A). All analyses were conducted with data
from 220 physician participants (median age, 30 years [IQR, 28—
32.75 years]; 146 male participants). These physicians had been in
practice for a median 3 years (IQR, 2-4.25 years), and 132 were
radiologists (task experts); detailed self-reported social and profes-
sional demographic characteristics are presented in Table 1.

Outcome Metrics

Table 2 presents the quantitative metrics used to evaluate phy-
sicians’ diagnostic performance (diagnostic accuracy and ef-
ficiency), their confidence in their diagnosis, the perceived
usefulness of Al suggestions, and simple trust in Al advice (see
Appendix S9 for details on the simple trust outcome). Table 3
provides a breakdown of case-specific accuracy and time spent
on Al advice. When Al advice was correct, physicians’ diagnostic
accuracy was 92.8% + 0.62 (standard error) with local explana-
tions and 85.3% + 0.85 with global explanations; with incorrect
Al advice, physician diagnostic accuracy was 23.6% =+ 1.02 with
local explanations and 26.1% =+ 1.06 with global explanations.

Radiology: Volume 313: Number 2—November 2024 = radiology.rsna.org

Impact of Al Advice Correctness and Al Explanation

Type on Diagnostic Accuracy

The impact of Al advice correctness on physician diagnostic
accuracy depended on the Al explanation type (interaction co-
efficient f = 1.09; P=.001 [P value adjusted for multiple com-
parisons {Padj} = 0.01]) (Fig 3A). In other words, the benefits
of correct Al advice (or the detriments of incorrect Al advice)
were affected by the type of Al explanation associated with the
advice. In particular, in post hoc pairwise comparisons, local
explanations yielded better diagnostic accuracy than global ex-
planations did when Al advice was correct ( = 0.86; P < .001
[Padj < .001]) (Fig 3A). There was no evidence of a differen-
tial impact of explanation type when Al advice was incorrect
(B =-0.23; P=.39 [Padi =.39]) (Fig 3A), though this condi-
tion may have been underpowered (see Appendixes S7, S10,
and S11).

Moreover, when Al advice was correct, the benefit of local
explanations over global explanations depended on the interac-
tion between Al confidence level and physician task expertise
(three-way interaction of explanation type, Al confidence level,
and task expertise: f = -1.05; = .01 [Padj =.04]) (Fig 3B, 3C).
In particular, in post hoc pairwise comparisons for correct Al
advice, task nonexperts (nonradiologists) benefitted from local
explanations only when the Al tool indicated high confidence
(B =1.62; P <.001 [Padj =.002]) (Fig 3B), whereas for task ex-
perts (radiologists), a benefit of local explanations was observed
only when the Al tool indicated low confidence (B = 1.12;
P=.008 [P =.03]) (Fig 3C).
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Impact of Al Explanation Type on Physician Efficiency,
Perception of Al Usefulness, and Confidence in Diagnosis
Local explanations led to higher efficiency than global expla-
nations did because physicians spent less time considering Al
advice with local explanations (B = -0.19; P = .002 [PaGlj =.01))

Table 1: Self-reported Social and Professional
Demographic Characteristics of the Study Participants

Characteristic Value
Age (y)
Mean* 32.00 + 6.82
Median® 30 (28-32.75)
Range 25-68
Gender
Female 69
Male 146
Nonbinary 1
Other 4
Race or ethnicity
Asian 65
Black or African American 11
White 104
Hispanic, Latino, or Spanish origin 14
Native American or Alaskan Native 1
Native Hawaiian or other Pacific Islander 0
Prefer not to say 31
Designation
Resident 166
Fellow 14
Attending 40
Expertise
Expert (radiologist) 132
Nonexpert (internal or emergency 88
medicine physician)
Years in practice 3 (2.0-4.25)

Note.—Categorical data are presented as numbers of participants.
* Continuous data presented as means + SDs.
" Continuous data presented as medians, with IQRs in

parentheses.

Prinster and Mahmood et al

(Fig 4A). No evidence of an effect of advice correctness on di-
agnostic efficiency was found (B = -0.06; P = .17 [Pmi =.53])
(Fig 4B).

Regarding physician perception of Al advice usefulness, there
was no evidence of an effect of Al explanation type (f = 0.35;
P=.07 [Padj =.37]) or Al confidence level (B = -0.16; P = .22
[P, = .53]); moreover, the interaction effect of Al explanation
type and Al confidence level on perceived usefulness was ulti-
mately not significant after Holm-Sidak adjustment for multiple
comparisons (B = 0.40; P = .04 [P G = .24]) (Fig 4C). However,
there was an interaction effect of physician task expertise and Al
advice correctness on perceived usefulness (B = 0.84; P < .001
(P, G = .002]). Notably, post hoc pairwise comparisons revealed
that the impact of Al advice correctness on physician perception
of Al advice usefulness was greater for task experts than for task
nonexperts (Fig 4D).

Physicians’ confidence in their final diagnosis was higher
with correct Al advice than with incorrect Al advice (§ = 0.08;
P =.001 [Padi =.01]), but there was no significant effect of Al
explanation type (f = 0.02; P = .32 [Padj =.90]) or Al con-
fidence level on physician confidence (f = -0.004; P = .82
[Pacli >0.99]).

Underlying “Simple Trust” Mechanism: Effects and Caveats

The last key result of this study suggests that the apparent ben-
efits of local explanations for improved diagnostic accuracy and
efficiency could be attributed to physicians’ placing greater sim-
ple trust in local explanations than in global explanations (Fig
5). The proposed metric for simple trust (Table 2, Appendix S9)
is the speed at which a physician aligns their final diagnosis with
(or diverges their final diagnosis from) Al advice and can also
be understood as “reliance without verification.” Overall, physi-
cians were more likely to align their decision with Al advice and
undergo a shorter period of consideration when local explana-
tions were given than when global explanations were given (8
=1.32; P=.007 [Padj =.048]) (Fig 5A). When this analysis was
repeated separately for correct and incorrect Al advice, local Al
explanations increased simple trust in Al advice regardless of
Al advice correctness. The fact that this result held when the
analysis was limited to correct Al advice (§ = 1.37; P < .001

Table 2: Definitions of Quantitative Outcomes

Outcome Definition

Behavioral outcomes
Diagnostic accuracy
Diagnostic efficiency
Simple trust

Subjective outcomes

Perceived usefulness
of Al advice

Physician confidence
in impression their diagnosis
Physician confidence

in findings

their diagnosis

Proportion of cases for which a participant provided the correct impression

Time (seconds) spent considering the Al advice before proceeding (with less time indicating more efficiency)

Percent alignment with (or divergence from) Al advice per second, with large positive values indicating quick
alignment, large negative values indicating quick divergence, and values close to zero indicating slower
alignment or divergence (see Appendix S9 for details)

Self-reported scale ranging from -4 to 4 computed by adding up the values from two Likert scale questions
(range, -2 to 2, with the labels -2 = strongly disagree, 0 = neutral, 2 = strongly agree); the two questions were
“The AT’s recommendation was useful” and “I would consult this AT assistant for future diagnosis tasks”

Physicians were asked to rate their confidence in their impression on a scale of 0%-100% when they submitted

Physicians were asked to rate their confidence in their findings on a scale of 0%-100% when they submitted

Note.—AI = artificial intelligence.

Radiology: Volume 313: Number 2—November 2024 = radiology.rsna.org
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Table 3: Physician Diagnostic Accuracy and Time Spent Viewing Al Advice in Judging Eight Radiograph Cases with
Different Al Correctness and Explanation Type Conditions

Al Explanation Physician Diagnostic Mean Time (sec)
Case No. and Al Advice Correctness* Type Accuracy’ Spent on Al Advice?
Case 1
Correct (normal) Global 85/94 (90 + 0.71) 13.25 £ 0.27
Local 66/70 (94 + 0.56) 17.32 + 0.66
Incorrect (lingular pneumonia) Global 11/28 (39 £ 1.19) 30.23 + 0.62
Local 6/28 (21 + 1.00) 16.49 + 0.33
Case 2
Correct (right sternoclavicular dislocation) Global 85/90 (94 + 0.55) 18.45 + 0.34
Local 75175 (100 + 0.00) 13.85 +0.21
Incorrect (right pleural plaque) Global 9/30 (30 + 1.12) 26.13 £ 0.32
Local 3/23 (13 + 0.83) 19.99 + 0.33
Case 3
Correct (hiatus hernia) Global 78197 (80 + 0.96) 31.31 + 0.62
Local 71/73 (97 + 0.39) 19.88 + 0.25
Incorrect (normal) Global 5/25 (20 + 0.98) 22.70 + 0.26
Local 5/23 (22 £ 1.01) 20.58 + 0.33
Case 4
Correct (right pneumothorax) Global 86/89 (97 + 0.44) 26.18 £ 0.39
Local 67/69 (97 + 0.41) 20.14 + 0.35
Incorrect (right lower lobe pneumonia) Global 8/31 (26 + 1.07) 21.38 £+ 0.33
Local 7126 (27 + 1.09) 25.77 +0.38
Case 5
Correct (right upper lobe pneumonia) Global 93/97 (96 + 0.48) 17.18 +0.22
Local 72177 (94 + 0.60) 14.51 + 0.29
Incorrect (pulmonary venous congestion) Global 14/24 (58 + 1.21) 16.03 + 0.26
Local 10/21 (48 + 1.23) 23.48 + 0.54
Case 6
Correct (rib fracture) Global 42/91 (46 + 1.20) 27.47 +0.54
Local 45/70 (64 + 1.16) 20.60 + 0.30
Incorrect (pulmonary nodule) Global 2/31 (6.5 + 0.60) 23.87 +0.75
Local 6/27 (22 +1.02) 17.71 £ 0.55
Case 7
Correct (pulmonary edema) Global 78187 (90 + 0.74) 22.39 £ 0.54
Local 71/72 (99 + 0.28) 25.51 + 1.15
Incorrect (left lower lobe pneumonia) Global 6/30 (20 + 0.98) 22.49 + 0.37
Local 4/24 (17 £ 0.91) 17.51 + 0.26
Case 8
Correct (left pneumothorax) Global 70/78 (90 + 0.73) 25.52 + 0.47
Local 74177 (96 + 0.47) 20.38 + 0.38
Incorrect (left lower lobe pneumonia) Global 7139 (18 + 0.93) 23.94 +0.28
Local 4/19 (21 + 1.01) 14.59 + 0.26
All cases
Correct Global 617/723 (85.3 + 0.85) 22.65 + 0.46
Local 541/583 (92.8 + 0.62) 18.97 + 0.54
Incorrect Global 62/238 (26.1 + 1.06) 23.50 + 0.44
Local 45/191 (23.6 + 1.02) 19.55 + 0.39

Note.—Data from 220 physician participants (total of 1735 measurements). Al = artificial intelligence.

* The correct and incorrect diagnosis provided by the simulated Al tool for each case is given in parentheses.

" Data presented as numbers of accurate cases out of the total number of cases, with percentages + standard errors in parentheses.
# Data presented as means + standard errors.

Radiology: Volume 313: Number 2—November 2024 = radiology.rsna.org 6
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Figure 3:  Main results for the diagnostic accuracy outcome: interaction effects among experimental variables for the outcome of marginal mean estimated diagnostic accu-
racy. (A) Inferaction plot for explanation type x artificial infelligence (Al) advice correctness (inferaction coefficient = 1.09; P=.001 [P value adjusted for multiple comparisons
{P_,} =0.01]) from the generalized linear mixed-effects model (with logit link function] demonstrates that the impact of Al advice correciness on physician diagnostic accuracy
depends on the type of explanation provided by the simulated Al tool. In particular, local Al explanations yielded higher diagnostic accuracy than global explanations did
when Al advice was correct (B =0.86; P<.001 [Pad‘ <.001]), whereas there was no evidence of an effect of explanation type on diagnostic accuracy when the Al advice was
incorrect (B =-0.23; P= 39 [P_, =.39]). (B, €) Interaction plofs show the results for the three-way inferaction of explanation type x Al advice confidence level x physician
task expertise (B =-1.05; P=.01 [Pﬂd‘ = .04]) among the subset of the data corresponding to the correct Al advice condition (75% of the total data). (B) For task nonexperts
given correct Al advice, local explanations yielded higher physician diagnostic accuracy than global explanations when Al confidence level was high (B = 1.62; P <.001
[P, =.002]), but there was no evidence of a difference when Al confidence level was low (B = 0.07; P= .84 [P_, = .84]). (€) For task experts given correct Al advice, local
explanations yielded higher diagnostic accuracy than global explanations when Al confidence level was low (B =1.12; P= 008 [P, = .02]), but there was no evidence of

such an effect when Al confidence level was high (3 =0.56; P=.15 [Pcd‘ =.28]). Error bars and shaded regions represent standard errors.

(P, g < .001]) (Fig 5B) suggests a mechanism to explain how lo- Al explanations (B = -0.19; P, g = .01). Additionally, there were
cal explanations improve diagnostic accuracy (Fig 3). However, =~ nuanced interactions of Al confidence level, physician task exper-
the fact that the result held when the analysis was limited to tise, and Al explanation type (three-way interaction coefficient
incorrect Al advice (B = 1.32; P = .009 [P, 5= .03]) (Fig 5C) B=-1.05 P, 5= .04). Future developers and users of health care
suggests that local explanations could pose a risk of exacerbating Al systems should therefore pay careful consideration to how dif-

overreliance on Al when Al advice is incorrect. ferent forms of Al explanations, along with other considerations
. . such as Al uncertainty presentation and users’ experience level,
Discussion might impact reliance on Al advice and support optimal collabo-
For artificial intelligence (Al) to realize its full potential in im- ration with the technology across various clinical use cases (6).
proving clinician performance in radiologic diagnosis and con- Here, local Al explanations were more effective than global
sequently patient outcomes, it is essential to design Al interfaces  explanations in reinforcing the benefits of correct Al advice. Prior
for optimal human-machine teamwork (5,6). Our study in- research has shown that local explanations lead to better decision-
vestigated how to communicate Al insights effectively to clini-  making relative to a lack of explanation for Al-assisted chest ra-
cians to achieve such collaboration and found that different Al diograph diagnosis, assuming that the Al advice is correct (24).
explanation methods yielded disparate collaboration outcomes.  Our findings substantially extend this result by revealing how an
In particular, in the popular radiologic Al use case of disease di- Al explanation can have variable impact depending on the type
agnosis based on chest radiography, local (feature-based) explana- of Al explanation provided and whether the Al advice is correct.
tions encouraged greater physician simple trust in simulated AT~ Moreover, our results for correct Al advice further clarify that the
advice than global (prototype-based) explanations (B = 1.32; P effect of local versus global explanations may also depend on pre-
value adjusted for multiple comparisons [P, dj] =.048). This influ- sented Al confidence level and physician task expertise. For task
ence on physician trust corresponded with improved diagnostic ~ nonexperts, local explanations were more effective only when Al
accuracy when the Al advice was correct (B = 0.86; P, g < .001), confidence level was high, whereas for task experts, local expla-
and overall diagnostic efficiency was higher (ie, the time spent on nations were more effective only when Al confidence level was

Al advice was reduced) for local Al explanations than for global low. This task expertise-dependent impact of Al confidence level
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Figure 4: Main resulis for (A, B) the outcome of fime spent viewing advice from a simulated artificial intelligence (Al) tool (diagnostic efficiency) and
(C, D) the outcome of physician perception of Al advice usefulness. (A, B) In these graphs, the y-axis shows the marginal mean estimated time (in seconds)
spent viewing Al advice—where less time spent on Al advice indicates greater efficiency—from a log-linear mixed-effects regression model based on (A) Al
explanation types and (B) Al advice correctness conditions. Local explanations yielded a more efficient decision-making process for physicians than global
explanations did (B =-0.19; P=.002 [P value adjusted for multiple comparisons {Pad‘] =0.01]), but there was no evidence of a significant impact of Al advice
correctness on diagnostic efficiency (B =-0.06; P=.17 [P, = .53]]. (C, D) In these graphs, the y-axis shows the marginal mean estimated physician percepion
of Al advice usefulness (with —4 indicating the least useful, O indicating neutral, and 4 indicating the most useful) from a linear mixed-effects regression model.
(C) The interaction effect of Al explanation type and Al confidence level on physician perception was not significant after Holm-Sidak adjustment for multiple
comparisons (B =0.40; P= .04 [P, = .24]]. (D) The impact of Al advice correctness on physicians’ perception of advice usefulness was greater for fask ex-
perts than for task nonexperts (B =0.84; P <.001 [P, =-002]). In particular, task experts tended fo perceive a large difference in usefulness between correct

and incorrect Al advice (B =1.23; P<.001 [Pad‘ <.001]), whereas task nonexperts tended to perceive a smaller difference in usefulness between correct and

incorrect Al advice [ =0.39; P=.03 [Pﬂdi =.03]).

could be attributed to task nonexperts being especially swayed
by high-confidence local explanations and task experts being es-
pecially skeptical of low-confidence global explanations. When
the AT advice was incorrect, however, it was inconclusive whether
explanation type differentially affected diagnostic accuracy; this
null result may be due to reduced statistical power in the incorrect
Al advice condition.

Reducing the cognitive load of clinicians is a crucial goal
that is complementary to efforts to improve diagnostic ac-
curacy (27); this is especially true in radiology, given its high
rates of burnout (28) and fatigue-linked diagnostic errors
(29). Our study revealed that physicians were able to deter-
mine a diagnosis more quickly when provided with local Al

Radiology: Volume 313: Number 2—November 2024 = radiology.rsna.org

explanations than with global explanations. Previous studies
have variously found beneficial (30) and detrimental (31) ef-
fects of explainable Al advice on physician efficiency: Our re-
sults highlight that the specific type of explanation provided
could be a key factor underlying such variability.

Correct Al advice positively affected the subjective out-
comes of physician confidence in the final diagnosis and
physician perception of Al advice usefulness. Moreover, this
effect on perceived usefulness was greater for task experts,
suggesting that they were better able to discern the difference
between correct and incorrect Al advice. However, unlike
previous studies (32), no significant effects of Al explana-
tion type or Al confidence level on these subjective outcomes
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Figure 5:  Main results for simple trust outcome. In all graphs, the y-axis shows the marginal mean estimated simple trust metric (Appendix S9) from

a linear mixed-effects regression model. The simple trust mefric can be understood as the speed of alignment with or divergence from advice from an

arfificial intelligence (Al) tool, or roughly as “reliance without verification.” (A) Local explanations promoted greater simple frust in simulated Al advice

than global Al explanations (B = 1.32; P=.007 [P value adjusted for multiple comparisons {P

cd‘} =0.048]) across the full dataset. Moreover, this result

held for the (B) subset of the data corresponding to correct Al advice (B =1.37; P <.001 [P, <.001]), suggesting that local explanations could

promote improved diagnosfic accuracy and diagnostic efficiency when Al advice is correct. Most surprisingly, this result also held for the (€) subset
of the data corresponding to incorrect Al advice (B = 1.32; P=.009 [P, =.03]), suggesting a potential pitfall of local explanations—that they may

promote undue trust.

were observed. The discrepancy between the influence of Al
explanation types on behavioral diagnostic outcomes (diag-
nostic accuracy and efficiency) and the lack of impact on
subjective measures (physician perception and confidence)
underscores that Al explanation types can differentially af-
fect physicians even if the physicians themselves do not rec-
ognize these effects.

While the main results of this study demonstrate that local
explanations enhance diagnostic accuracy and efficiency when
Al advice is correct, the further analyses of trust calibration
conducted in this study suggest both a possible mechanism
underlying these benefits and a critical caveat. Local expla-
nations foster simple trust in Al—as defined by how swiftly
physicians align with Al advice (33,34)—regardless of its cor-
rectness. This means that while local explanations can reduce
“underreliance” on correct Al advice, they may also lead to
overreliance on incorrect Al advice, potentially increasing the
risk of Al-related errors.

The limitations of our study offer opportunities for future
work. Despite having a fully functional DICOM viewer, the web
interface used here could not fully replicate the features and nu-
ances of actual radiologic practice, such as voice transcription,
real time pressures, and sensitivity to real patient outcomes. Ad-
ditionally, presenting more chest radiograph cases to each par-
ticipant could help elucidate case-specific effects, and presenting
more cases with incorrect Al advice could help improve statisti-
cal power for detecting the potential role of explanation type in
exacerbating Al-related errors. Exploring other forms or combi-
nations of Al explanations and alternative representations of Al
confidence could also yield valuable insights.
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In simulated artificial intelligence (Al)-assisted chest radio-
graph diagnosis, the impact of Al explanations on physicians’
diagnostic performance and trust in Al advice depended on
the specific type of Al explanation provided, even when physi-
cians themselves were not aware of such effects. Future efforts
to develop Al decision support systems should thus take care
to account for the intricate influences of design elements, with
particular attention given to the distinct impacts of different
explanation types.
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