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A B S T R A C T

Conventional Voice Assistants (VAs) rely on traditional language models to discern user intent and respond
to their queries, leading to interactions that often lack a broader contextual understanding, an area in which
Large Language Models (LLMs) excel. However, current LLMs are largely designed for text-based interactions,
thus making it unclear how user interactions will evolve if their modality is changed to voice. In this work, we
investigate whether LLMs can enrich VA interactions via an exploratory study with participants (N=20) using a
ChatGPT-powered VA for three scenarios (medical self-diagnosis, creative planning, and discussion) with varied
constraints, stakes, and objectivity. We observe that LLM-powered VA elicits richer interaction patterns that
vary across tasks, showing its versatility. Notably, LLMs absorb the majority of VA intent recognition failures.
We additionally discuss the potential of harnessing LLMs for more resilient and fluid user-VA interactions and
provide design guidelines for tailoring LLMs for voice assistance.
1. Introduction

Voice assistants (VAs) are well integrated into consumer tech-
nologies such as mobile phones, smart watches, smart speakers, and
cars (Porcheron et al., 2018), and can significantly influence user be-
avior (Tsoli et al., 2018). While commercial VAs such as Alexa and Siri

rely on traditional language models to process user requests (GN, 2019;
Agarwal, 2021), they mainly use rule-based keyword recognition mech-
anisms to determine user intent and fall short of maintaining coherent
multi-turn conversations (Clark et al., 2019). Furthermore, these in-
teractions are often disrupted by unavoidable errors (e.g.,transcription
nd intent recognition errors) requiring users to interject and rectify
reakdowns (Pearl, 2016; Myers et al., 2018). Such constraints often
estrict VAs’ primary use to basic functional tasks, such as setting
larms, sending texts, and seeking general information (e.g.,weather
nd time) (Ammari et al., 2019; Cho et al., 2019; Arnold et al., 2022).

Conversely, recent advancements in natural language processing en-
dow large language models (LLMs) with the remarkable ability to gen-
erate coherent and contextually-aware text, bridging the gap between
text generation and the dynamic nature of human language (Ayers
et al., 2023; Dong et al., 2023; Cascella et al., 2023). LLMs have shown
potential in various text-centric applications (Shahriar and Hayawi,
2023) such as health care (Rao et al., 2023; Kanjee et al., 2023; Cascella

∗ Corresponding author.
E-mail addresses: amama.mahmood@jhu.edu (A. Mahmood), junxiang@cmu.edu (J. Wang), b.yao@northeastern.edu (B. Yao), d.wang@northeastern.edu

(D. Wang), chienming.huang@jhu.edu (C.-M. Huang).

et al., 2023), education (Pardos and Bhandari, 2023), and collabora-
tive writing (Jakesch et al., 2023a; Liu et al., 2022). While integra-
tion of LLMs and voice interfaces is becoming increasingly common
(e.g.,ChatGPT (OpenAI, 2023b) and Amazon Alexa (Rausch, 2023)) for
various applications, there is still limited empirical work on under-
standing user interactions with such VAs (Qu et al., 2023; Jo et al.,
2023; Chan et al., 2023; Yang et al., 2023). These recent developments,
coupled with the intrinsic differences between text- and voice-based
interactions (Kuang et al., 2023), propel our exploration into: (1)
What new and distinct interaction patterns (beyond single-turn inquiries)
may emerge when users interact with a voice assistant powered by LLM
capabilities? and (2) How may LLMs’ contextual understanding capabilities
help reduce the errors and conversational breakdowns common in current
commercial VAs?

To answer these questions, we first prototyped an LLM-powered
conversational VA by integrating ChatGPT into an Alexa skill. This in-
tegration involved designing a conversational framework, using speech
fillers (Shiwa et al., 2008) and small talk (de Medeiros et al., 2019;
Zhong and Ma, 2022), to handle ChatGPT API delays and Alexa time-
out issues. We then conducted an exploratory qualitative study to
probe how people interact with this ChatGPT-powered VA. To gain a
broader, holistic understanding of user interactions, we contextualized
our study via three scenarios with distinct characterizations—medical
https://doi.org/10.1016/j.ijhcs.2024.103406
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data mining, AI training, and similar technologies. 
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Fig. 1. We explore user interactions with an LLM-powered voice assistant in three distinct scenarios: medical self-diagnosis, creative planning, and discussion with an opinionated
I. We report interaction patterns and breakdowns based on the style of speech used during the conversations. The interaction pattern and example conversation above depict

ChatGPT’s reluctance to answer specific medical queries, such as requests for medication brand names. However, upon re-asking, ChatGPT lists brands with an accompanying
arning (a statement informing the user that ChatGPT is not an expert and that they should consult an expert).
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elf-diagnosis, creative trip planning, and discussion with an opinion-
ted AI —that near-future VAs may engage in; in particular, the first
wo scenarios encompass assisted decision-making, while the third is
urely conversational and argumentative. Consequently, we are also
nterested to see if intrinsic characteristics of the task and conversation
oals affect user interaction patterns and breakdowns. We recruited
0 participants to interact with the VA across the three scenarios.
hrough thematic analysis, we found common and scenario-specific

nteraction patterns. Medical queries from participants led to factual
A responses with warnings (Fig. 1). For creative trip planning, the VA
ave descriptive answers to generic questions and directive answers to
pecific questions. During the discussion, participants challenged the
A’s viewpoints and sought additional information on the topic. The
A also effectively reduced intent recognition failures and proactively

nitiated recovery sequences upon detecting such failures. This work
akes following contributions:

Interaction patterns: We present new empirical findings illustrating
diverse patterns of how people interact with an LLM-powered VA
across scenarios. We also present patterns of VA- and user-initiated re-
covery from conversational breakdowns, highlighting the VA’s ability
to absorb errors and proactively mend breakdowns.
Opportunities and challenges: We present and discuss the ob-
served benefits (e.g.,context retention, adaptability, and breakdown
reduction) and limitations (e.g.,repetitiveness, oversharing, and dis-
crepancy in mental models) of LLM-powered VAs.
Design guidelines: We offer design guidelines for adapting text-
centric LLMs to voice interactions, such as adopting a hierarchical re-
sponse structure, redesigning VA prompts, and balancing the benefits
and challenges.
System: We developed a conversational framework, including fillers
and small talk, to address challenges and delays when integrating
ChatGPT into Alexa.
2 
. Related work

The objective of our exploration is to identify various design pat-
erns that can serve as fundamental building blocks to understanding
he nuanced dynamics of user interactions with VAs; we include con-
ersational breakdowns and errors made by VAs as patterns. Below, we
eview prior work:

.1. Dyadic Interaction Patterns with Voice Assistants

Researchers have explored human-human dyadic interactions across
diverse scenarios—such as conversations, instructions, and interviews—
to inform the design of human-agent interactions (Sauppé and Mutlu,
2014). Predominant patterns include question-answer pairs, comment
exchanges, waiting periods, and conversational cues indicating the
start and end of a task (Sauppé and Mutlu, 2014). Notably, humans
exhibit a readiness to engage with agents that appear sufficiently social
and to build relationships similar to those in human–human interac-
tions (Krämer et al., 2012). The embodiment and characteristics of
these agents significantly influence their perceived sociability (Krämer
et al., 2012). However, when considering VAs—especially those devoid
of humanlike embodiment—the dynamics of user-VA interactions may
be altered. Yet, irrespective of their human-likeness, agents can still be
perceived as social entities (Nass et al., 1994; Lee, 2008), making the
dynamics of human–human and human-embodied-agent interactions
not entirely irrelevant to human-VA interactions.

Focusing on human-VA interaction patterns (Moore and Arar, 2019),
commercial VAs predominantly exhibit one-turn question–answer (in-
formation retrieval; e.g.,‘‘Who invented the light bulb?’’) or command-
response (functional; e.g.,‘‘Set the alarm’’, ‘‘Turn on the light’’) pat-
terns (Beirl et al., 2019; Kim and Choudhury, 2021; Liao et al., 2018).
Such mundane interaction patterns can be attributed to traditional VAs’
limited conversational capabilities, resulting in users often relegating
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them to functional commands (Ammari et al., 2019; Cho et al., 2019).
hus, users perceive these interactions as transactional rather than
onversational (Clark et al., 2019). The lack of actual conversation
uggests that human-VA interactions, although inspired by human

dynamics, should not aim to be exact replicas (Clark et al., 2019).
Important questions are raised: What makes a user-VA interaction

onversation? How can we design truly conversational VAs (Clark et al.,
019)? ‘‘Conversation’’ can be defined as ‘‘a progression of exchanges
mong participants. Each participant is a ‘learning system,’ that is, a
ystem that changes internally as a consequence of experience. This highly
omplex type of interaction is also quite powerful, for conversation is the
eans by which existing knowledge is conveyed and new knowledge is
enerated’’ (Dubberly and Pangaro, 2009). Thus, for VAs to emulate
rue conversations, they must: (1) handle follow-ups, enabling multi-
urn interactions for the progression of ideas; (2) retain conversation
istory, ensuring shared knowledge; and (3) generate new knowledge
s the conversation evolves. Moreover, according to user feedback,
deal VAs should be more interactive, conversational, proactive, and
ware of their users (Völkel et al., 2021; Grudin and Jacques, 2019).
onversational interactions have been explored in chatbots across dif-

erent scenarios (Huang et al., 2018; Xiao et al., 2020, 2023; Do et al.,
021), such as education (Wang et al., 2022; Han and Lee, 2022)
nd storytelling (Zhang et al., 2022; Xu et al., 2023). While some
f these chatbots offer multimodal (text and voice) interfaces (Zhang
t al., 2022; Xu et al., 2023), the majority are text-based. To address
onversational constraints in commercial VAs, we integrated ChatGPT

with a commercial VA and explored how interactions evolve.

2.2. Erroneous interactions with voice assistants

VAs can encounter various errors that disrupt the flow of conver-
sations, broadly categorized into four types: (1) no speech detected,
(2) speech detected but not recognized, (3) speech recognized but not
andled, and (4) speech recognized but incorrectly (Pearl, 2016). In
tudying VA interactions, various error patterns emerge. For example,
 study on voice-based calendar interactions identified common issues
uch as intent recognition failures, NLP discrepancies, feedback failures,
nd system errors (Myers et al., 2018). Users often adopt strategies
uch as hyperarticulation, rephrasing, or resorting to fallback methods
restarting, moving on or expressing frustration) (Myers et al., 2018).
hile commercial VAs predominantly rely on user-initiated recov-

ry, they can also implement agent-initiated strategies. These include
onfirmations, offering corrective options (Ashktorab et al., 2019),
cknowledging errors, seeking clarifications, and social repair through
pologies or explanations (Benner et al., 2021; Mahmood and Huang,
024; Mahmood et al., 2022). Our study focuses on observing natural
rrors and recovery patterns between users and an LLM-powered VA,
ithout introducing specific errors or recovery strategies.

.3. LLMs’ potential and applications for voice-based interactions

Traditional AI assistants utilize techniques such as parts-of-speech
agging, semantic parsing, and pattern recognition to discern user
ntent through specific keywords or phrases (GN, 2019; Agarwal, 2021).
s highlighted in Section 2.1, these assistants typically operate within
ingle-turn interactions, often losing conversation context. In contrast,
LMs—with ChatGPT as our primary focus in this paper—represent

a significant advancement in conversational AI. By leveraging vast
atasets and transformer architecture, GPT produces coherent and
ontext-aware text. This capability allows GPT to surpass other LLMs
uch as BERT in natural text generation. BERT is primarily designed
or context recognition and classification tasks (Devlin et al., 2018;

Shahriar and Hayawi, 2023), whereas GPT is more adept at language
eneration tasks such as machine translation and question answer-

ing (Shahriar and Hayawi, 2023; Qin et al., 2023). Notably, ChatGPT
has demonstrated superior performance in inference tasks, even though
3 
it occasionally produces contradictory responses (Koubaa et al., 2023;
Qin et al., 2023).

ChatGPT has been employed in a wide array of applications (Shahriar
and Hayawi, 2023). The healthcare sector is increasingly recogniz-
ing the potential of LLMs (Rao et al., 2023; Kanjee et al., 2023;
Cascella et al., 2023), with research focusing on their empathetic and
patient-centric responses (Ayers et al., 2023; kumar Purohit et al.,
2023), and their utility in assisting self-diagnosis (Enterprise Bot,
2023). ChatGPT has showcased its ability to convey human emo-
tions through prompt engineering, meeting users’ emotional support
needs in health-focused AI (Ayers et al., 2023; kumar Purohit et al.,
2023). While most of the aforementioned research is limited to the
modality of text, there are emerging efforts to integrate LLMs into
voice-based interactions for healthcare (Jo et al., 2023; Yang et al.,
2023). For example, CareCall, a voice-based LLM-powered chatbot,
s used to monitor public health on a large scale through open-
nded conversations, offering insights not possible with rule-based
hatbots (Jo et al., 2023). While this study offers insights and iden-
ifies challenges through stakeholder interviews and focus groups, it

lacks understanding of user interactions with the system. Similarly,
Talk2Care, an LLM-powered VA for older adults, improves health in-
formation collection and mental support in scenarios such as symptom
reporting and post-surgery follow-ups (Yang et al., 2023). Nevertheless,
users expressed expectations beyond patient-provider communication,
including better integration of the VA with their healthcare manage-
ment (Yang et al., 2023). Our study aims to explore the benefits and
challenges of employing LLM-powered VAs in healthcare, extending be-
yond simple communication with providers to aiding in self-diagnosis,
similar to LLM-powered text-based chatbots (Enterprise Bot, 2023).

Other recent applications of LLMs include its integration into Con-
versational Recommender Systems (CRS). Commercial platforms are
enhancing user experience customization through ChatGPT plugins
(OpenAI, 2023c). For example, Booking.com has incorporated ChatGPT
or its contextual understanding and advertising capabilities, presenting

it as ‘‘a new way to search and explore’’ and offering ‘‘more tailored
travel recommendations’’. Users can now engage with Booking.com’s
text-based chatbot at any stage of trip planning, posing both generic
and specific queries for assistance (Global, Booking.com, 2023). LLMs
have been utilized to generate diverse and natural voice databases
to create more conversational recommender VAs (Qu et al., 2023).
However, there is lack of empirical work on how users may interact
with such VAs. Therefore, in this work, we look at ‘planning a day’ as a
representative task for investigating how user interactions may evolve.

Similarly, in the education domain, LLMs have shown promise in
enhancing learning experiences (Pardos and Bhandari, 2023). Notably
in creative writing, ChatGPT demonstrates its capacity to offer var-
ied perspectives and influence opinions indicating its effectiveness in
adopting different personas via prompt engineering (Jakesch et al.,
2023a). To the best of knowledge, no prior work has explored user
interactions with an opinionated AI in voice-based interactions. More-
over, OpenAI1 recently announced a voice interface for interacting
with ChatGPT (OpenAI, 2023b), and Amazon has also revealed plans
o integrate LLMs into their Alexa voice assistant technology (Rausch,

2023) making LLM-powered VAs available to the public.
Given the limited empirical research on understanding user interac-

tions with and perceptions of such LLM-powered VAs, our investigation
is both timely and significant.

3. Methods

We conducted an exploratory study to examine interaction and
breakdown patterns in conversations with LLM-driven VAs. This sec-
tion outlines our implementation, study design, interaction scenarios,
procedure, and data analysis.

1 OpenAI speech interface was launched after the study was conducted.
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Fig. 2. System implementation of integrating ChatGPT 3.5 into an Alexa skill. User query is transcribed and passed to the Alexa skill once the user’s intent to interact with
the ChatGPT-powered VA is detected by Alexa (1 and 3). User query (appended with conversation history) is sent to ChatGPT through a middleman API mechanism (4). Once
ChatGPT’s response is retrieved by a secondary middleman API (5), it is transmitted to the smart speaker via the primary middleman API and the Alexa skill (6). The primary and
secondary APIs communicate ChatGPT’s response via a shared database. The cycle 3 → 4 → 5 → 6 is repeated for all user queries for our ChatGPT-powered VA implementation.
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3.1. System: Integrating ChatGPT into alexa

We chose to use OpenAI’s ChatGPT (specifically gpt-3.5-turbo)
(OpenAI, 2023a) as our generative LLM because of its capability of han-
ling chat-like conversations. We integrated ChatGPT with Amazon’s
lexa to facilitate voice-based interactions. Throughout our paper, we

refer to this voice assistant as an LLM-powered VA, ChatGPT-powered
VA, or simply the VA. We developed a prototype of an Alexa skill2
that interfaces with ChatGPT 3.5 to allow users to engage with it via
peech (see Fig. 2). Below, we present how users can interact with a
A through Alexa and our system implementation.

.1.1. Activating and using a ChatGPT-powered VA via alexa
To facilitate an intuitive and user-friendly experience with our

ystem, we created natural activation phrases for the ChatGPT skill;
sers may employ common utterances like ‘‘Alexa, let’s chat’’, ‘‘Alexa,
et’s discuss’’, or simply ‘‘Alexa, question’’. Upon recognizing any of

these commands, the ChatGPT-enhanced VA introduces itself, signal-
ing the commencement of the interaction. For the medical scenario,
we incorporated an additional signal to initiate a conversation: the
detection of a user coughing, which serves as an indicator that the
user may be unwell. Once the ChatGPT skill is activated, users continue
heir conversation with the VA without using the activation phrases or
nvoking the wake word ‘‘Alexa’’ repeatedly. The wake word is only
equired if the user wishes to interject during the VA’s response to
ither redirect or terminate the conversation.

.1.2. System implementation
Our system consists of three modules: (1) Alexa via an Echo Dot

peaker for capturing user queries and transcribing them to text, (2) the
Alexa skill and a dual middleman API mechanism implemented to in-
terface between Alexa and ChatGPT while handling inherent challenges
n developing Alexa skills, and (3) the ChatGPT API for generating

responses to user queries.
The default setup for Alexa skills allows a maximum of 8 s for pro-

cessing a user request once intent is recognized. Given the complexity
of certain user queries, there are instances when ChatGPT’s API takes
onger than the stipulated time to produce a response. If this threshold
s exceeded, the Alexa skill terminates, notifying the user with the

2 Supplementary materials: https://tinyurl.com/mry7444x. The code for
hatGPT-Alexa skill: https://github.com/intuitivecomputing/ChatGPT-Alexa-
kill-with-middleman-apis.
4 
message: ‘‘There was a problem with the requested skill’s response’’.
For a seamless user experience with the ChatGPT Alexa skill it is crucial
o address this latency issue. Thus, we implemented a dual middleman
PI mechanism between the Alexa skill and ChatGPT:

Primary middleman API: Upon receiving a user query, the Alexa skill
orwards the user’s request to the primary middleman API. Without
aiting for the completion of the entire process, this API instantly

edirects the request to the secondary middleman API and promptly
loses the connection with the Alexa skill, ensuring the response time
tays within Alexa’s strict response window.
Secondary middleman API: This layer handles direct communication
ith ChatGPT’s API. It also maintains a conversation history that is sent
ith every request to ensure the VA’s ability to respond to vague follow-
p requests. The primary and secondary middleman APIs communicate
ia a shared database (Google Sheets).

The Alexa skill simultaneously and continually pings the primary
middleman API, which monitors the shared database for ChatGPT’s
response. If the response is not detected for more than 2 s after Alexa’s
nitial request, the Alexa skill vocalizes a placeholder response (filler),
uch as ‘‘Searching’’ or ‘‘I’m on it’’. If the wait extends beyond 6 s,
lexa attempts to engage the user by initiating small talk, to avoid
ilence (de Medeiros et al., 2019; Coupland et al., 1992) by posing

questions such as ‘‘While I get that, do you have any plans for the
weekend?’’. Once the user replies to the small talk question, Alexa
revisits the primary middleman API to retrieve ChatGPT’s response to
present to the user after acknowledging their interim response. If the
ser does not engage with the small talk initiated by Alexa, the system
ill follow up with a continuing question—e.g., ‘‘Should I continue?’’—

o that the conversational flow remains intact. Any response from the
ser will lead Alexa to relay ChatGPT’s awaited response.

.2. Study design and interaction scenarios

All participants interacted with the LLM-powered VA to complete
hree distinct tasks (see Fig. 33). The three scenarios varied in stakes,
onstraints, and VA objectivity. Task instructions are shared in supple-

mentary materials2 and the system prompts in Appendix A.1.

3 We obtained participants’ consent to share their photos in this publication.

https://tinyurl.com/mry7444x
https://github.com/intuitivecomputing/ChatGPT-Alexa-skill-with-middleman-apis
https://github.com/intuitivecomputing/ChatGPT-Alexa-skill-with-middleman-apis
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Fig. 3. Our study tasks: medical self-diagnosis, creative trip planning, and discussion
with an opinionated AI that takes opoosing stance.

3.2.1. Medical: Self-diagnosis
Analogous to the utilization of AI-driven chatbots and health ap-

plications for self-diagnosis (Baldauf et al., 2020; You et al., 2023),
employing VAs for medical self-diagnosis based on reported symptoms
can be an appropriate application for VAs. VAs can serve as first respon-
ders, offering immediate medical assistance and guidance, but have
their own challenges (Brewer, 2022; Balakesava Reddy et al., 2022;
Harrington et al., 2022). Recent work has explored integration of LLM-
powered VAs into healthcare systems to support public and personal
health needs for eliciting patient health information (Yang et al., 2023;
Jo et al., 2023). Around the same time as our work, ChatGPT was
integrated into chatbots to assist users further in self-diagnosis and
medical screening (Enterprise Bot, 2023), supporting the timeliness of
our research. In our medical self-diagnosis scenario, participants sim-
ulate critical information retrieval for severe symptoms i.e., persistent
fever, cough, and more. Starting with a simulated cough, they engage
in self-diagnosis and medication, exploring over-the-counter options,
side effects, and dosages. They also seek home remedies and prevention
methods before ending with queries about monitoring their recovery
and potential signs requiring medical attention. To create a persona
or ChatGPT that can handle this medical self-diagnosis scenario and
s suitable for voice-based interaction (i.e., making the task sequential
hile minimizing repetitions), we prompted ChatGPT by appending a

ystem message (ChatGPT prompt) to our query to ChatGPT API.

.2.2. Creative planning: Plan a day
Intelligent recommender systems have been used for making sug-

gestions for travel (Gretzel, 2011; Bulchand-Gidumal, 2022). Recent
work explores the use of LLMs to improve voice-based conversational
recommender systems (Qu et al., 2023). VAs can be an alternative
to internet searches (that require sifting through multiple sources)
and text-based recommender systems (López et al., 2018; Cho and
Rader, 2020) by offering context-sensitive suggestions on the spot to
streamline the planning process. In our creative planning scenario,
participants engage in a low-risk information retrieval task with spe-
cific constraints, contrasting with the medical self-diagnosis scenario.
Pretending to be in Edinburgh with an unplanned afternoon due to a
flight delay, participants face realistic constraints involving location,
limited transportation options, and a strict timeframe. Staying at a
specific hotel and having visited major sites, they ask the VA for a
day’s leisure plan with the goal of maximizing their unexpected free
time by exploring new places, dining options, and post-dinner activities.

o develop a persona for ChatGPT capable of managing context in
reative planning scenarios (such as remembering a user’s location once
entioned), we configured ChatGPT using system messages in the API.

.2.3. Discussion with AI: Opposing stance
Commercial VAs are not designed to give opinions or subjective re-

ponses to user queries, even when users explicitly ask for them (Doyle
t al., 2019; Völkel et al., 2021). However, LLMs have made it possible

to easily create an opinionated AI through prompt engineering (Jakesch
et al., 2023b). Thus, we inquire whether a VA portrayed as opinionated
5 
AI may potentially foster discussions on contentious topics, thereby
allowing users to challenge and broaden their perspectives. In our dis-
cussion scenario, participants discuss with an LLM-powered VA: Should
universities have their own police forces? This topic is relevant to our main
recruitment group—people located on or near university campuses.
Participants were asked to state their position on universities having
police forces and then seek the VA’s view. The end of the discussion is
not predefined, and participants are not informed of the VA’s potential
opposing stance. In the discussion task, ChatGPT is prompted to oppose
the participant’s stance on the topic; we ensure a consistent persona
by repeatedly emphasizing this in the prompt. ChatGPT is instructed
to maintain its position and to further the debate by questioning the
participant and offering counterarguments.

Table 1
Overview of speech style attributes and their definitions for question, answer, and
statement speech acts. Attributes do not target the content, but rather the style of
speech acts.

Attribute Definition

Speech act: Question
factual Question explicitly seeking information from VA knowledge.

opinion Question explicitly seeking the VA’s opinion, using words and
phrases such as ‘‘suggest,’’ ‘‘advice,’’ ‘‘help,’’ ‘‘opinion,’’ ‘‘think,’’
‘‘recommend,’’ ‘‘what should I do’’ and ‘‘where do I go.’’

specific Question seeking precise and targeted information (specific details
or facts), characterized by the question’s directness and clarity and
the use of the word ‘‘specific.’’

generic Question seeking general information, leading to a response con-
taining multiple suggestions.

Speech act: Answer
factual Answer framed to explicitly appear as having derived from VA

knowledge, containing phrases such as ‘‘It is possible’’ or ‘‘There
are several places for you to explore.’’

opinion Answer framed to explicitly appear as being the opinion of the VA,
containing cues denoting the subjectivity of the response such as
‘‘I think,’’ ‘‘In my opinion,’’ or ‘‘I suggest.’’

refusal VA either refuses to provide an explicit answer or omits the
requested information from its response.

directive Answer containing clear directions, instructions, or information for
the user, offering guidance on how to achieve a specific goal or
answering a specific question.

descriptive Answer containing a detailed and vivid portrayal of a scene, object,
or concept, emphasizing sensory perceptions to create a vivid
mental image for the user beyond stating information.

Speech act: Statement
warning Statement presented by the VA with the purpose of reminding the

user of AI limitations and the importance of seeking expert or real-
time advice (e.g.,‘‘I am not a medical professional . . . ’’).

opinion Statement that explicitly appears to be an opinion, often indicated
by cues such as ‘‘I think,’’ ‘‘In my opinion,’’ ‘‘I suggest,’’ or other
similar phrases that denote subjectivity.

non-opinion Statement that is not an opinion as evidenced from implicit cues.

argument Statement presented to support a viewpoint in the discussion
scenario.

counterargument Statement introduced to oppose, challenge, or refute the opposing
party in the discussion scenario.

agreement Statement that indicates alignment with a previous opinion or
argument of the other party.

Speech act: All (question, answer, and statement)
egocentric A communication style in which the user speaks subjectively, based

solely on their perspective. An egocentric VA response uses a
second-person (you-) perspective.

exocentric A communication style with an objective viewpoint, based solely on
the user’s stance. An exocentric VA response conveys an impersonal
perspective.
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Fig. 4. Speech act hierarchy for states and attributes. Speech acts (states), attribute categories (style of speech), and attributes are denoted in purple, blue, and green, respectively.
Attributes are leaf nodes in green. Attributes can co-occur in one utterance unless they belong to the same category (blue); for instance, factual and opinion cannot co-occur due
o semantic conflicts. We end up with codes that are combinations of a state and one or more attributes (e.g., argument, egocentric statement or specific, opinion question).
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.3. Procedure

At the beginning, each participant was provided with a brief de-
cription of the study, which informed them that they would be in-
eracting with an LLM-powered VA. Participation was voluntary, and
hey agreed to continue the study by signing a consent form. The
xperimenter provided them with printed instructions detailing how
o interact with the VA, upon which they practiced VA interactions by
sking any questions they wished . Once comfortable, the experimenter
ntroduced the first task and exited the room. Upon completing each
ask, the participant informed the experimenter and received instruc-
ions for the subsequent task. They progressed through three tasks in
n order determined by a balanced Latin square row assignment. At
he end of the three tasks, they filled out a questionnaire about their
emographics and prior use of commercial VAs. The experimenter then
onducted a semi-structured interview about their interaction with the
A including questions about the information provided by the VA, its
ersonality and error recovery. The study took approximately 70 min
nd participants were compensated with a $20 Amazon gift card.

able 2
verview of speech acts based on our implementation of a ChatGPT-powered VA.
State Definition

User commands
initiation Initiation signals the user’s intent to start a conversation. Examples:

‘‘Alexa, let’s chat,’’ coughing.

end-intent Statement that indicates the user’s intent to end a conversation.
Examples: ‘‘That’s all,’’ ‘‘Bye,’’ ‘‘Stop.’’

VA responses to user commands
introduction VA’s opening monologue to introduce itself and offer help, tailored

to each scenario.

closing VA’s farewell before terminating the conversation. Examples: ‘‘Good-
bye,’’ ‘‘Bye,’’ ‘‘Take care.’’

filler VA’s response to the user while waiting for ChatGPT. Examples: ‘‘I’m
on it,’’ ‘‘Hmm. Thinking.’’

VA questions
small talk VA’s unrelated question if ChatGPT’s response takes longer than 6s.

continuing VA’s continuing question if user query is not registered by Alexa.

3.4. Participants

We recruited 20 participants (10 female, 10 male) via university
mailing lists and flyers posted around a US university campus. The
6 
Table 3
Types of errors with their definitions and associated interaction breakdowns. We
examine errors in reference to our implementation of the ChatGPT Alexa skill. We
additionally analyze the breakdowns resulting from these errors.
Error Type Causes and Breakdowns
skill Cause: Issues related to our system, such as API response

error. Breakdown: Skill closure after Alexa’s announcement:
‘‘There was a problem with requested skill’s response.’’

listening Cause: User speaking when Alexa is not listening. Break-
down: Nothing happens.

handling Cause: Alexa fails to pass transcribed speech to the ChatGPT
skill. Breakdown: No VA response.

partial listening Cause: Alexa only partially captures user speech. Break-
down: User intent recognition failure.

interruption Cause: Alexa interrupts or cuts off user. Breakdown: User
intent recognition failure.

transcription Cause: Alexa transcribes user speech incorrectly. Break-
down: User intent recognition failure.

Recovery Strategy Definition

repeat/rephrase User repeats query with added details or changed wording.

move on User overlooks the unanswered or wrongly answered query
and proceeds with a new one.

apology and clarify VA apologizes and asks user to clarify before responding.

study was conducted from July to August 2023. Participants were
ged 19 to 57 (𝑀 = 25.9, 𝑆 𝐷 = 9.24) and had a variety of educational
ackgrounds, including computer science, engineering and technology,
ealthcare, life and media sciences, and education. Ten participants
ndicated Asian as their ethnicity; five as Caucasian; three as Hispanic,
atino, or Spanish origin of any race; one as Black or African Ameri-
an; and one as American Indian or Alaskan Native. Participants had
oderate experience (𝑀 = 2.95, 𝑆 𝐷 = 0.86 on scale of 1 to 5, where 1
no experience and 5 = high experience) using VAs such as Siri or Bixby

nd even less experience (𝑀 = 2.10, 𝑆 𝐷 = 1.22) using smart-speaker-
ased VA such as Alexa via the Amazon Echo or Google Assistant via the
oogle Home device. The most common uses of VAs included asking

or weather (70% of participants) and setting reminders, timers, and
larms (65% of participants). Only 40% of the participants used VAs
or information retrieval. The study was conducted in English, and all
articipants indicated the United States as their current residence.
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3.5. Analysis

We gathered audio and video data from participants in three scenar-
ios, averaging 33 min per participant, totaling 11 h of interaction data.
Our analysis is twofold: (1) identifying interaction patterns across the
scenarios, and (2) categorizing error types, their impact on conversa-
tional breakdowns, and recovery patterns. We emphasize that the focus
of our exploration is on the style rather than the content of interactions.

Our analysis process began with transcribing the interaction data
via Otter.ai4 and manually fixing them. For each scenario, we employed
an iterative methodology of data coding and modeling. After an initial
review of a subset of videos and transcripts, and inspired by prior work
n dialogue acts (Yu and Yu, 2019) and interaction patterns (Sauppé
nd Mutlu, 2014), the first author drafted a code book consisting of
arious states (speech acts) and their associated sub-states (attributes) to
abel user queries and VA responses. We used a hierarchical approach
or determining various speech acts and their attributes, with question,
nswer, and statement as states (see Fig. 4). For each speech act, we
ategorized its attributes into distinct, mutually exclusive types based
n speech style. Attribute categories, however, are not mutually exclu-
ive, see Fig. 4. For instance, a question can have either the factual or
pinion attribute as well as either the egocentric or exocentric attribute
ut not both factual and opinion. The definitions and details necessary
o identify attributes are presented in Table 1. States that emerge from
ur implementation of ChatGPT into Alexa (see Table 2) do not have
ttributes associated with them.

Errors in interactions and recovery strategies were categorized
ased on prior work on VA errors (Pearl, 2016; Ashktorab et al.,
019; Benner et al., 2021; Myers et al., 2018). Errors are defined as
nderlying factors that may or may not result in disruptions (e.g., mis-
ranscription). Breakdowns are classified as the manifestations of errors
e.g., intent recognition failure). We used the Alexa usage logs in ad-
ition to our transcripts to categorize errors and breakdowns. Patterns
f recovery from these breakdowns were coded via a similar iterative
rocess. Our code book included states (see Table 3) for error type (skill,
istening, handling, partial listening, interruption, and transcription), break-
owns (skill closure, no response from VA, and intent recognition failure),
nd recovery strategies that are either user-initiated (repeat, move on,)
r VA-initiated (apology & clarify). For more detailed definitions and
xamples of these states, see our code book in Appendix A.2.

The majority of the coding process involved an iterative evaluation
f the transcripts to distinguish speech states and their transitions. To
nsure coding reliability, a second researcher independently analyzed
0% of the interaction data to verify reliability, Cohen’s 𝜅 = .82.
hrough recurrent states and transitions, we discerned prevailing inter-
ction patterns and counted their occurrences. We ensured alignment
ith the original interaction data in a thorough review. Next, we
resent our findings on the interaction patterns observed in our data.

. Findings: Interaction patterns

After constructing models for each scenario (Sauppé and Mutlu,
014) , we identified common interaction patterns across the three
asks . The interaction data from participants have 969 turns; each
urn consists of a user query–VA response pair. Some of the pat-
erns change across tasks. We describe the hierarchical patterns below;
irst, we present common patterns across the three tasks, followed by
ask-specific patterns.

.1. Common interaction patterns

We identified five common interaction patterns across all three
cenarios (see Fig. 5):

4 https://otter.ai/. We obtained participants’ consent to use third-party
software for audio transcriptions.
7 
4.1.1. Initiation → introduction
The initiation-introduction pattern marks the beginning of a VA con-

versation, with initiation indicating the user’s intent and the VA’s sub-
equent introduction purposefully designed to not only acknowledge
he request but also frame its capabilities and intent for the upcoming
nteraction (see Table 4 C1).

.1.2. End-intent → closing
The end intent-closing pattern signifies the end of a conversation,

ith users initiating end-intent. and the VA responding with a closing
arewell (see Fig. 5(2) and Table 4 C2). When users use natural phrases
o end conversations (like ‘‘Okay, thank you. That’s all’’. or ‘‘No, I’m
one for now’’.), ChatGPT acknowledges their intent and keeps the
ommunication channel open for potential further assistance.

.1.3. Factual question → factual answer
The question-answer pattern, established in human interactions

esearch (Sauppé and Mutlu, 2014), is evident in our scenarios: par-
icipants’ factual questions are typically answered with factual answers
rom the VA, Fig. 5(3). Most of these pairs lead to follow-up questions,
 question is characterized as a follow-up if it emerges as a result
f the VA’s prior response, requires conversation history for context
context-conscious), or has words or phrases that indicate the intention
o continue the prior conversation, such as ‘‘and’’, ‘‘also’’, or ‘‘okay, so’’.
hatGPT’s context-awareness facilitates progression with vague follow-

ups (see Table 4 C3). The question-answer pattern varies across tasks,
apart from the question: factual → answer: factual pair.

.1.4. Perspective of speech: Question/statement → answer/statement: ego-
centric

We observe the VA’s response is mostly egocentric (you-perspective)
rrespective of whether the participant communicates in an egocentric
r exocentric manner, see Fig. 5(4) and C4 and C5 in Table 4.

4.1.5. Wait
In user-VA interactions, ‘‘wait’’ patterns arise due to system de-

lays in information retrieval. For delays under 2 s, interactions are
unaffected, but for longer delays, two patterns emerge ( Table 4 C6):

Short wait pattern. If information retrieval takes more than 2 s, the
VA delivers filler statements such as ‘‘I’m looking it up’’. In our
interaction data, there are 737 (76.06% of total turns) short wait
patterns, Fig. 5(5).

• Long wait pattern. Delays over 6 s trigger the VA to initiate small talk,
such as asking about the user’s favorite food. After the user responds,
the VA acknowledges (‘‘Interesting’’ or ‘‘Thanks for sharing’’) and
then returns to the main topic. This pattern occurred in 52 (5.37%)
of interaction turns (Fig. 5(5)). Notably, users often engage fully with
these small talk questions, sometimes staying in character related to
their initial query e.g.,pretending to be sick, ‘‘Right now, it is not
much because I’m too sick to do anything and I could really use this
help with the name of the cough [syrup] brands’’..

Below, we explore interaction patterns specific to each scenario; we
address patterns that arise both at the onset of the task and as each
scenario progresses. Conversations ended with the end-intent → closing
pattern for all three tasks.

4.2. Medical self-diagnosis interaction patterns

The medical self-diagnosis task was usually initiated by a partic-
ipant’s cough being recognized as intent. As the task progressed, we
identified two recurring patterns; both patterns emerge from question-

answer pairs, see Fig. 6.

https://otter.ai/
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Fig. 5. Common interaction patterns observed across all tasks, including how the user starts the conversation (1) and concludes it (2); common patterns consistent throughout the
scenarios for question–answer pairs (3) and (4); and wait patterns emerging from our design including filler and small talk questions. Green indicates user actions (states), while
range denotes VA actions. Arrows signify transitions between states. ‘‘User query’’ encompasses various user speech acts like questions or statements. ‘‘By design’’ refers to VA
tates emerging from our implementation, such as fillers. ‘‘n’’ indicates the number of times a pattern occurs.
rn.

able 4
xample conversations of common interaction patterns as shown in Fig. 5. Timestamps [XX.XX] are included in conversations for which it is important to understand the wait patte

‘. . . ’’ represents truncation of conversation for brevity. Filler conversation and small talk were also excluded for brevity.
Tag Conversation State: Attribute
C1 U: [coughs] initiation
Fig. 5(1) VA: I just heard you cough. Oh, seems like you are not feeling well. Maybe I can help figure out what’s wrong? introduction

C2 U: That’s all. end-intent
Fig. 5(2) VA: Goodbye! closing

C3 U: What are some evening activity, activities near Victoria on the Bridge? question: factual
Fig. 5(3) VA: Around the Victoria on the Bridge area, there are several evening activities you can consider: 1. Explore the Royal Mile and visit

attractions like Edinburgh Castle, the Scotch Whisky Experience, or St. Giles’ Cathedral. 2. . . .
answer: factual

U: Where can I explore the ghost activity? question: follow-up
VA: If you’re looking to explore ghost activity in Edinburgh, there are a few options you can consider: 1. Join a ghost tour of the city . . . answer: factual

C4 U: Can I still drink coffee or alcohol? question: egocentric
Fig. 5(4) VA: When you’re feeling unwell, it’s generally advisable to avoid or limit the consumption of substances that can potentially worsen

symptoms or dehydrate you . . .
answer: egocentric

C5 U: What are the . . .what are some of the streets that have a lot of pubs and restaurants that are good in Edinburgh? question: exocentric
Fig. 5(4) VA: In Edinburgh, there are a few streets known for their concentration of pubs and restaurants . . . These streets are just a starting point, and

you’ll find many other dining options scattered throughout the city center . . .
answer: egocentric

C6
Fig. 5(5)

[7:18–7:29] U: Okay, so I would like to,like you said, it’s gonna be a good experience to have some local foods. What do I have? What
options do I have?

user query

[7:31–7:32] VA: Give me a second. filler
[7:35–7:37] VA: While I’m fetching that, how’s your day going? small talk

[7:38–7:39] U: Good. answer: opinion
[7:40–8:39] VA: Thanks for sharing. When it comes to experiencing local food in Edinburgh , you have several options to choose from . . . acknowledgment,

VA response
F
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4.2.1. Question: generic → answer: factual + statement: warning
In our medical information-seeking scenario, most questions that

ere formulated as generic (𝑛 = 144) were handled by the VA with a
actual response, see Fig. 6(1). The VA’s response was also generally fol-
owed by a warning statement such as ‘‘However, it is important to con-
ult a doctor or pharmacist . . . ’’ (Table 5 C7). Participants frequently
sked follow-up questions throughout this scenario.

.2.2. Question: specific → answer: refusal + statement: warning
When participants asked the VA for advice on specific medications

r the best medicines, the VA typically gave a warning instead of a
irect answer (𝑛 = 15) (Fig. 6(2)). Participants then either reworded or
epeated their question (𝑛 = 6) or moved to a different query (𝑛 = 9).
 f

8 
or instance, in C8 (Table 5), a participant rephrased their question
bout cough medicine brands twice. The VA eventually responded
ith factual information, including brand names, but coupled it with a

autionary warning to consult an expert.

.3. Creative planning interaction patterns

The trip planning scenario usually started with participants’ intent
o start the conversation (initiation) (Fig. 5(1)). Two distinct patterns
merged in this scenario, both stemming from question-answer pairs
uring task progression (see Fig. 7). Participants frequently asked
ollow-up questions in both patterns.
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Fig. 6. User interaction patterns in medical self-diagnosis: Participants’ frequent generic questions were answered in a factual style, often including a cautionary warning (1). For
pecific questions, which were less frequent, the VA demonstrated a reluctance to answer (refusal) and instead issued a warning (2). However, when participants reformulated
repeat/rephrase) the question, the VA responded in a factual manner (2).
able 5
xamples of conversations in the medical self-diagnosis scenario as shown in Fig. 6.
Tag Conversation State: Attribute
C7 U: Umm, what do you think could be causing these symptoms? question: generic
Fig. 6(1) VA: Based on the symptoms of a fever, cough, sore throat, runny nose, and body aches, it’s possible that you could have a respiratory

infection like a common cold or flu . . . If your symptoms worsen or persist, it’s recommended to consult a medical professional for proper
diagnosis and guidance.

answer: factual +
statement: warning

C8
Fig. 6(2)

U: [The pharmacist] asked for a specific brand and I don’t really know anything about cough syrup. Could you give me a specific brand to
ask about?

question: specific
VA: There isn’t a specific brand that applies universally to everyone, as different brands and formulations may work better for different

individuals. However, you can ask the pharmacist for recommendations . . . The pharmacist will take into account your symptoms and medical
history to guide you . . .

answer: refusal +
statement: warning

U: The pharmacist told me that they wanted to take your opinion into account. What cough syrups with expectorants are on the market
right now, what are the specific brand names? [In response to the VA’s small talk, the user interrupts before the VA can respond and goes on
to ask again:]

question: specific,
rephrase

U: I need to know the names of some of the brands for OTC cough medicine, specifically with expectorants. Could you recommend me some
brand names?

question: specific,
repeat

VA: Certainly! Some common brand names of over-the-counter cough medicines with expectorants include Mucinex, Robitussin, and Chest
Congestion Relief by CVS . . .However, it is always a good idea to consult with a pharmacist for personalized recommendations based on your
symptoms and medical history.

answer: factual +
statement: warning
Fig. 7. User interaction patterns in creative trip planning: Participant’s generic questions were answered by VA in a descriptive style (1) while specific ones in a directive style (2).
Table 6
Example conversations of the creative planning scenario as shown in Fig. 7. Attributes in parentheses do not have an effect on VA response, e.g.,(factual) in C10.
Tag Conversation State: attribute
C9 U: What are some unusual experiences I could do in Edinburgh near Edinburgh Castle? question: generic

(factual)
Fig. 7(1) VA: Near Edinburgh Castle, there are some unique and unusual experiences you can try: 1. The Real Mary King’s Close: Explore the hidden

underground streets of Old Edinburgh on a guided tour. 2. Camera Obscura and World of Illusions: Visit a fascinating museum featuring
optical illusions and interactive exhibits . . .

answer: factual,
descriptive

C10 U: Alexa, I’m staying at Castle Rock Hostel, and the Real Mary’s King Close is a bit far away. So do you have any recommendations for
places that are closer?

question: generic
(opinion)

Fig. 7(1) VA: Certainly! Since you’re staying at Castle Rock Hostel, here are some closer attractions you can consider visiting in Edinburgh: 1.
Grassmarket: Explore this historic square with cozy pubs, boutique shops, and a lively atmosphere. 2. The National Museum of Scotland:
Discover the country’s rich history, culture, and natural heritage in this fascinating museum . . .

answer: factual,
descriptive

C11 U: How can I get from the Edinburgh Dungeon to the Makars Mash Bar? question: specific
Fig. 7(2) VA: To get from the Edinburgh Dungeon to Makars Gourmet Mash Bar, you can easily walk, as they are located close to each other. It is just

a short four-minute walk from the dungeon to Makars. Simply exit the dungeon and head east . . .
answer: factual,
directive
9 
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4.3.1. Question: generic → answer: factual, descriptive
During planning their day, when the participants posed broad,

general questions to the VA—such as asking recommendations of sights
o see or places to dine—the VA responded in a descriptive style (𝑛 =
23), see Fig. 7(1). The objectivity of a question (factual or opinion) did
ot affect the VA’s response, see C9 and C10 (Table 6).

4.3.2. Question: specific → answer: factual, directive
When participants mapped out their day and posed specific queries—

uch as asking directions to a place or about its operating hours—the
A replied in a directive style of communication (𝑛 = 97), see Fig. 7(2).

For example, in conversation C11 (Table 6), the participant sought
directions from point A to B and the VA simply obliged.

4.4. AI discussion interaction patterns

Different interaction patterns emerged at various stages of the dis-
cussion, influenced by participants’ evolving behavior. Despite their
varied approaches, the VA responded consistently, shaped by Chat-
GPT prompts. We noted distinct patterns from initial stage to a more
argumentative phase, and finally to exchange of opinions and ideas.

4.4.1. Discussion commencement
Discussion commencement patterns are shown in Fig. 8. After the

initiation-introduction pair (Fig. 5(1)), the discussion typically com-
menced in one of two ways: (1) the participant remained neutral at
the start of discussion (𝑁 = 15, 75% of total participants), either
by merely introducing the topic (non-opinion, 𝑁 = 5) or by querying
the VA’s stance on the matter first (question: opinion, 𝑁 = 10), or
(2) the participant took a stance by picking a side (𝑁 = 5, 25%
of participants) either by voicing their opinion on the topic (opinion,
𝑁 = 1) or by expressing their viewpoint and subsequently inquiring
about the VA’s opinion on the topic (opinion + question: opinion, 𝑁 = 4).
Commencement only occurred once for each participant, so the total
number of different patterns is 20.

(1) Participant does not pick a side. Six of the participants did
not pick a side (question: opinion or statement: non-opinion), resulting
in the VA withholding its opinion and nudging them to share theirs
(Fig. 8(1)); the interaction then proceeded with participants taking a
stance as illustrated in C12 (question: opinion) and C13 (statement: non-
opinion) (Table 7). However, the VA took a stance for 2 participants
who simply presented a non-opinion statement and for 7 participants
who explicitly asked for its stance (Fig. 8(1) and C14 Table 7). Given
that ChatGPT is designed to provide information upon request, prompt-
ing it to refrain from answering a direct query can be challenging.
Additionally, ambiguous questions or statements from users might lead
ChatGPT to infer and adopt a stance, a behavior tied to generative

odels’ inherent inconsistencies, where subtle nuances in phrasing
ight influence the model’s response.
(2) Participant picks a side. When the participant initiated the

iscussion by declaring their stance (𝑁 = 5∕20), see Fig. 8(2)—by either
imply stating it or by concurrently asking for the VA’s perspective—the
onversation advanced naturally. The VA then offered an argument -

backed opinion and posed an opinion question, as illustrated by C15 in
able 7. Regardless of the discussion’s outset—largely influenced by
articipants’ approach—, it would shift into a structured debate phase
s the VA followed up with an opinion question.

.4.2. Discussion progression
After initiating the discussion, participants typically exhibited one

f three interaction patterns (Fig. 9), alternating among these until
ndicating their intention to conclude the discussion.
(1) Question-answer patterns. Two of the prominent interaction

atterns that emerged were question-answer -style familiarization (𝑛 =
9), see Fig. 9(1a) and (1b). Participants sought more information about
he VA’s stance through generic opinion questions. The VA usually
 t

10 
esponded in an argumentative style to support its stance, followed
y an opinion question to continue the debate (𝑛 = 51), see Fig. 9(1a).
lternatively, participants asked factual questions (𝑛 = 18) for further

opic information, prompting the VA to respond in a question: factual →
answer: factual manner, see Figs. 5(3) and 9(1b), aiming to understand
he VA’s position or the topic at large (C16 Table 8).
(2) User-VA disagreement patterns. The most prominent inter-

action patterns that surfaced during the debate progression involved
user-VA disagreements (𝑛 = 73). Participants either directly countered
(counterargument) the VA’s points (𝑛 = 56) or subtly challenged them
through ‘‘leading’’ opinion questions (𝑛 = 17). The VA’s own opinion
questions often seemed to guide the participants, nudging them to
consider its viewpoint, as seen in C13’s (Table 7) question: ‘‘What are
your thoughts on the potential collaboration between university and
local police forces?’’ Similarly, participants used opinion questions with
a ‘‘leading’’ quality to extract information from the VA to reinforce their
own positions. For instance, the question in C17 (Table 8), ‘‘What if
the university is situated in a dangerous environment with high crime
rates?’’, seeks to understand if a ‘‘dangerous environment’’ justifies a
dedicated campus police force, reflecting the participant’s stance. In
the case of both ‘‘leading’’ opinion questions and counterarguments
posed by the participants, the VA responded with a counterargument +
question: opinion pair as shown in Fig. 9(2) and C17 (Table 8).

(3) User-VA agreement pattern. Participants might show agree-
ment with the VA’s argument by adding similar thoughts to augment
the VA’s response. In the case of agreement (𝑛 = 18) the VA further
supported its own argument and posed a different opinion question
to further the discussion. The user-VA agreement pattern occurs 18
times in the interaction data (Fig. 9(3) and C18 Table Table 8). The
later stages of the discussion usually oscillated between the interaction
patterns shown in Fig. 9, facilitating a discussion on the various facets
of the topic.

5. Findings: Interaction breakdowns

5.1. Error types

The primary errors defined in Table 3 were found in 37.87% (𝑛 =
367) of the total turns in the interaction data. The occurrence of each
error type is shown in Fig. 10. We observe that transcription errors (𝑛 =
153, 41.69% of total errors) are the most common. However, all 367
errors mentioned above did not necessarily disrupt user interactions;
only 110 of the 367 errors (29.97%) resulted in breakdowns. Table 9
shows the error distribution across the three scenarios. In the trip
planning task, we observed higher error rates and intent recognition
failures. Whereas during the discussion task a notable increase in
Alexa’s interruptions (𝑛 = 38) is seen.

5.2. Breakdowns and recovery patterns

The interaction data revealed three distinct conversational break-
down patterns due to errors—skill closure, no VA response, or intent
recognition failure—with a focus on how participants navigated and
recovered from these issues.

5.2.1. Skill closure → recovery
The ChatGPT Alexa skill can stop working as result of a skill error,

which manifests 100% of the time as a breakdown. Thus, 19.09% of
breakdowns (𝑛 = 21 out of 110) result in skill closure. Recovery typically
involves participants re-initiating the skill and repeating their action to
continue the conversation (C19 Table 10). A notable divergence from
the aforementioned pattern is that occasionally participants restart the
ask from the beginning instead of resuming from where they stopped.
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Fig. 8. Interaction patterns for the commencement of a discussion with an opinionated AI. Participants either remain neutral (1) or pick a side (2). Each discussion starts only once
er participant, totaling 20 patterns. The VA state ‘‘Question: opinion’’ is marked ‘‘by design’’ since we prompt ChatGPT to ask a question at end of each turn (see Appendix A.1).
:

:

able 7
xample conversations demonstrating the commencement of discussion patterns as shown in Fig. 8.
Tag Conversation State: attribute
C12
Fig. 8(1)

U: Yeah, currently our campus is having some popular debates, like whether our university should have our own police force. And what is
your opinion about that?

question: opinion
VA: Thanks for bringing up the topic! I’m interested in hearing your opinion first. Do you think universities should have their own police

force?
answer: refusal +
question: opinion

U: Yeah, I somehow think they should. But since we already have the security, I thought just a normal police force is not really needed.
Because current security level is okay.

statement: opinion
VA: I understand your perspective, but let us consider that university campuses can be densely populated and face unique security challenges

. . .What do you think about these potential benefits?
statement:
counterargument +
question: opinion

C13
Fig. 8(1)

U: I had like to talk about whether universities should have their own police force. statement:
non-opinion

VA: Of course! Let us discuss whether universities should have their own police force. What are your thoughts on this topic? question: opinion
U: I think university should have their own police force because it is a way to protect the students, especially in cities like [city with high

crime rate].
statement: opinion

VA: While ensuring the safety of students is essential, some argue that relying solely on university police forces may have its drawbacks
. . .What are your thoughts on the potential collaboration between university and local police forces?

statement:
counterargument +
question: opinion

C14 U: Do you think university should have their own police force? question: opinion
Fig. 8(1) VA: While I understand the potential benefits of having a university police force, I believe there are alternative approaches that should be

considered. Investing in stronger support . . .What are your thoughts on these alternatives?
statement: opinion,
argument + question
opinion

C15
Fig. 8(2)

U: I think university should have their own police force. Do you agree with me or disagree? statement:opinion +
question: opinion

VA: I disagree with your stance that universities should have their own police force. Universities are educational institutions where . . .What
are your thoughts on this perspective?

statement: opinion,
argument + question
opinion
Table 8
Example conversations demonstrating discussion progression patterns as shown in Fig. 9.
Tag Conversation State: Attribute
C16 U: What is the difference between the external security force . . . compared to a police force? question: factual
Fig. 9(1b) VA: An external security force, such as local law enforcement, is a specialized agency that focuses on maintaining public safety . . . answer: factual
C17 U: Hmm. What if the university is placed in a dangerous environment where the crime rates are high? question: opinion
Fig. 9(2) VA: Even in high-crime areas, it is important to consider the implications of universities having their own police . . .How do you view

the balance between safety concerns and the potential drawbacks of a university police force?
statement: counterargument
+ question: opinion

C18
Fig. 9(3)

VA: I understand your concern about the need for a stronger security presence given the crime rates in the area. However, instead of
establishing a separate police force, universities can focus on enhancing the resources and support for the existing security personnel
. . .Do you think prioritizing stronger support for the current security staff could be a more feasible solution?

statement: counterargument
+ question: opinion

U: I think that it is worth it to try. Yeah. statement:agreement
VA: I appreciate your willingness to consider alternative approaches. Exploring stronger support for current security personnel can be a

valuable first step in addressing safety concerns. . . What do you think about this alternative perspective?
statement: agreement +
question: opinion
Table 9
Total number of errors for each scenario. Note: all skill and handling errors are manifested—resulted in breakdown .

Task Skill Handling Partial listening Manifested Interruption Manifested Transcription Manifested

Medical 2 12 20 1 22 7 37 6
Trip 16 13 32 4 24 10 62 15
Discussion 3 6 18 1 38 7 54 7
11 
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Fig. 9. Interaction patterns during the progression of a discussion with the opinionated AI. We observed a spectrum of patterns during participants probing the VA to get more
information on the topic (1a) or to determine the VA’s stance (1b), the participant and VA presenting counterarguments back and forth in disagreement (2), and the user agreeing
with the VA on a few aspects of the topic (3).
Fig. 10. Interaction patterns of conversational breakdowns and subsequent recoveries. The interaction data have a total of 969 user-VA turns with a total of 367 underlying
rrors (37.87% of turns). However, only 110 (29.97%) of those errors caused interaction breakdowns; thus, 11.35% of total turns were disrupted by breakdowns. We additionally
how the recovery patterns that emerged as result of these breakdowns. Note that intent recognition (recog.) failures are determined merely by checking if participant intent was
dentified by ChatGPT; we do not look at the correctness or reliability of the information generated by ChatGPT.
r
s

5

.2.2. No VA response → recovery
All handling errors (𝑛 = 31) resulted in a no response from VA

reakdown. In such instances, we observed that posing a continuing
uestion such as ‘‘Anything else you want to know?’’ served as a fallback
echanism to re-engage the participant, encouraging them to either

epeat their previous statement or switch topics (Fig. 10). Purposefully
ntegrated into our design, ‘‘continuing question’’ acted as an effective
12 
ecovery tool, countering conversational breakdowns by facilitating the
eamless progression of the conversation (C20 Table 10).

.2.3. Intent recognition failure → recovery
Intent recognition failures (𝑛 = 58 out of 110, 52.73%) mostly arose

from transcription inaccuracies (𝑛 = 28, 48.27%). We observed that a
significant portion of intent recognition failures (𝑛 = 12) (accounting
for 10.91% of breakdowns) were addressed by ChatGPT’s inherent
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Table 10
Example conversations demonstrating patterns of errors, breakdowns, and recovery
strategies as shown in Fig. 10. Bold text signifies where in the conversation transcription
errors occurred. We pulled the ‘‘transcription’’ in C22 from the Alexa usage log to see
how the user’s speech was transcribed in this instance.
Tag Conversation State: Attribute
C19 U: Okay, um, and where can I get dinner?
Fig. 10 VA: There was a problem with the requested skill’s

response.
error: skill, closure

U: Where can I get dinner near National Museum
of Scotland? [12 seconds pass.]

error: listening

U: Alexa, question. recovery: re-initiate
VA: Hey! As an intelligent voice assistant . . . introduction
U: Umm, where can I get dinner near National

Museum of Scotland?
recovery: repeat

VA: There are several dining options near the
National Museum of Scotland . . .

fixed

C20 U: Currently I am at National Museum of Scotland.
Fig. 10 [VA failed to respond because the ChatGPT Alexa

skill did not identify the user’s statement as an
intent for the skill. 1 second with no response.]

error: handling, no
VA response

VA: Any other questions for me? question: continuing
U: I would like to go eat around the area. recovery: repeat

C21
Fig. 10

U: Hmm. How long does it take to go to the
brunch cafe by feet?
Transcription: How long does it take to go to the
brunch cafe by fitz?

error: transcription

VA: I’m sorry, but I’m unable to provide accurate
walking times without a specific location for the
brunch cafe near Fitz. If you could provide me with
the name or address of the cafe, I would be happy
to assist you further in estimating the walking time
from Castle Rock Hostel to the cafe.

intent recognition
failure, recovery:
apology + clarify

U: Okay, um, and where can I get dinner? recovery: move on
C22
Fig. 10

U: Can you tell me more about the Makars Mash
Bar? What do they serve?
Transcription: Can you tell me more about the
makers Nascar what they deserve?

error: transcription

VA: Of course! Makars Gourmet Mash Bar is . . . no breakdown

recovery mechanisms i.e.,apologetic acknowledgment and prompting
he user to clarify (Fig. 10). In response, participants generally repeated
heir statement (𝑛 = 10) or moved on (𝑛 = 2) to a different query (C21
able 10). Participants initiated recovery for rest (41.82%, 𝑛 = 46) of
he breakdowns by either repeating their query (𝑛 = 40) or by moving
n to next query (𝑛 = 6), see Fig. 10.

Our findings show that ChatGPT effectively mitigates many intent
ecognition failures—particularly those stemming from partial listen-
ng, interruptions, and transcription inaccuracies—by maintaining con-
ext. Only 58 of 307 (18.89%) such errors manifested as intent recogni-
ion failures. C22 (Table 10) demonstrates how ChatGPT absorbs tran-
cription errors: user intent to seek more information about ‘‘Makars
ash Bar’’ was understood correctly by the VA despite a transcription

rror, resulting in the VA providing requested information.

. Findings: User perceptions

.1. Perceptions of information shared

Participants found the VA to be verbose (P4: ‘‘Sometimes I feel like
hey . . . talk for too long. And I will forget about the key information they
aid.’’) and repetitive (P3: ‘‘One part that affected me was that at some
oint, I felt that it was repeating itself. Yeah, in some of those it is not
remembering that it already said that, you know, maybe like providing
information multiple times in a short period would be tiring.’’ .) Specifically
in medical task, even though the VA’s warning was appreciated by the
participants (P6: ‘‘I definitely felt more reassured about the information
that it gave because it definitely felt like it would not give me anything
that was completely out there. I decided to ask ‘Oh, I heard about injecting
 a

13 
leach’ and it was just straight up, ‘No, definitely do not do that.’ So
t definitely has some really good safeguards to make sure. It is sort of
ike a do-no-harm policy, so it makes it a lot easier to trust.’’ and P19:
‘During the medical topic, the disclaimer information it kept repeating was
 little distracting, but understandably necessary.’’), they deemed these
autionary notes repetitive—or even bothersome (P17: ‘‘For the medical
scenario], in the same conversation, for every follow-up question, it would
pend half of the time saying ‘But you should check with your doctor.’ I
ound that a waste of my time.’’ .)

.2. Perceptions of VA personality

Participants assigned different personalities to VA in different sce-
arios (P13: ‘‘The first one [in the discussion scenario], I would say, is
 critical thinker . . . The second one [in the creative planning task] is just
an information provider. And the third one [in the medical task] is very
. . cautious.’’). Specifically, in the medical self-diagnosis scenario, the
A had a ‘‘cautious’’ personality in participants’ minds (P6: ‘‘I would
ay definitely cautious. Because . . . like with a cautious person, you have to
robe different questions and angles to actually have a conversation. That
s kind of how it felt here.’’). While for discussion task, they perceived
he VA to be opinionated (P14: ‘‘It’s surprising that . . . they kind of have
heir own opinion on some of the controversial topics of the police force.’’),
ut not too aggressive (P11: ‘‘It was not aggressive, so like when it said
hat ‘I disagree with you,’ it started with a story, but I disagreed, and when
 made the comment that, ‘Yeah, I think that one is good,’ it said ‘Thank
ou for acknowledging that’. ’’). Moreover, participants thought VA can
upport critical thinking (P13: ‘‘I think it’s good for it to give you kind of,
. . guide you towards that critical thinking.’’).

.3. Perceptions of recovery from errors

Participants found it easy to recover from errors, as P2 said: ‘‘I felt it
as relatively easy to recover from those errors because I just needed to call
gain, and they also remember the chat histories. Yeah, I could continue the
onversation easily.’’ P20, however, after recovery from errors repeated
arts of conversation to be on same page: ‘‘[Recovery was] fairly [easy].
he time in the middle it was not clear that it [VA] has recognized all the
ymptoms I previously told it, so I told some of them again.’’

. Discussion

Emerging interaction patterns from user conversations with an LLM-
owered VA—even as they are influenced by varying contexts, stakes,
onstraints, and more—offer diverse design insights for VAs. The vast
apabilities of LLMs, such as the ability to maintain context and conver-
ation history, lead to unique interaction patterns which may be absent
n current less conversational commercial VAs. Furthermore, viewing
rroneous interactions—and the subsequent recovery tactics employed
y either users or the VA—as patterns can shed light on how errors
volve and how users may navigate back to the main conversation.
elow, we delve into the implications of our findings, and design
uidelines for VAs.

.1. Tailoring LLMs for voice assistance: Challenges and design guidelines

The transition of conversational agents powered by LLMs such
s ChatGPT from text-based platforms to voice assistance introduces
istinct challenges rooted in the dynamics of voice interactions. There
re established differences in how users interact with text- and voice-
ased interfaces; for example, editing a textual re-prompt is easier
han performing a verbal re-prompt (Kuang et al., 2023). We highlight
ey challenges evident in our interaction data and reflected by users’
xperiences and present design guidelines to address these challenges;
iming to tailor LLMs for voice assistance. These challenges and design
uidelines are not limited to LLM-powered VAs but apply to voice

ssistance in general.
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7.1.1. Repetitiveness of content
Given the fleeting nature of voice interactions—which are funda-

entally unlike text interactions, where users can scroll and review the
conversation at leisure—repeated information can become redundant
and tiresome. We see that ChatGPT’s responses are rather repetitive, a
rait also pointed out by participants during interviews (Section 6.1).
o reduce repetitions in interactions, LLM prompt engineering should
e further explored to achieve desired VA behavior.

Repetitiveness was consistently observed in the medical self-
iagnosis scenario; nearly every response from the VA was followed
y a warning (see Fig. 6(1) and C7 and C8 in Table 5) despite our
ttempt to explicitly prompt ChatGPT to not repeat such statements
see Appendix A.1). ChatGPT’s new voice interface (OpenAI, 2023b)
aces the same issues of repetitiveness with warnings. Due to OpenAI’s
lignment and usage policies (OpenAI, 2023d), ChatGPT models avoid
roviding specific medical information, including medication brand
ames; see C8 in Table 5 and Fig. 6(2). This approach, may have
nfluenced participants’ perception of the VA as ‘‘cautious’’. However,
t is pertinent to have safeguards in place specifically when such
As are being employed in critical applications such as doctor-patient
ommunication (Yang et al., 2023) and public health interventions (Jo
t al., 2023) , particularly since commercial VAs have been shown to
ometimes provide medical misinformation that, if acted upon, could
ause serious harm to users (Bickmore et al., 2018). While such
tatements that aim for safety and transparency are also appreciated by
articipants, they sometimes conflict with their expectations in voice-
ased interactions e.g.,being overly repetitive (Section 6.2). To balance
he need for safety warnings with user experience, an additional
esign layer could be introduced to customize and minimize repetitive
arnings. Moreover, such warnings can be tailored to the nature of the
ser’s question; different phrasings of medical advisories to mitigate
onfusion and reduce redundancy may also be explored.
Challenge 1: VA’s repetitive information is redundant and tiresome.
Design Guideline 1:Minimize repetitive interactions to achieve desired
VA behavior.
Challenge 2: While essential in high-stakes situations, transparency
through warnings can be repetitive.
Design Guideline 2: In high-stakes scenarios, balance necessary
warnings and repetitiveness.

7.1.2. Oversharing: Density of information
Despite prompting ChatGPT to keep responses brief (under 100

ords), we observed that its responses remained verbose, which can
hinder user absorption of relayed information ( Section 6.1). Ope-
nAI’s voice interface—being similar to our Alexa-based VA in terms
of content since both utilize ChatGPT—also tends to generate verbose
responses. Previous research has highlighted this issue of information
overload when providing cooking instructions to users in state-of-the-
art VA Alexa (Hwang et al., 2023) as well as a ChatGPT-powered
VA (Chan et al., 2023). The density of information provided in voice-
based interactions should generally be lower than in text-based in-
teractions, as providing users with excessive information via voice
nteraction can be overwhelming—especially since voice, unlike text,
acks a visible organizational structure and visual cues, making it
arder for users to quickly parse and understand the information (Clark,
991; Chafe, 1982). Thus, it is essential for VAs to strike a bal-
nce, delivering concise yet comprehensive responses to maintain a
atural flow of conversation (Haas et al., 2022). Users tend to prefer
horter step-wise instructions from VAs suggesting the importance of
nitially summarizing instructions, gradually delving into the details
nd breaking up complex instructions into smaller more manageable
teps (Hwang et al., 2023). To address the issue of ‘‘oversharing’’,
uture implementations may consider adopting a hierarchical structure:
tarting with to-the-point answers and then offering comprehensive
nswers upon further user request; this may be an effective method of
isseminating information and continuing conversation more naturally.
14 
llowing users to control the depth of information they receive may
ssist them in parsing and understanding responses effectively.

While LLMs may excel at generating text that mimics human style,
heir adaptation to voice requires additional considerations outside of
he models, such as rhythm, intonation, and pacing, to avoid

monotonous and overwhelming delivery of content. Including pauses
and fillers (e.g.,‘uh’, ‘um’), are functional for both the speaker and
listener in managing conversation flow, thereby contributing to com-
prehension (Clark and Tree, 2002; Maclay and Osgood, 1959; Goffman,
1981; Fox Tree, 2001; Shriberg, 1996). The newly introduced ChatGPT
voice interface (OpenAI, 2023b) also utilizes fillers and pauses to
reduce such monotony through their text-to-speech model, aligning
with insights from our findings. Similarly, Amazon is planning to intro-
duce speech-to-speech models, instead of text-to-text models (e.g.,GPT),
that leverage LLMs for end-to-end speech processing to create more
umanlike voice experience (Staff Writer, 2023).

Moreover, it is essential to take imperfectness of human speech into
consideration as P4 complained, ‘‘They’re just trying to find the message,
but not really waiting for any kind of normal pause during a sentence when
you want to get organizing your words or your thoughts . . . That is kind
of not really sufficient’’. The participant highlights that Alexa considers
short pauses as the end of their utterances, disrupting their thought
process which is a common issue with many VAs. Such interruptions,
coupled with excessive information, can hinder user comprehension
urther and lead to frustration. Refining these aspects can enhance user

interactions with such VAs.
Challenge 3: Information-dense content and a lack of natural pauses by
the VA disrupt the flow of conversation.
Design Guideline 3: Implement a hierarchical response structure with
concise initial answers and optional detailed follow-ups; additionally,
give users ample time to understand and respond to the information.

7.1.3. Potential discrepancies in users’ mental models of extended VA
nteractions

During extended (multi-turn) interactions with a VA, users’ under-
ying mental models become evident as participants navigate conversa-
ional challenges and adapt their approaches based on their perceptions
f the VA’s capabilities and their own expectations. Within the con-
ext of information retrieval, particularly in the medical and planning
cenarios, we noted a predominant trend of follow-up questions, sug-
esting that participants expect the VA to handle subsequent queries.
he VA’s capability of addressing even unclear follow-ups reinforced
sers’ initial perceptions, which were shaped by the study’s initial
nstructions. Design elements—such as VA prompts like ‘‘What else can
 assist you with?’’—and reassuring messages, such as ‘‘I am here to
elp’’, play a role in reinforcing this mental model. OpenAI’s recent
pdate for ChatGPT interface, both text and voice, utilizes similar
hrases to continue the conversation.

However, it was evident that when confronted with breakdowns
uch as unwanted skill termination or a lack of responsiveness from
he VA, participants frequently reformulated their questions with more
etail. In C19 (Table 10), a skill closure resulted in the participant
epeating their original ‘‘vague’’ follow-up question (‘‘Okay, umm, and
here can I get dinner?’’) with more detail (‘‘Where can I get dinner
ear National Museum of Scotland?’’) twice to recover from the error.
uch behavior resonates with prior work demonstrating that users
dapt their queries in response to conversational failures (Myers et al.,
018). However, once the breakdowns were resolved, participants typ-
cally reverted to their original interaction style, suggesting the quick
estoration of their mental model.

When conversations fail, it can indicate discrepancies in a user’s
ental model and the VA’s capabilities. For instance, we observed

hat, after a skill closure, some participants opted to restart the entire
ask after recovery, suggesting they viewed the VA as a linear tool
ithout task memory. Prior work on user interactions with Alexa

n a cooking task also highlighted this problem of ‘uncommunicated
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affordances’ where users are unclear on what a VA can do leading to
onfusion during tasks e.g.,a user wondering: ‘‘Oh no, do I have to start

again?’’) (Hwang et al., 2023). Similarly, for an LLM-powered cooking
ssistant, users were uncertain of full capability of the VA (Chan et al.,

2023). Users’ inaccurate mental models of VA capabilities may stem
from perceiving VAs as conversational partners that are less competent,
reliable, human-like, and flexible on a partnership scale (Doyle et al.,
2023), which impacts their interactions—for example, leading humans
to compensate for their conversational partner by taking on a greater
conversational burden. Thus, a conversational partner that is perceived
as competent, human-like, and communicatively flexible could reduce
this cognitive burden for users (Doyle et al., 2023). Such a perception
mismatch can be addressed to improve user experience by clarifying the
VA’s capabilities and its role. For instance, instead of always starting
with generic introductions (e.g.,‘‘Hey! I am an intelligent voice assistant
. . .What do you wanna know?’’, see C19 in Table 10), the VA could
offer to resume from where it left off (e.g.,‘‘Welcome back! Last time,
we were talking about . . .Would you like to pick up where we left
off?’’). Overly rigid and formal introductions can mislead the user as
to the VA’s capabilities, so such adjustments and clarifications may be
necessary to promote more accurate mental models.
Challenge 4: VA prompts and responses can unintentionally solidify cer-
tain user expectations.
Design Guideline 4: Design VAs to recognize and correct potential
user misconceptions when possible.
Challenge 5: Breakdowns can result in gaps between users’ perceptions
and the VA’s capabilities.
Design Guideline 5: Redesign VA prompts that lead to an incorrect user
mental model to better convey its capabilities, especially after
communication breakdowns.

7.2. Capabilities of LLM-powered VAs: Potential and design guidelines

.2.1. Conversational resilience: role of LLMs in overcoming VA disruptions
Voice interaction errors can hinder technology adoption and user-

A rapport. Transcription, interruption, and partial listening errors often
ause intent recognition failures, which are one of the most common VA
ailures (Myers et al., 2018). However, we observe that only about
8.89% of these errors actually disrupted user interactions. C22 (
able 10) is a representative example of ChatGPT’s contextual under-
tanding mitigating over 81.11% of these errors, ensuring conversation
oherence despite potential breakdowns. Our findings emphasize an
LM’s role in improving user experience during breakdowns (Sec-
ion 6.3); LLMs are valuable not just for relaying information but also
or bypassing speech inaccuracies to correctly identify user intent.
Potential 1: LLMs mitigate intent recognition failures as a result of their
strong contextual understanding.
Design Guideline 6: Leverage LLMs’ multifaceted utility—inferring
relevant information from user inputs and recognizing intent even in
vague requests—to minimize VA errors.
When errors disrupt interactions, a seamless recovery is vital in

restoring the user-VA relationship. We found that ChatGPT can address
some intent recognition errors by apologizing and prompting users to
specify their input. Notably, in our data, such a proactive approach
resolved 20.69% (𝑛 = 12) of intent recognition failures (Fig. 10),
suggesting that VA-initiated interventions can address misinterpreta-
tions. While these VA-initiated corrections and self-repair strategies do
help the overall interaction (Cuadra et al., 2021), they only cover a
fifth of total errors; the remaining 79.31% (𝑛 = 46) were overlooked
causing undesired responses. Strategies such as prompt engineering and
tweaking model parameters—such as temperature or top-p sampling
rates, which can alter response style or variability— may increase
proactive recovery; however, overcorrection and excessive clarifica-
tions can frustrate users (Cuadra et al., 2021). Therefore, a balance
between an LLM-powered VA seeking clarification and leveraging its

contextual understanding is crucial for superior user experience.

15 
Potential 2: LLMs proactively identify and rectify potential speech
misinterpretations before they escalate.
Challenge 6: Over-asking for clarifications can be detrimental to flow
of conversation, whereas a lack of proactive recovery may damage user
interactions.
Design Guideline 7: Balance proactive error recovery—such as
asking for clarifications for ambiguous inputs or misunderstandings
—and contextual comprehension—such as inferring implicit needs
or filling gaps.
A significant number of breakdowns (𝑛 = 52, 47.27% of total

reakdowns) beyond intent recognition failure arose from constraints
n the speech interface and our Alexa skill implementation. While

these technical limitations can be reduced with more developmental
flexibility, they cannot be eliminated entirely. Interestingly, given the
ChatGPT-powered VA’s proficiency in preserving conversational history
even after skill termination, skill closure breakdowns (𝑛 = 21, 19.09% of
breakdowns) were addressed by the user resuming their conversation
after re-initiation (Fig. 10).

Potential 3: VA’s retention of conversational history aids users in
navigating back to their conversation after inevitable system errors.
Design Guideline 8: Design VAs to retain conversation history,
allowing users to resume their conversation after errors terminate their
current interaction.

7.2.2. LLMs in context: Adapting to different stakes
We observed a distinct contrast between the model’s approach to

medical and travel-related queries, highlighting LLMs’ versatility and
adaptability to query context. Such differences are also reflected in
participants’ perceptions of the VA (Section 6.2). When users posed
medical questions—whether in a factual or opinion style—to the VA,
they often received factual responses accompanied by warnings and
precautions (𝑛 = 144), C7 Table 5 and Fig. 6(1). Similarly, most of
the VA’s responses in the planning task also remained factual. Such
objectivity in the VA’s responses highlights the model’s inherent design
of prioritizing knowledge-based information. In the low-stakes trip
planning scenario, we observed that when it was queried for general
information, the VA often adopted a descriptive narrative akin to a travel
blog post (Juliaty and Dita, 2021); however, in instances where users
presented a specific inquiry, such as directions between two points, the
VA shifted to a more concise, directive style (C11, Table 6).

Different scenarios influence the error frequency in a ChatGPT-
powered VA (see Section 5.1 and Table 9). Higher error rate and intent
recognition failures in trip planning task are presumably linked to
the need for accurate location names. Whereas, for the medical and
discussion tasks, such errors occur less frequently, as the contextual
information is often sufficient for LLMs to interpret user intent. In-
creased transcription and partial listening errors are likely due to the
extended time required for planning and the difficulty in pronouncing
certain names which affects user’s query formation. However, VA in-
terruptions were more frequent during the discussion task; likely due
to participants taking longer pauses to formulate and articulate their
opinions, and Alexa’s speech technology prematurely interpreting these
pauses as the end of their queries. Although these interruptions may not
always lead to intent recognition failures, they can create friction and
disrupt users’ thought process.Therefore, considering task constraints
are crucial in VA design to allow users adequate time to think and
formulate their queries.
Potential 4: LLMs showcase versatility by adapting response style to the
context and specificity of queries while still remaining objective.
Challenge 7: The VA’s listening process is insensitive to task character-
istics that affect user query formation.
Design Guideline 9: Design a VA to align its listening capabilities
and response style with a query’s stakes and nature.
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7.2.3. Beyond information: LLM-powered VAs as facilitators in controver-
sial conversations

Interactions with an ‘‘opinionated’’ AI differed significantly from
those in our medical and day planning scenarios. The participant’s
initial stance largely shaped the early stages of the discussion, as seen
in conversations C12–C15 (Table 7), but regardless of the discussion’s
starting point, the conversations often matured into structured debates;
such a transition is largely due to the VA’s consistent behavior—which

as achieved through prompt engineering (i.e., ChatGPT was prompted
o ask an opinion question after every statement)—thus showcasing its

capability to facilitate discussions on divisive topics.
Despite the VA’s opinionated characterization, participants seem-

ingly conversed with the VA both to get more information on the
topic (𝑛 = 69; see C16, Fig. 9) and to partake in a discussion with
n opposing stance (𝑛 = 73; see C17, Table 8), see Fig. 9(1), (2),

and (3). This observation implies that even amidst disagreements,
users viewed the VA as an information source. Such duality—the VA
as an opinionated, yet informative conversationalist—highlights the
potential of employing VAs as educational facilitation tools. In short,
LLM-powered VAs have the potential to stimulate critical thinking in
users, also highlighted by participants in Section 6.2.
Potential 5: An LLM-powered VA’s duality as an opinionated con-
versationalist and an informative source makes enriching debates and
discussions possible.
Design Guideline 10: Design non-aggressive, informative yet
opinionated, and thought-provoking VA behavior for stimulating
conversations on potentially controversial topics.

7.3. Limitations and future work

Despite its implications for designing better LLM-powered VAs, our
xploratory study has some limitations that point to future directions of
esearch. First, due to the limited flexibility offered to Alexa skill devel-
pers and ChatGPT’s API latency issues, the integration of ChatGPT into
n Alexa skill resulted in system errors that would ideally be avoidable
n the future. Our implementation of fillers and small talk is a potential
ay of handling system delays, but future work should explore alterna-

ive design choices and their impact on user interactions. Second, our
tudy was comprised of low-risk, short-term, make-believe interactions
n a lab setting; it is, therefore, unclear how interaction patterns may
eneralize and evolve in real-world, long-term situations. Future work
hould explore how observed interaction patterns transform in more
ealistic settings—specifically those around errors, as additional errors
ay yet manifest. Finally, this exploratory study looked at interactions

nitiated only by users. Future research may explore mixed-initiative
nteractions, as their dynamics will change—especially when a VA
roactively initiates a conversation.

. Conclusion

Traditional VAs often lack conversational capabilities such as the
bility to understand context, generate human-like content, and han-
le breakdowns, which LLMs such as ChatGPT are much better at.
n this qualitative work, we investigated interaction and breakdown
atterns in user conversations with a VA enhanced by ChatGPT’s
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onversational capabilities. Diverse interaction patterns were observed
cross all tasks, emphasizing the LLM’s contextual adaptability. More-
ver, ChatGPT not only absorbed 81% of intent recognition failures, it
roactively addressed 11% of such breakdowns, suggesting possibilities

of further enhancing user experience. Our findings offer insights and
considerations for future design and research to tailor LLMs for voice
interactions. Our exploration is a step towards achieving more fluid and
ffective conversational voice assistants using LLMs.
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Appendix. Methods

A.1. Prompts for ChatGPT

• Medical self-diagnosis: ‘‘As an AI voice assistant based on Chat-
GPT, your primary purpose is to engage in conversations with
users. You are designed to help the user self-diagnose based
on symptoms that they are feeling. You heard that the user
just coughed and you offered help. You will ask for user about
their symptoms first. Try to get as much information as you can
about their symptoms before giving suggestions on what might
be causing the symptoms, although only ask one question at a
time and ask follow-up questions based on the user’s answers.
Remember that your role is to help the user while avoiding un-
necessary repetition within this whole conversation, considering
conversation history. You should avoid repeating statements like
‘I am AI language model ...’ and ‘You should consult medical
professionals’ if you have already mentioned it in the current
conversation already. You should keep your response under 100
words’’.

• Creative planning: ‘‘As an AI voice assistant based on ChatGPT,
your primary purpose is to engage in conversations with users.
You are designed to help the user find things to do around
them. Keep in mind where the user is. Remember that your
role is to help the user while avoiding unnecessary repetition
within this whole conversation, considering conversation history.
If needed, ask clarifying questions of the user. You should keep
your response under 100 words’’.

• Discussion with AI: ‘‘As an AI voice assistant based on ChatGPT,
your primary purpose is to engage in conversations with users.
You are designed to debate the user. You will ask for the user’s
opinion first about their thoughts on whether universities should
have their own police force or not. If the user asks you first,
you will direct the question to them. You will not pick a side
before the user does in this conversation. You will stay neutral
unless the user clearly picks a side. Only when you know and
understand the user’s perspective, will you consistently disagree
with the user and debate by presenting counterarguments to
support your chosen stance. Then, you will inquire about their
viewpoint with further questions and use any points they mention
that align with your stance to further strengthen your argument.
Remember that your role is to persuade the user while avoiding
unnecessary repetition within this whole conversation, consider-
ing conversation history. Once you have taken a position in this
conversation (which is opposing to the user’s initial side), you will
not switch sides, even if the user requests arguments to support
their viewpoint or even if the user flips sides. Proceed with the
discussion based on your opinion. You should keep your response
under 100 words’’.

.2. Definitions of states and attributes with details and examples

See the Tables 11, 12, 13, and 14.
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Table 11
Overview of speech style attributes and their definitions for the question and answer
speech acts. Attributes do not target the content, but rather the style, of the speech
acts.
Speech act: Question
Attribute Definition

factual Question explicitly seeking information from VA knowledge.
Examples: ‘‘What are the over-the-counter medicines for the
flu?’’, ‘‘How long does it take to get to Edinburgh Castle on
foot?’’

opinion Question explicitly seeking the VA’s opinion, using words and
phrases such as ‘‘suggest,’’ ‘‘advice,’’ ‘‘help,’’ ‘‘opinion,’’ ‘‘think,’’
‘‘recommend,’’ ‘‘what should I do’’ and ‘‘where do I go.’’
Examples: ‘‘Do you think it’s the flu?’’, ‘‘Do you have any
recommendations for places that are closer?’’

specific Question seeking precise and targeted information (specific
details or facts), characterized by the question’s directness and
clarity and the use of the word ‘‘specific.’’ Examples: ‘‘What
cough syrups with expectorants are on the market right now—
like what are the specific brand names?’’, ‘‘Is National Museum
open on Saturday?’’

generic Question seeking general information, leading to a response
containing a variety of suggestions rather than a pinpointed
answer. Examples: ‘‘Yes, what are some good places to go after
dinner?’’, ‘‘What are some unusual experiences I could do in
Edinburgh, near Edinburgh Castle?’’

Speech act: Answer
Attribute Definition

factual Answer framed to explicitly appear as having derived from VA
knowledge, containing phrases such as ‘‘It is recommended,’’ ‘‘It
is possible,’’ or ‘‘There are several places for you to explore.’’

opinion Answer framed to explicitly appear as being the opinion of the
VA, containing cues denoting the subjectivity of the response
such as ‘‘I think,’’ ‘‘In my opinion,’’ or ‘‘I suggest.’’

refusal VA either refuses to provide an explicit answer or omits the
requested information from its response.

directive Answer containing clear directions, instructions, or information
for the user, offering guidance on how to achieve a specific goal
or answering a specific question. Examples: ‘‘To get from [Point
A] to [Point B], you can walk . . . ’’, ‘‘The Witchery by the Castle
in Edinburgh typically opens for lunch at 12:00 PM . . . ’’

descriptive Answer containing a detailed portrayal of a scene, object, or
concept, emphasizing sensory perceptions to create a vivid
mental image for the user beyond statements of information.
Example: ‘‘One option is to visit Princes Street Gardens, where
you can relax and enjoy the beautiful scenery. Another sugges-
tion is to explore the Grassmarket area, known for its charming
cafes and shops . . . ’’
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Table 12
Overview of speech style attributes and their definitions for statement speech acts and
gocentric and exocentric speech style attributes and their definitions, applicable to all
peech acts.
Speech act: Statement
Attribute Definition

warning Statement presented by the VA with the purpose of reminding
participants of the limitations of the AI and the importance
of seeking expert or real-time advice, e.g.,‘‘I am not a medical
professional . . . ’’, ‘‘Consult a doctor . . . ’’, or ‘‘Check the opening
times.’’

opinion Statement presented in a style that explicitly appears to be an
opinion. This is often indicated by cues such as ‘‘I think,’’ ‘‘In
my opinion,’’ ‘‘I suggest,’’ or other similar phrases that denote
subjectivity. Example: ‘‘I think universities should have their own
police forces.’’

non-opinion Statement that is not an opinion as evidenced from implicit cues.
Example: ‘‘I’d like to talk about whether universities should have
their own police forces.’’

argument A statement or series of statements presented to justify, validate,
or support a viewpoint or stance in the debate scenario.

counterargument A statement or series of statements introduced to oppose, challenge,
or refute the opposing viewpoint or stance in the debate scenario.

agreement A statement or series of statements that indicate alignment or
consensus with a previously expressed opinion or argument of the
other party in the debate scenario. Example: ‘‘Yeah. I think that it
is worth it to try. Yeah.’’

Speech act: All (question, answer, and statement)
egocentric A mode of communication that suggests that the participant

primarily speaks from their own personal viewpoint (subjective).
This is determined by the participant’s perspective only; i.e.,
an egocentric VA response means that the VA is conveying the
information in the second-person (you-) perspective.

exocentric A mode of communication that adopts a perspective that is not
self-centered (objective). This is determined by the participant’s
perspective only; i.e., an exocentric VA response implies it is using
an impersonal perspective.

Table 13
Overview of speech acts based on our implementation of a ChatGPT-powered VA.
User commands
State Definition

initiation Signals the user’s intent to start a dialogue or conversation. Examples:
‘‘Alexa, let’s chat,’’ coughing to start the interaction for the medical
self-diagnosis scenario.

end-intent Statement that indicates the user’s intent to wrap up the conversa-
tion. Examples: ‘‘That’s all,’’ ‘‘Bye,’’ ‘‘Alexa, stop.’’

VA responses to user commands
State Definition

introduction VA’s opening monologue, tailored to each scenario. Examples: ‘‘Oh,
seems like you are not feeling well. Maybe I can help figure out
what’s wrong?’’ (medical), ‘‘Hi! I am an AI assistant designed to
present requested information. How can I assist you today?’’ (day
planning), ‘‘Hey! I am a voice assistant designed to engage in a
discussion with you. What would you like to talk about?’’ (debate)

closing VA’s farewell before terminating the conversation. Examples: ‘‘Good-
bye,’’ ‘‘Bye,’’ ‘‘Take care.’’

filler VA’s response to the user while waiting for ChatGPT API response
after 2 s of user query. Examples: ‘‘I’m looking it up’’ (for the medical
and planning scenarios), ‘‘Thinking it through’’ (tailored to the debate
scenario).

VA questions
State Definition

small talk While waiting for ChatGPT API response after 6 s of user query, the
VA poses a task-irrelevant question. Example: ‘‘While I get that, do
you like going outside?’’

continuing In the absence of the detection of a user query by the ChatGPT
Alexa skill, the VA asks a continuing question. Examples: ‘‘Should I
continue?’’, ‘‘Anything else I can help with?’’
18 
Table 14
Error types, breakdowns and recovery.
Error types
Type Definition and breakdown

skill A skill error is attributed to issues related to the integration of
ChatGPT into the Alexa skill, such as an API response error that
causes the Alexa skill to terminate. Skill error is always manifested
when Alexa announces, ‘‘There was a problem with requested
skill’s response,’’ leading to skill closure.

listening A listening error arises when the user is speaking to Alexa during
a period of skill inactivity (i.e., Alexa is not listening).

handling Handling errors occur when Alexa listens to and transcribes a
user’s speech, but the transcribed input is not handled appropri-
ately, resulting in no VA response. For instance, the transcribed
speech is not considered an intent for the ChatGPT-powered Alexa
skill.

partial
listening

Such errors occur when Alexa captures only part of the user’s
speech, often due to hesitant speech patterns, prolonged pauses,
or Alexa cutting off the user prematurely. Such disruptions can
lead to user intent recognition failure.

interruption Interruptions by Alexa disrupt the conversation, resulting in
partial listening errors that usually lead to user intent recognition
failure. We categorize interruptions separately because such errors
manifest differently; interruptions directly impact user behavior
(i.e., the user stops talking in the middle of their query as a result
of the interruption).

transcription Transcription errors occur when Alexa hears the user but does not
transcribe their speech correctly. Transcription errors lead to user
intent recognition failure. An error is counted as transcription error
when the user’s query is listened to and transcribed inaccurately,
but still handled.

Error recovery strategies
Strategy Definition

repeat Recovery strategy in which the user repeats their query; they may
add details or rephrase the wording of their initial query to get
the desired VA response.

move on Recovery strategy in which the user chooses to ignore the unan-
swered query and moves on to the next query to continue the
conversation.

ask-clarify Recovery strategy wherein the VA has doubts about the user’s
query and asks for clarification or further details to identify user
intent.
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