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Our goal is to develop a design framework for multifunctional mechanical metamaterials that can tune their
rigidity while optimizing other desired properties. Towards this goal, we first demonstrate that underconstrained
central force networks possess a critical rigidity manifold of codimension one in the space of their physical
constraints. We describe how the geometry of this manifold generates a natural parameterization in terms of the
states of self-stress, and then use this parameterization to numerically generate disordered network structures
that are on the critical rigidity manifold and also optimize various objective functions, such as maximizing the
bulk stiffness under dilation, or minimizing length variance to find networks that can be self-assembled from
equal-length parts. This framework can be used to design mechanical metamaterials that can tune their rigidity
and also exhibit other desired properties.

I. INTRODUCTION

Mechanical metamaterials are designed with specific meso-
scale structures that imbue them with macroscopic mechani-
cal properties or behaviors distinct from those of the material
from which they are constructed [1, 2]. The design space for
such materials is vast, yet designed materials cannot match the
breadth and versatility of evolved biological materials, which
exhibit an incredible ability to adapt their mechanical proper-
ties in response to external stimulus. For example, confluent
tissues in developing embryos undergo controlled fluidization
to facilitate the large-scale shape changes associated with de-
velopment [3–5]. On the other hand, biopolymer networks of
crosslinked fibers can be very soft for small amounts of strain,
but suddenly increase their stiffness by orders of magnitude
at a particular critical strain [6–9]. While many metamate-
rials are designed as regular lattices of modular unit cells,
biological materials are often disordered, and consequently
have the potential for a wider space of functionality as well
as increased mechanical robustness in comparison to ordered
structures, for example by avoiding shear banding and frac-
ture [10]. Similar adaptability and functionality in a metama-
terial could be achieved by designing structures poised near
the rigidity transition. Yet the question of how to design
disordered mechanical metamaterials that take advantage of
rigidity transitions, so that small changes to the geometry of
the structure significantly change the macroscopic mechanical
properties like biological examples, remains completely open.

In this paper, we introduce a method to completely enu-
merate and explore the entire space of geometric rigidity tran-
sitions of large networks. Past work has shown that under-
constrained tissue and biopolymers can be driven to a critical
configuration by applying sufficient strain [11], but it has not
been clear exactly how common these critical configurations
are or whether they exhibit any emergent order or symmetry,
especially in large disordered systems. In addition, the critical
configuration that results from straining to the critical point
is an emergent feature of the energy minimization, so that it
has not been possible to design a specific desired critical con-
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figuration. One of our main results is that the space of crit-
ical configurations is a smooth manifold almost everywhere
and consequently we can explore disordered networks beyond
those that are poised at an unprogrammed strain-induced crit-
ical point. Specifically, we derive an algorithm that finds crit-
ical networks with other optimized desired properties, such
as maximizing the jump in bulk modulus or being composed
of fibers of the same length. These results shed new light on
an under-explored problem in metamaterials: which material
properties can be designed and to what degree? And in con-
trast to much previous work focused on ordered structures,
such as miura-ori patterns in origami [12], our method explic-
itly encompasses a much broader set of disordered networks.

Our result takes advantage of the distinction between “first-
order” and “second-order” rigidity. Indeed, models for both
types of biological materials in the previous paragraph –
vertex models for confluent tissues and spring networks for
biopolymer networks – can undergo rigidity transitions with-
out any change to their network topology. This is in stark
contrast to the jamming transition in granular systems, where
the contact network topology changes as the density increases,
and the material rigidifies when the number of contacts equals
the number of degrees of freedom. In this case, first-order
perturbations to the lengths of the contacts constrain all pos-
sible infinitesimal motions of the system, and so the system
is said to be “first order rigid”. But in the examples of tis-
sues and biopolymer networks, the number of constraints is
often less that the number of degrees of freedom – i.e. the
systems are underconstrained. In those cases, rigidity occurs
at the onset of geometric incompatibility [11]. These systems
are called “second order rigid” because they possess an ex-
tensive number of modes that cost zero energy with respect to
first-order perturbations to constraints, but do cost energy at
second order. Although enumerating states near a first-order
rigid jamming transition is notorious difficult due to the larger
number of nearly “kissing contacts” [13] and the related Gard-
ner transition [14], second-order rigidity occurs even with a
fixed network topology and, consequently, depends only on
its geometry.

As we show in more detail, the space of critical configura-
tions is naturally parameterized using the states of self-stress.
This parameterization is related to the force density method,
which has been used for form-finding of pre-tensioned nets
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[15, 16] and tensegrities [17, 18] in regular lattices. The pa-
rameterization enables the ability to optimize a broad array of
objective functions that can be written in terms of the states of
self stress and therefore minimized via existing gradient de-
scent algorithms. We demonstrate this by numerically gener-
ating and investigating optimal configurations for several ob-
jective functions. To find networks with enhanced elastic re-
sponse at the transition, we maximize either the bulk modulus
or shear modulus, and to obtain networks with tailored struc-
ture we minimize the fluctuations in the edges lengths or the
edge tensions. We also compare these optimized configura-
tions to networks taken from random samples of two different
probability densities over the critical manifold. This provides
insight into design rules for multifunctional mechanical meta-
materials that could eventually guide manufacturing or self-
assembly.

II. MATHEMATICAL PRELIMINARIES

An important aspect of any mechanical system is its rigid-
ity: are there deformations that cost zero energy? Tradition-
ally this question is described in terms of the degrees of free-
dom of a system and a set of constraints fω, each of which
arise from a quadratic term in the energy

E =
1

2

∑

ω

f2
ω. (1)

For example, consider a network of Nb Hookean springs con-
necting Nv vertices with the energy functional E =

∑
ω(Lω→

ωω)2/2 where Lω and ωω are the actual and prescribed lengths
of edge ε = 1, ..., Nb. The degrees of freedom are the po-
sitions of the vertices xiµ, where i = 1, ..., Nv indexes the
vertices and µ = 1, .., d indexes the spatial dimensions. Each
edge contributes one constraint, fω = Lω → ωω.

In some cases, one can simply linearize the system and con-
sider whether any infinitesimal motions are permitted by the
constraints. This information is contained in the rigidity ma-
trix Rωiµ = ϑfω/ϑxiµ, which relates a small perturbation
to the degrees of freedom ϖxiµ with the resulting first-order
change to the constraints:

ϖfω =
∑

iµ

ϑfω
ϑxiµ

ϖxiµ =
∑

iµ

Rωiµϖxiµ = 0. (2)

The rigidity matrix specialized to Hookean springs, R̃, can be
written as

R̃ωiµ =
ϑfω
ϑxiµ

= gωi
Lωµ

Lω
, (3)

where gωi is the signed incidence matrix of an underlying di-
rected graph representing the network that describes which
vertices are connected by each edge, and Lωµ is the µ com-
ponent of the vector along edge ε. These bond vectors can in
turn be written in terms of the vertex coordinates as

Lωµ =
∑

i

gωixiµ + bωµ, (4)

where bωµ is a constant matrix that encodes the boundary con-
ditions of the network, which can come from being in a peri-
odic box or from having a subset of vertices pinned in place.
Additional details on how to derive bωµ can be found in the
Supplemental Materials.

Vectors in the right nullspace of R are called linear zero
modes (LZM’s) as they result in no first-order changes to the
constraints. R also relates the tensions on the edges of the
network to the resulting forces on the vertices Fiµ:

→Fiµ =
ϑE

ϑxiµ
=

∑

ω

ϑE

ϑfω

ϑfω
ϑxiµ

=
∑

ω

fωRωiµ. (5)

If the constraints are not all satisfied (fω ↑= 0) we say the
network is prestressed, and Eq. (5) implies that fω must be
in the left nullspace of R in order for the network to be in
equilibrium. For a given configuration, any vector ω in the
left nullspace of R

∑

ω

ϱωRωiµ, (6)

which is called a state of self-stress, corresponds with a pos-
sible set of tensions on the edges of the network that result
in force balance on the vertices. Note that the self-stresses
are purely geometric objects that merely describe the possible
ways that a given configuration can support internal forces.

The rank-nullity theorem applied to the rigidity matrix re-
sults in Maxwell-Calladine constraint counting, which relates
the number of independent LZM’s (N0) and self-stresses (Ns)
to the the number of degrees of freedom (dNv) and constraints
(Nb):

N0 →Ns = dNv →Nb. (7)

If a system has no linear zero modes (excluding trivial rigid-
body translations and rotations), then it is called first-order or
infinitesimally rigid. Systems that undergo a jamming transi-
tion are often first-order rigid: as the free volume decreases,
the number of contact between particles (and hence the num-
ber of constraints) increases until all LZM’s are eliminated.

However, underconstrained systems can also become rigid
despite having an extensize number of LZM’s, when non-
linear effects cause the LZM’s to change the constraints at
higher order. For example, sub-isostatic spring/fiber networks
and vertex/Voronoi models for confluent tissues undergo a
strain/shape-controlled rigidity transition despite being under-
constrained [4, 11, 19], and packings of non-spherical parti-
cles become jammed below the isostatic point [13, 20]. In
these systems the LZM’s change the constraints at quadratic
order, so they are said to be second-order rigid.

Underconstrained systems in a generic configuration do not
have any self-stresses. In this case, any linear zero mode can
always be extended into a non-linear floppy mode [21]. How-
ever, in certain configurations the system has at least one self-
stress. We call these special states critical configurations, and
the set of all critical configurations we call the critical mani-
fold. The existence of a self-stress leads to an additional nec-
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essary (but not sufficient) condition that a LZM ẋiµ must sat-
isfy in order to be extended into a non-linear mode [22–24]:

∑

ωij

ϱI
ω

ϑ2fω
ϑxiµϑxjε

ẋiµẋjε = ẋTP I ẋ = 0, (8)

for all self-stresses ϱI . If no LZM’s satisfy these con-
ditions, the system is second-order rigid. In practice,
many second-order rigid systems satisfy a weaker condition
called prestress stability, where there is a particular self-
stress ϱω for which the associated prestress matrix Piµjε =∑

ω ϱω(ϑ2fω/ϑxiµϑxjε) is positive-definite on the subspace
of linear zero modes, which clearly implies second-order
rigidity. In this work, we study networks that have at most
one independent self-stress, for which second-order rigidity
and prestress stability are equivalent [23].

Underconstrained networks are generically floppy because
the lengths of edges for which critical configurations can oc-
cur are a set of measure zero. Consider the three-bar linkage
in Fig. 1, a simple example of an underconstrained system.
In a generic configuration, the linkage has no self-stress, so
the LZM corresponding with a shearing motion can always
be extended into a non-linear zero mode. However, if all ver-
tices are colinear, as shown in Fig 1A-C, a state of self-stress
appears which can rigidify the linkage or induce a branch
point. While these critical configurations are only a measure-
zero subset of configuration space, the system can be driven
to these special points due to geometric incompatibility. For
example, if the distance between the ends of the linkage is
larger than the sum of the preferred lengths of the three edges,
the constraints cannot all be satisfied. This leads to inevitable
prestress, and energy minimization then drives the system to
a critical configuration. This mechanism of geometric incom-
patibility in the preferred geometry has been shown to be the
cause of rigidity in general underconstrained spring networks
as well as in 2- and 3-dimensional vertex and Voronoi mod-
els [11]. For the three bar linkage, we can visualize the rigid
portion of the critical manifold as the boundary of geometric
incompatibility. In Fig. 1F we show the full critical manifold
of the three-bar linkage in the space of the squared lengths of
the three edges [25]. The grey surfaces correspond to branch
points, and the orange and purple surfaces correspond with
rigid configurations. The sub-surface of rigid configurations
divides the space into two separate regions, which are shown
in Fig. 1G. Sets of squared edge lengths that are longer than
those on the colored manifold, corresponding to points in the
upper right corner of Fig 1G, are compatible with the bound-
ary conditions, so choosing the rest lengths from this region
will result in a floppy configuration like 1A. However, choices
of squared edge lengths interior to the colored manifold in the
lower left-hand corner of Fig 1G are impossible to achieve,
and the resulting prestress then drives the system to a rigid
critical configuration.

III. ANALYTICAL RESULTS

A. Geometric Stress Parameterization

When reaching the second-order rigidity transition by
straining a network to the point of geometric incompatibility,
the resulting self-stress is an emergent feature of the energy
minimization, and there is no clear way to predict the proper-
ties of the resulting rigid network. In the rest of this work, we
describe a method that characterizes the entire critical mani-
fold of any network with a given graph structure and boundary
conditions using a natural parameterization that can be used to
rationally explore the critical manifold and obtain configura-
tions with specific properties.

Let us consider a network with an arbitrary energy func-
tional E(xiµ, pn) that depends on the node coordinates and
any other control parameters pn, such as rest lengths or stiff-
nesses. Any equilibrium configuration of this network must
satisfy force balance:

ϑE

ϑxiµ
=

∑

ω

ϑE

ϑhω

ϑhω

ϑxiµ
= 0, (9)

where hω(xiµ) can be any set of functions of the coordi-
nates that can be used to completely determine the energy:
E(hω(xiµ)). Here hω plays a similar role to the constraint fω
in the previous section; however, while fω is completely de-
termined by the specific energy function being used, hω can
be chosen to be a more general coarse-graining of the node
coordinates into higher-order geometric quantities that deter-
mine the energy. This allows us to write Eq. (9) separately in
terms of the conjugate variables ϑE/ϑhω, which are the gen-
eralized tensions associated with the hω’s and contain all in-
formation about E, and ϑhω/ϑxiµ, which plays the role of the
rigidity matrix by connecting the higher-level geometry of the
hω’s to the lower-level geometry of the vertex coordinates.We
term this generalized rigidity matrix Rh

ωiµ = ϑhω/ϑxiµ the
“geometric response matrix”.

We can then find critical configurations by looking for
states that satisfy the force balance of Eq. (9) despite hav-
ing non-zero internal stresses ϑE/ϑhω ↑= 0. To do this, we
will use the generalized tensions as a different set degrees of
freedom, defining ϱh

ω = ϑE/ϑhω. We call ϱh
ω the “general-

ized states of self-stress” corresponding to the geometric re-
sponse matrix for a given h. Then the force balance condition∑

ω ϱh
ω(ϑhω/ϑxiµ) = 0 can be thought of as implicitly defin-

ing the critical configuration xiµ(ϱh
ω) corresponding to each

choice of generalized tensions. For brevity, in remainder of
this paper we sometimes refer to these as simply ”states of
self-stress”, though they are distinct from the standard ϱ de-
fined in Eq. 6 when hω ↑= fω.

However, most choices of hω do not result in conjugate
variables that generate a proper set of degrees of freedom.
To see this, let us now assume that we have a central force
network whose energy functional depends only on the edge
lengths: E(Lω, pn). One might think to use hω = Lω. In
this case, the conjugate variables ϑE/ϑLω = ςω are just the
actual tensions on the edges, and the force balance condition
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Branch Point
Not Rigid

Rigid
2 edges under tension 

1 edge under compression

Rigid
3 edges under tension 

A

B

C

D

E G

F

FIG. 1. The critical manifold of the three bar linkage. A,B) Examples of two different rigid critical configurations of the three bar linkage.
C) Example of a critical configuration that is a non-rigid branch point. D) All points on the critical manifold have a corresponding geometric
stress. The sphere represents the space of these geometric stresses for the 3-bar linkage: the orange and purple regions contain the rigid
configurations, which look like A and B respectively; the grey region contains the branch points like C; the red line contains choices of
geometric stress for which the parameterization is not defined. As rescaling the geometric stress by the same factor results in the same real-
space configuration (Eq. 17), which is why the space of geometric stresses is an Nb → 1 -dimensional space, here represented as a 2-sphere.
E) A stereographic projection of the space of geometric stresses as described in Eq. (22). F) The critical manifold embedded in the space
of squared lengths of the edges of the three bar linkage, where the different colored regions are the images of the corresponding regions of
geometric stresses. G) Same as panel F, except just the rigid parts of the critical manifold are highlighted for clarity.

is
ϑE

ϑxiµ
=

∑

ω

ϑE

ϑLω

ϑLω

ϑxiµ
=

∑

ω

ςω

(
gωi

Lωµ

Lω

)
= 0. (10)

For a fixed ςω, Eq. (10) cannot be solved to get a correspond-
ing configuration xiµ. Consider the three-bar linkage in Fig.
1A; any such critical configuration with all edges under ten-
sion must have equal tension on all edges to maintain force
balance: ς1 = ς2 = ς3. Therefore, if we choose ςω ↓ [1 1 1]T

Eq. (10) will have infinitely many solutions, and for any other
choice of ςω Eq. (10) will have no solutions. Therefore we
reject this choice of hω and its conjugate self-stress ςω.

Instead, to ensure we can solve the force balance equation,
we should choose hω to be the simplest function of Lω that is
quadratic in xiµ so that taking a derivative results in an equa-
tion that is linear in the coordinates. We can do this using
hω = L2

ω/2, which results in the conjugate variable

ϱh
ω =

ϑE

ϑ(L2
ω/2)

=
ϑE

ϑLω

1

Lω
=

ςω
Lω

, (11)

which corresponds with the force density (tension per length)
of each edge. We use this choice of hω and the correspond-
ing generalized self-stress for the remainder of this work. We

will refer to this particular self-stress as the geometric stress,
as we demonstrate below that it naturally encodes the geome-
try of the critical manifold. The force balance condition then
becomes

ϑE

ϑxiµ
=

∑

ω

ϑE

ϑ(L2
ω/2)

ϑ(L2
ω/2)

ϑxiµ

=
∑

ω

ϱh
ω (gωiLωµ) = 0, (12)

which eliminates the factor of 1/Lω in Eq. (10). Now, for any
choice of ϱh

ω, we can write Eq. (12) as a linear equation in the
coordinates:

ϑE

ϑxiµ
=

∑

ω

ϱh
ωgωiLωµ =

∑

ωj

ϱh
ωgωi(gωjxjµ + bωµ) (13)

=
∑

jε

(
∑

ω

ϱh
ωgωigωjϖµε

)
xjε +

∑

ω

ϱh
ωgωibωµ

(14)

=
∑

jε

Piµjε xjε +Biµ = 0, (15)
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where P plays the role of the prestress matrix, and is given by

Piµjε =
∑

ω

ϱh
ω

ϑ2hω

ϑxiµϑxjε
=

∑

ω

ϱh
ωgωigωjϖµε . (16)

Notice that this geometric prestress matrix has no explicit
dependence on the coordinates xiµ, and depends only on the
geometric stress ωh and the structure of the underlying graph
encoded by g. P is also block-diagonal with the respect to
the spatial directions (Piµjε = Pijϖµε), and the non-zero
blocks are exactly the weighted Laplacian matrix associated
with with the underlying graph with the geometric stress as
the weights. We will sometimes refer to just this non-zero
block as the prestress matrix, in which case it will have only
two indices: Pij =

∑
ω ϱh

ωgωigωj .
This matrix always has the trivial zero mode [11 . . . 1]T cor-

responding to rigid-body translations. In this work we will
choose the components ϱh

ω to be all positive, corresponding to
networks with all edges under tension. In this case, P has no
other zero modes, so Eq. (15) can always be solved to obtain
a unique critical configuration up to translations:

xiµ(ω
h) = →

∑

j

(
P↑1

)
ij

(
∑

ω

ϱh
ωgωjbωµ

)
, (17)

where P↑1 should be understood as the pseudo-inverse of P .
Note that the translational zero mode [11...1]T is also in the
nullspace of the incidence matrix gωj , which guarantees that
Eq. (15) has a solution.

To describe each critical configuration uniquely, we can in-
stead write the parameterization directly for the vectors along
the edges:

Lωµ(ω
h) =

∑

ϑ




ϖωϑ →




∑

ij

gωj
(
P↑1

)
ij
gϑj



ϱh
ϑ




 bϑµ.

(18)

The mapping in Eq. (17) provides a natural parameteriza-
tion of the critical manifold: while a generic choice of vertex
coordinates will not result in a critical configuration, almost
any choice of ϱh

ω will produce a unique critical configura-
tion (up to rigid-body motions). This is essentially the force-
density method, which has been used by engineers to find
equilibrium shapes for tensioned nets and tensegrity structures
that are stabilized by internal stresses [15, 18]. Of course,
for the special case where the energy functional represents
springs with no rest length, fω = L2

ω/2, the geometric re-
sponse matrix ϑhω/ϑxiµ is the standard rigidity matrix.

Note that this geometric stress parameterization can still be
used for overconstrained networks, although it is significantly
less useful: since constraint counting implies that every con-
figuration possesses a self-stress, the critical manifold fills all
of configuration space, negating the need for an alternate pa-
rameterization. In addition, for networks with multiple self-
stresses, the mapping is no longer one-to-one, as multiple in-
dependent geometric stresses get mapped onto the same criti-
cal configuration. In future work, it may be interesting to use

this method to find any relationship that may exist between
different self-stresses of the same configuration. However, for
this work we will focus only on networks with exactly one
self-stress.

Once the configuration corresponding to a given ωh has
been obtained, we still need to choose any control parameters
such that force balance is actually achieved with the desired
energy functional. For example, if we want a network with a
Hookean energy E =

∑
kω/2(Lω → ωω)2, we can ensure it

is in mechanical equilibrium by choosing the rest lengths and
stiffnesses that satisfy ϑE/ϑ(L2

ω/2) = kω(Lω → ωω)/Lω =
cϱh

ω. Choosing c = 0 (setting ωω = Lω) results in the config-
uration being at the critical point, as it possesses a self-stress
but is not under any actual stress.

Different choices of the energy functional result in different
effective stiffness of the resulting configuration, which (fol-
lowing [26]) we can see by writing the Hessian matrix of a
generic E(Lω):

Hiµjε =
ϑ2E

ϑxiµϑxjε

=
∑

ωϑ

ϑhω

ϑxiµ

ϑ2E

ϑhωϑhϑ

ϑhϑ

ϑxjε
+

ϑE

ϑhω

ϑ2hω

ϑxiµϑxjε

= RhTKRh + P. (19)

K is a matrix of “modified stiffnesses”, which contains all
information about the specific energy function: Rh depends
only on the geometry of the current configuration, and P de-
pends only on the current geometric stress. For a Hookean
spring network, K is a diagonal matrix with entries

Kωω =
ϑ2E

ϑh2
ω

=
1

L2
ω

(
ϑ2E

ϑL2
ω

→
1

Lω

ϑE

ϑLω

)
=

kω → ϱh
ω

L2
ω

,

(20)

where kω = ϑ2E/ϑL2
ω is the actual stiffness of edge ε, which

is constant for Hookean springs but could be a function of the
edge length for a nonlinear spring potential. Other models can
have non-zero entries off the main diagonal of K. For exam-
ple, a vertex model without an area term would have Kωϑ ↑= 0
whenever edges ε and φ are part of the same cell.

From Eq. (19), we can see that the for small amounts of
prestress, the low-frequency spectrum of the Hessian is con-
trolled solely by the prestress matrix, and is not affected by
the specific energy functional. The linear zero modes, which
are determined only by the geometry of the current configura-
tion, are zero modes of Rh, and so are also zero modes of the
first term in the Hessian. Therefore, their stiffnesses depend
only on P , which in turn only depends on the geometric stress
and the graph structure of the network. In the Supplemen-
tal Materials, we compare these expressions for the Gram and
prestress terms of the Hessian to those derived from expand-
ing the derivatives in terms of the constraints fω = Lω → ωω
rather than hω = L2

ω/2.
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FIG. 2. Geometry of the critical manifold of the three bar linkage.
Green/purple lines correspond with evenly spaced grid lines in the
space of the Cartesian coordinates s1, s2 in Fig. 1E. For each point
on the manifold, the geometric stress ωh (in orange) is always normal
to the surface.

B. Geometry of the Critical Manifold

Given that we have an analytic expression for the geometric
stress parameterization, we can describe the geometry of the
critical manifold, which we consider as a subset of the space
of squared edge lengths,

hω(ω
h) =

1

2
L2
ω(ω

h) =
1

2

∑

µ

L2
ωµ(ω

h). (21)

This surface is a smooth manifold almost everywhere, ex-
cept for choices of ωh for which the prestress matrix has non-
trivial zero modes and thus Eq. (15) has no unique solu-
tion (up to translations). As this space is parameterized by
the Nb components of the geometric stress, one might ex-
pect the critical manifold to be Nb-dimensional. However,
the parameterization in Eq. (18) is invariant under rescaling
the geometric stress: Lωµ(cωh) = Lωµ(ωh). This implies
that we should think of the space of geometric stresses as the
(Nb→1)-dimensional projective space RP

Nb↑1, for which the
Nb components ϱh

ω form a set of homogeneous coordinates. In
Fig 1D we represent this manifold for the 3-bar linkage as a
2-sphere. We can define a unique coordinate for each point
on the manifold by taking a stereographic projection of the
geometric stresses. We can choose a given unit-normalized
geometric stress ω̂0 as the “north pole” of the projection and
choose an orthonormal basis {ω̂0,v1, . . . ,vNb↑1

} for RNb .
Then we can specify each geometric stress by Nb → 1 Carte-

sian coordinates sϖ :

ϱh
ω(sϖ) =

∑
ϖ v

ϖ
ωsϖ + (1→ |s|2/4)ϱ̂0

ω

1 + |s|2/4
. (22)

In Figure 1E we show this projection for the three bar link-
age, using ω̂0 = (1/

↔
3)[1 1 1]T . When writing geometric

quantities we will use the derivative of this projection

Vωϖ :=
ϑϱh

ω

ϑsϖ
=

vϖω → sϖ [ϱ̂0
ω + ϱh

ω(s)]/2

1 + |s|2/4
. (23)

While it is sometimes easier to use the projected coordinates
sϖ to write some geometric quantities (as we do below), we
will typically just use the redundant homogeneous coordinates
ϱh
ω.
Interestingly, in addition to acting as the coordinates for the

critical manifold, the geometric stress ωh is also normal to the
surface [25]. Consider any smooth trajectory ϱh

ω(t) through
the space of geometric stresses, and its image in the space of
lengths hω(ϱh(t)). The tangent vectors along this curve are
given by

ϑhω

ϑt
=

∑

iµϑ

ϑhω

ϑxiµ

ϑxiµ

ϑϱh
ϑ

ϑϱh
ϑ

ϑt
. (24)

Then because the geometric stresses are defined as being in
the nullspace of the geometric response matrix,

∑

ω

ϱh
ω
ϑhω

ϑxiµ


ϱh
ω

= 0, (25)

the geometric stresses are orthogonal to the tangent vectors at
each point on the critical manifold

∑

ω

ϱh
ω
ϑhω

ϑt


ϱh
ω

= 0, (26)

so the geometric stresses are normal to the surface.
We want to be able to search the critical manifold for par-

ticular configurations. To do this, we need to know how a
small step in geometric stress space changes the resulting crit-
ical configuration: ϖLωµ ↗ (ϑLωµ/ϑϱh

ϑ)ϖϱ
h
ϑ . We show in the

Supplemental Materials that this derivative of the parameteri-
zation with respect to the geometric stress is given by

ϑLωµ

ϑϱh
ϑ

= →




∑

ij

gωi
(
P↑1

)
ij
gϑj



Lϑµ, (27)

which we can then use to write the derivatives of the squared
lengths:

ϑhω

ϑϱh
ϑ

=
∑

µ

Lωµ
ϑLωµ

ϑϱh
ϑ

= →

∑

ijµ

Lωµgωi
(
P↑1

)
ij
gϑjLϑµ

= →


RhP↑1RhT



ωϑ
:= Bωϑ , (28)

This is a key equation that allows us to search the geometric
stress space in order to optimize material properties that are
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naturally written as a function of Lωµ, as shown in Eq. (34)
and discussed in the next section.

Notice that this matrix is symmetric, because it is closely
related to the bond operator which has been used to quantify
the elastic response of amorphous particle packings [27, 28]:

!ωϑ =
(
RH↑1RT

)
ωϑ

, (29)

which gives the change in length of bond ε due to a force
dipole on bond φ. Here H is the full Hessian matrix and R =
ϑLω/ϑxi is the usual rigidity matrix. Since Eq. (28) is a
function of only the geometric prestress matrix rather than the
full Hessian, it does not account for the full linear response of
the network, but just describes how the structure must change
to accommodate an external force dipole before relaxation.

The matrix B in Eq. (28) also gives the tangent space at
each point on the critical manifold. The columns of Eq. (28)
span the tangent space, but there is one redundant column be-
cause we are using the homogeneous coordinates ϱh

ω. We can
get rid of this by using a projection as in Eq. (22) to write the
Nb → 1 tangent vectors:

T ϖ
ω =

ϑhω

ϑsϖ
=

∑

ϑ

ϑhω

ϑϱh
ϑ

ϑϱh
ϑ

ϑsϖ
= (BV )ωϖ . (30)

We can then write the metric as the inner products of the
tangent vectors:

gϖς =
∑

ω

T ϖ
ωT

ς
ω = (V TB2V )ϖς. (31)

The fact that the geometric stress is also the normal vector
to the smooth part of the critical manifold results in an in-
teresting coincidence. We show in the Supplemental Materi-
als that the second fundamental form of the critical manifold,
which describes the local curvature information, is given by

IIϖς =
∑

ω

ϑ2hω

ϑsϖϑsς

ϱh
ω

|ωh|
=

1

|ωh|
(V TBV )ϖς. (32)

This means essentially all geometric information about the
critical manifold is contained in the matrix B from Eq. (28),
along with whatever projection is chosen from the homoge-
neous coordinates ϱh

ω to the Cartesian coordinates sϖ .

IV. NUMERICAL RESULTS

Here, we specialize the results from the previous section to
two-dimensional periodic random regular networks generated
from a Voronoi tessellation, which ensures that the networks
are random regular graphs with a uniform connectivity z = 3
and thus possess at most one self-stress. To keep the lengths
of the edges O(1), we scale the size of the periodic box with
the number of vertices: V = Nv . We also limit our networks
to have positive-definite geometric stresses, equivalent to all
edges being under tension rather than compression, although
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Edge Tensions

Isogonal Mode 2 Isogonal Mode 3Isogonal Mode 1

Isogonal Mode 1 Isogonal Mode 2

FIG. 3. Representatives of all groups of optimized and random
critical configurations from a single network structure. A) The
configuration that minimizes the length fluctuations VL. B,C) Two
degenerate optimal configurations of the tension fluctuations Vω that
are related by an isogonal transformation. D) The configuration that
maximizes the bulk modulus at the transition B0 obtained by setting
the geometric stress equal to the edge stiffnesses (ωh

ε = kε = 1).
E,F) Two other configurations with optimum B0 that are related to
the configuration in D) by two different isogonal modes. G,H,I) Con-
figurations that maximize the shear modulus at the transition with
various lower thresholds on the geometric stress. Note that lowering
the threshold allows the network to become more aligned, increasing
the resulting shear modulus. J,K) Two configurations generated by
randomly assigning rest lengths and volumetrically straining to the
critical point. L,M) Two configurations generated by sampling a ran-
dom positive-definite geometric stress and using the geometric stress
parameterization to obtain the corresponding configuration. As the
tensions in the networks are defined only up to an overall scale, we
fix the normalization of the geometric stress by setting the pressure
equal to unity (P =

∑
ε ωh

εL
2
ε/2V = 1) and coloring the edges by

the resulting tensions εε = ωh
εLε.
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other possibilities would be interesting for future work. We
assume all networks have a Hookean energy function

E =
1

2

∑

ω

kω(Lω → ωω)
2, (33)

where the edge stiffnesses kω are set to unity unless stated
otherwise.

Using the derivative of the geometric stress parameteriza-
tion in Eq. (27), we can calculate the total derivative of any
function O(ϱh

ω, Lωµ) with respect to the geometric stress:

dO
dϱh

ω

=
ϑO

ϑϱh
ω

+
∑

ϑµ

ϑO

ϑLϑµ

ϑLϑµ

ϑϱh
ω

. (34)

We then use the FIRE gradient descent algorithm [29] to
optimize the objective function on the critical manifold (de-
tails in the Supplemental Materials). We consider two differ-
ent types of objective functions: structure-based functions that
describe the geometry of a network or its dual force network,
and response-based functions that quantify the network’s me-
chanical behavior.

A. Generating Critical Networks

We generate three classes of networks on the second order
rigidity critical manifold.

1. Response objective functions: networks optimized to
maximize a specific mechanical response

2. Structural objective functions: networks that optimize a
specific structural quantity, and

3. Random samples: networks that are constructed from
random samples of a distribution over the critical man-
ifold.

1. Response Objective Functions

Underconstrained networks on the floppy side of the critical
manifold generically have all of their elastic moduli vanish,
but upon reaching the critical manifold the moduli jump dis-
continuously to a finite value. In the Supplemental Materials,
we use linear response (following [30]) to calculate this dis-
continuity in the elastic modulus associated with a bulk affine
deformation parameterized by a strain ↼:

µ =
1

V

d2E
d↼2

=
1

2V

∑
ω ϱh

ωḣω

2

∑
ω(ϱ

h
ω)

2hω/kω
, (35)

where ḣω = ϑhω/ϑ↼ quantifies how the critical manifold
changes due to the bulk deformation to the periodic box.

Past the critical manifold, the presence of prestress leads to
additional corrections to the modulus, but right at the transi-
tion, where the prestress vanishes, we can write the modulus

as a simple function of the geometric stress, squared lengths,
and edge stiffnesses. Note that the geometric stress ϱh

ω in Eq.
(35) is explicitly acting as the coordinates for the critical man-
ifold and not describing any actual tension on the edges (hence
why µ is independent of the normalization of ωh).

Eq. (35) has a nice interpretation in terms of the geometry
of the critical manifold. The numerator of Eq. (35) is maxi-
mized at the particular point on the critical manifold (that is,
the particular critical configuration) where the bulk deforma-
tion causes the critical manifold to move parallel to the geo-
metric stress, which is normal to the critical manifold. Then
this configuration would be pushed furthest away from the
critical manifold by a given strain. However, this argument
does not account for the non-affine relaxation that occurs dur-
ing a bulk deformation. If it costs a lot of energy to strain a
configuration away from the critical manifold along the nor-
mal direction, then there will be a more non-affine deforma-
tion that decreases the elastic modulus. The denominator of
Eq. (35) quantifies this energy cost. Since moving normal to
the critical manifold has the effect of simply scaling the ten-
sions, we can write

ϑE

ϑhω
= kω

Lω → ωω
Lω

= cϱh
ω, (36)

where c > 0 quantifies how far we have moved away from the
manifold. Then we can write

∑

ω

(ϱh
ω)

2hω/kω =
1

c2

∑

ω

k2ω
(Lω → ωω)2

L2
ω

L2
ω

2kω

=
1

c2

∑

ω

kω
2
(Lω → ωω)

2 =
E(c)

c2
. (37)

Since the energy grows quadratically with c, this quantity
is constant and finite even as c goes to 0. Therefore, we can
think of the process of maximizing Eq. (35) as looking for
a configuration that can be moved the largest distance away
from the critical manifold for the smallest energy cost.

First, we optimize the bulk modulus at the rigidity transi-
tion, which is given by

B0 = V
d2E

dV 2
=

1

4V

(∑
ω ϱh

ωL
2
ω

)2
∑

ω(ϱ
h
ω)

2L2
ω

, (38)

since ḣω = ϑhω/ϑV = hω/V , and where for we have taken
the stiffnesses of the edges kω = 1 as the natural unit.

As with the structural objective functions, we consider this
quantity as a function only of the geometric stress, since the
geometric stress parameterization gives us Lω(ωh). We then
calculate the total derivative dB0/dϱh

ω and use gradient ascent
to find a critical configuration that maximizes B0.

We find that there is a degenerate subset of critical config-
urations that have the same optimum value of B0. All degen-
erate optima of B0 possess the same dual force network, and
thus are related by isogonal modes [31, 32]. To demonstrate
this, we calculate the Hessian matrix of B0 with respect to
the geometric stress B↓↓

0 = ϑ2B0/ϑϱh
ωϑϱ

h
ϑ in order to quan-

tify the shape of the cost landscape. We find that this matrix
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is negative semi-definite, with the number of flat directions
equal to the number of polygons in the network.

Null(B↓↓
0 ) = Nv/2→ 1 = Nf . (39)

Since any isogonal mode can be written as a sum of modes that
expand or contract the individual polygons of the network, this
counting argument is consistent with the degenerate subspace
of optima possessing the same force network. B0 cannot be
written as a function only of the tensions, so this is a somewhat
surprising symmetry that should be studied in future work.

To parameterize the degenerate subset of configurations
with the same bulk modulus B0, we write the modulus as a
sum of affine and non-affine contributions

B0 = Baff
0 + (B0 →Baff

0 ), (40)

where Baff
0 = V φ2E

φV 2 =
∑

ω kωL2
ω/4V . Configurations in the

degenerate subset differ in how B0 is split between the affine
and non-affine terms. Interestingly, the most affine configura-
tion, with non-affine component equal to zero, is given by

0 = B0 →Baff
0 =

1

4V

(∑
ω ϱh

ωL
2
ω

)2
∑

ω(ϱ
h
ω)

2L2
ω/kω

→

∑

ω

kωL
2
ω/4V,

(41)

which occurs precisely when the geometric stress is propor-
tional to the the edge stiffness, ϱh

ω = kω. The most affine
example shown in Fig. 3D, and several other isogonal modes
are shown in Fig. 3E,F. One can think of this as an algorithm
to construct the degenerate space of maximal B0 configura-
tions: they are the set of all configurations with the same force
network as the state where ϱh

ω = kω.
We also attempt to maximize the shear modulus of a net-

work at the rigidity transition. While the shear modulus of an
isotropic second-order rigid network vanishes at the transition
point in the thermodynamic limit, anisotropic networks can
have a finite shear modulus. We choose the modulus associ-
ated with the pure shear deformation

Aµε = I + ↼


0 1/2
1/2 0


,

which is given by

G0 =
1

V

d2E
d↼2

=
1

V

(∑
ω ϱh

ωLωxLωy

)2
∑

ω(ϱ
h
ω)

2L2
ω

, (42)

where we have again set the edge stiffnesses to kω = 1.
However, this process is not as well-behaved as optimiz-

ing the bulk modulus, which results in a rigid configuration
with a positive-definite geometric stress and edge lengths clus-
tered around the natural length scale L̄ = 1. In contrast,
when walking through the space of geometric stresses along
the direction of increasing shear modulus, a subset of edges
that are aligned with the imposed shear direction begin to
grow until they become on the order of the linear box size
↔
Nv . In Fig. 4A-B we plot the shear modulus and two struc-

tural indicators during the optimization procedure for an en-
semble of 100 networks. The colored regions corresponds

with standard deviations over the ensemble, and the fluctu-
ations are due to an adaptive time step in the gradient de-
scent algorithm. In Fig. 4B we plot the length of the longest
edge in the network normalized by the linear box dimension
max(Lω)/

↔
Nv in blue, and the minimum tension in the net-

work normalized by the largest-magnitude component of ten-
sion min(ςω)/max(|ςω|) in red (we normalize the tensions be-
cause, like ωh, they are defined only up to an overall scale
factor). Then if max(Lω)/

↔
Nv = 1 the longest edge spans

the entire system, and if min(ςω)/max(|ςω|) = →1 the edge
with the largest magnitude of tension is under compression.

Fig. 4C-E show a network at various points along the op-
timization, where red edges are under tension and blue edges
are under compression. The final configurations reached after
the optimization are essentially tensegrity structures, which
in two dimensions require a significant number of edges to
wrap around the periodic box and cross over each other. For
this reason we do not show these final configurations here,
see Movie 1 in the Supplemental Materials for a full anima-
tion of a typical optimization. In Fig. 4G-I we investigate the
size scaling of the subset of compressive edges. The number
of edges with negative tension scales with the linear box size
N(ς < 0) ↓

↔
Nv , while the sum of lengths of negative-

tension edges scales with the system area L(ς < 0) ↓ Nv .
This implies that the average length of the negative-tension
edges L(ς < 0)/N(ς < 0) also scales with the linear box
size.

This makes sense in the context of our interpretation of the
numerator and denominator of the elastic moduli. We saw that
any modulus becomes larger when the associated deformation
of the critical manifold ḣ is close to being aligned with the
normal vector ωh. For a volumetric expansion, ḣω = L2

ω/2V
is always positive definite, so it makes sense that the result-
ing optimal geometric stresses are also positive. However, for
pure shear along the direction 45↔ from the x-axis of the peri-
odic box we have ḣω = LωxLωy which necessarily has many
negative components, so gradient ascent will bring the net-
work to a configuration with many negative geometric stress
components.

We can see that the edges begin growing to an extent that
would be difficult to realize in an experiment, with system-
spanning edges and edge overlaps, at the same point in the
optimization that the smallest tensions become negative. This
suggests that to study configurations that are possible to re-
alize in an experiment, we might add additional constraints
on the geometric stress to keep the edges under tension rather
than compression. Therefore, we add an additional term to
the objective function that penalizes components of ϱh

ω that
are less than a given threshold value r > 0,

O(ϱh, r) = G0(ϱ
h)→

1

Nb

∑

ω

(
ϱh
ω

r

)↑10

, (43)

where the normalization of the geometric stress is fixed as∑
ω(ϱ

h
ω)

2 = Nb. An illustration of this constraint in geomet-
ric stress space is shown in the inset to Fig. 5B, with the al-
lowed region highlighted in teal. In Fig. 3 we show networks
that result from maximizing Eq. (43) with various values of
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the threshold r. The open teal circles in Fig. 5A demonstrates
that this constrained optimization does generate systems with
finite G0, independent of system size Nv , in contrast to other
critical networks (closed circles in Fig. 5A) which scale as
1/Nv . Lower values of this threshold result in the network
becoming increasingly aligned along the shear direction.

2. Structural Objective Functions

Suppose we wanted to make a second-order rigid network
that can be assembled by combining many identical compo-
nents. In this case, we would like a critical configuration
where the edges lengths are as similar as possible. We can
look for such configurations by minimizing the relative fluc-
tuations of the lengths:

VL =
→(L→ ↘L≃)2↑

↘L≃2
=


L2



↘L≃2
→ 1, (44)

where ↘≃ indicates an average over the edges of the network.
Similarly we could minimize the fluctuations of the putative
edge tensions ςω = ϱh

ωLω, which are the edge lengths of the
dual force network.

V↼ =
→(ς → ↘ς≃)2↑

↘ς≃2
=


ς2


↘ς≃2
→ 1 =

↘(ϱhL)2≃

↘ϱhL≃2
→ 1. (45)

This is potentially useful for design, as if the edges of the net-
work can only support a finite amount of tension before break-
ing, a network with smaller fluctuations in tensions would be
more resistant to fracture.

We find that each network structure has a single unique
critical configuration that minimizes VL, shown in Fig 3A.
In contrast, there are many different configurations that mini-
mize V↼ , and several examples with the same V↼ are shown in
Fig 3B,C. This is because V↼ depends only on the dual force
network, and two different configurations of the physical net-
work possess the same force network when they are related
by an isogonal mode which changes the lengths of the edges
without changing the angles between them [31, 32].

3. Random Critical Configurations

We also study two populations of critical configurations
from different random samples of critical configurations.
First, we randomly assign rest lengths to the edges of the net-
work and uniformly decrease them (equivalent to performing
a volumetric expansion) until the system hits the critical man-
ifold and becomes rigid. This is the standard method used to
study strain stiffening in spring and fiber network model. Ex-
amples are shown in Fig. 3J,K. We also randomly assign the
component of geometric stress associated with each edge and
use the geometric stress parameterization to obtain the cor-
responding critical configuration. Details of these sampling
procedures can be found in the Supplemental Materials. Ex-
amples are shown in Fig. 3L,M.

B. Analyzing Ensemble Network Properties

We seek to understand ensemble-averaged properties for
these different types of configurations. For each instance of
100 unique network structures described by incidence matrix
gωi with Nv = 1000 vertices, we generate six populations of
critical configurations: minimized VL, minimized V↼ , maxi-
mized B0, maximized G0, random rest lengths, and random
geometric stresses. Note that for the purpose of comparing
the configurations that were optimized for G0 with the other
networks, we use r = 0.1 for the threshold on the geometric
stress, an example of which is shown in Fig. 3G.

We then compare these populations in order to investigate
the full range of behaviors and properties that these second-
order rigid networks can achieve, and look for emergent prop-
erties of the optimized networks that could eventually be used
to generate such structures using local rules instead of global
optimization.

1. Local Structure

First, we compare the local structure of the configurations
in both physical space and in the dual force space. In Figure 6,
we show for each population of critical configurations violin
plots of the distributions of several structural parameters. First
the objective function VL, which quantifies the fluctuations in
the edge lengths. As this quantity does not measure the orien-
tations of the edges, we also plot the average shape anisotropy
of the faces of the networks ↘↽phys≃. The shape anisotropy of
a face with vertices indexed by i = 1, .., n with coordinates
riµ can be written in terms of the eigenvalues ⇀1, ⇀2 of the
gyration tensor Sµε = 1/n

∑
i r

i
µr

i
ε :

↽phys = 2
⇀4
1 + ⇀4

2

(⇀2
1 + ⇀2

2)
2
→ 1 (46)

This quantity is 0 when the face is a regular polygon, and close
to 1 if the face is elongated along a particular direction [33].
Note that the average ↘↽phys≃ is taken over all faces of a single
member of a population, and the violin plots in 6 show the
distribution of this quantity over each ensemble. We then plot
the equivalents of the length fluctuations and shape anisotropy
for the dual force networks V↼ and ↘↽force≃.

We see that for all metrics, networks with optimized VL

are very similar those with random rest lengths, which makes
sense as the random rest lengths are all chosen from the same
Gaussian distribution. Our goal when optimizing VL was to
find a critical configuration with equal lengths, and thus a
variance VL = 0. With our chosen network structure, the
optimization procedure is able to find critical configurations
with very small variances in edge lengths on the order of
VL ↭ 10↑7. In other words, for any given incidence matrix
in our ensemble, it is generically possible for us to identify
a single spring length L→ so that if the network were assem-
bled of units of that length (with any type of nonlinear spring
response), the material would be precisely at the rigidity tran-
sition. Note that in this work we study a limited ensemble of
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FIG. 4. Unconstrained optimization of the shear modulus G0 A) Shear modulus as a function of effective number of optimization steps
s during the optimization procedure without any additional constraints on ωh

ε, averaged over an ensemble of 100 networks. B) For the same
ensemble, the length of the longest edge of the network in units of the linear box dimension

↑
V (blue) and the minimum component of the

edge tensions εε = Lεω
h
ε normalized by the largest-magnitude component of tension. C-E) Images of a network at different points along the

optimization. Red edges are under tension, blue edges are under compression. See Movie 1 in the Supplemental Materials for an animation of
the optimization. (F,G) Features of the final optimized networks as a function of system size: F) System size scaling of the number of edges
under compression N(ε < 0). G) System size scaling of the sum of lengths of edges under compression L(ε < 0).

incidence matrices that are three-fold random regular coordi-
nated, with initial structure generated by a random sequential
addition protocol that further regularizes the network topol-
ogy, and future work could expand this ensemble.

Networks with optimized B0 are also largely similar to
those with optimized V↼ , as both have small variations in edge
tensions, leading to regular force networks and hence small
values of ↘↽force≃. However, unlike the configurations that
were able to achieve negligible values of VL, the networks
with optimal V↼ still have a non-zero variance in edge ten-
sions V↼ ⇐ 10↑2. This is because any network with equal
edge tensions must have all adjacent edges meet at 120↔ an-
gles in order to maintain force balance, and such an arrange-
ment is only geometrically possible in a regular hexagonal
lattice and not in a generic 3-regular graph. The other pop-
ulations of configurations have edges that are more aligned,
which causes a concentration of tension. Configurations with
optimized G0 (with a geometric stress tolerance of r = 0.1)
are highly aligned, and ↘↽force≃ is close to its maximum value
of 1 as the triangles that make up the dual force network are
nearly one-dimensional. This avoids the near-complete align-
ment of edges that occurs as this threshold is decreased, as can
be seen in 3H-I.

2. Mechanical Response

We also characterize the mechanical behavior of the differ-
ent populations of critical configurations as they are strained
away from the critical manifold. Using the same ensembles
as in Fig. 6, we start each configuration on the critical man-
ifold then subject the networks to a volumetric expansion by
increasing the volume as

V (↼) = V (0)(1 + ↼) = Nv(1 + ↼), (47)

in strain steps of ϖ↼ = 0.001. At each strain step we minimize
the elastic energy in Eq. (33) as a function of the vertex coor-
dinates xiµ using the FIRE algorithm until the largest compo-
nent of the unbalanced forces ϑE/ϑxiµ has a magnitude less
than 10↑15. Using linear response, we then calculate the bulk
and shear modulus at each strain step.

In Fig. 7A & C we plot the distributions of the bulk mod-
ulus B0 and shear modulus G0 at the transition point. As ex-
pected, the networks that were optimized for B0 do in fact
have the largest bulk moduli, followed closely by the net-
works optimized for V↼ . This maximum value of the bulk
modulus is about 10% greater than that of networks that were
assigned random rest lengths or were optimized for VL, and
about 50% higher that of configurations optimized for G0 or



12

FIG. 5. Constrained optimization of the shear modulus G0. A)
Size scaling of the optimal G0 for all groups of critical configu-
rations. Configurations that were not optimized for shear modulus
(filled circles) have the expected finite-size scaling for isotropic sys-
tems G0 ↓ 1/N , while configurations that were optimized for G0

(open circles) do not scale with system size. B) Optimal values of
G0 for various thresholds r and for system sizes Nv = 100 (dotted),
500 (dashed) and 1000 (solid). As an example, the inset illustrates
the region of geometric stresses of the three bar linkage that satisfy
ωh > r (colored green).

derived from a random geometric stress. Networks optimized
for shear modulus have significantly larger G0 than the other
populations of approximately isotropic configurations, which
have negligible shear moduli due to finite size effects that van-
ish in the thermodynamic limit as G0 ↗ N↑1 as shown in Fig.
5.

We also investigate how the elastic moduli change as the
networks are strained past the rigidity transition. Close to the
critical point, the moduli should scale linearly with volumetric
strain [34]

B(↼) = B0 + CB↼,

G(↼) = G0 + CG↼. (48)

Fig. 7B & D show the distributions of the coefficients CB

and CG, which were obtained from a least-squares fit of the
moduli measured near the transition. We observe that popu-
lations with larger moduli have smaller scaling coefficients.
Networks with optimized B0 or V↼ have the largest bulk mod-
uli at the transition, but this decreases with additional strain
(i.e CB < 0), whereas the bulk modulus of the other types
of configurations increases with strain (CB > 0). Similarly,
networks optimized for G0 have their shear moduli decrease
with strain, and all other groups’ shear moduli increase past
the transition point.

V. SUMMARY AND DISCUSSION

In this paper we have described a method to parameterize
the space of all critical configurations of any central force net-
work. We showed that we can use gradient descent to search
the space of geometric stresses to find critical configurations
with particular structural properties (equal edge lengths or ten-
sions) or elastic responses (maximum bulk or shear modu-
lus). For the shear modulus, we found that global optimization

FIG. 6. Structural Metrics of Different Populations of Critical Con-
figurations: The horizontal axis labels VL, Vω , B0, and G0 refer to
the objective function being optimized, while ϑε and ωh

ε refer to the
populations derived by randomly assigning rest lengths and geomet-
ric stresses respectively. The images of networks next to the violin
plots show examples of network structures that correspond with high
and low values of each of the structural metrics.

pushes the system towards extreme states that are not experi-
mentally realizable, though it is straightforward to constrain
the minimization to reasonable states that exhibit finite G0

even in the large-N limit, in contrast to random disordered
networks where G0 vanishes.

The geometric stress parameterization allows us to enumer-
ate all possible rigid configurations of a given network struc-
ture. In this paper we have focused on 3-coordinated ran-
dom regular networks for simplicity, but future work should
investigate how changes to the topology of a network affect
the form of the critical manifold. This could be useful to
study how underconstrained networks fracture when edges
with high tension are broken [35], or how biopolymer net-
works are remodelled by fiber-cleaving enzymes which pref-
erentially sever low-tension fibers [36].

One result that may be particularly useful for materials de-
sign is our discovery that we can design materials perched
precisely at the rigidity transition that are composed of units
of identical length (e.g. we can optimize so that VL ↗ 0 for
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FIG. 7. Mechanical Response Metrics of Different Populations of
Critical Configurations. Distributions of A) the bulk modulus B0

at the transition point, B) the bulk modulus strain scaling coefficient
CB , C) the shear modulus G0 at the transition point, and D) the shear
modulus strain scaling coefficient CG for the same six ensembles of
critical configurations as in Fig. 6. The red lines in B,D) are drawn
at CB,G = 0 to visually separate populations whose elastic moduli
increase or decrease with volumetric strain.

all network topologies in our limited ensemble). This sug-
gests that it may be possible to design self-assembled ma-
terials where the network topology is programmed, e.g. by
small DNA tags, to link together ”bars” that are all a standard
length. Because the network would sit exactly at the edge of
a rigidity transition, the resulting material could be stiffened
by orders of magnitude via very small changes to tuning pa-
rameters, and this macroscopic, emergent property would be

robust to small differences in the mechanical properties of the
individual bars. Moreover, with small extensions to the work
presented above, it should also be possible to program ma-
terials that strain stiffen or become floppy after the material
experiences a precisely controlled amount of strain.

In overconstrained networks, the force transmission prop-
erties are relatively divorced from the precise structural de-
tails, as any system will have many different ways to dis-
tribute stress through the system. However, the geometric
stress parameterization shows that in underconstrained net-
works the structure and force transmission are intimately con-
nected, both arising from the underlying geometry of the crit-
ical manifold. This has implications for the possible states
that underconstrained networks can access. For example, sev-
eral researchers have looked at emergent alignment of stress
in underconstrained networks that are strained to the critical
point [37–39]. In future work we plan to study how the geom-
etry of the critical manifold makes aligned structures highly
probable.

Underconstrained networks also differ from overcon-
strained networks in that their vibrational spectrum is sepa-
rated into two distinct groups. There are “longitudinal” modes
that involve first-order deformations to the members of the
network and whose behavior are thus determined in part by
material properties, and there are “transverse” modes (the lin-
ear zero modes) which are governed by geometry alone. It has
been shown that in ordered networks with sufficient symme-
tries, these populations of modes can be completely decoupled
[40]. The geometric stress parameterization gives a frame-
work for searching for such states in a disordered network,
which would then have interesting vibrational behaviour.

Mechanical networks have been trained to exhibit auxetic
behavior [41, 42] as well as specific allostery-inspired re-
sponses [41]. However, as these learning methods rely on
the rigidity of the network, most studies of physical learn-
ing algorithms in mechanical networks have focused on over-
constrained networks. The geometric stress parameterization
should be very helpful in implementing learning rules and
global gradient descent that optimize desired objective func-
tions in underconstrained networks, and may therefore accel-
erate research on physical learning in such systems.
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VII. SUPPLEMENTAL MATERIALS

A. Generating Random Underconstrained Networks

In the main text, we compared the emergent properties of
four different populations of critical configurations of 2 di-
mensional periodic central-force networks. These networks
were initially generated by making a Voronoi tessellation us-
ing the algorithm in the Qhull library implemented in SciPy.
The sets of points used to produce the Voronoi diagrams were
generated by a random sequential addition procedure. The
coordinates of the points are chosen randomly from a unit
square one at a time, and each successive point is accepted
only if it further than a distance r away from all previously
accepted points. Varying the threshold distance r changes the
total number of points that can be placed.

We use this procedure to produce networks that experience
full rigidity percolation under strain when all edges are given
similar rest lengths, in order to compare them with the fully
rigid critical configurations obtained from the geometric stress
parameterization. If the seed points for the Voronoi tessella-
tion are chosen purely randomly, the resulting networks have
large fluctuations in the density of vertices, and regions with
higher density then become rigid at a larger critical strain than
low-density regions when all edges have similar rest lengths.

Once the Voronoi tessellation has been generated, giving us
a network with Nv vertices and Nb = 3Nv/2 edges, we de-
scribe the underlying graph structure with the incidence ma-
trix. After choosing an arbitrary orientation for each edge, the
incidence matrix gωi is given by

gωi =






+1 if vertex i is the head of edge ε

→1 if vertex i is the tail of edge ε

0 else
(49)

If the µ = x, y coordinate of vertex i = 1, .., Nv is xiµ, we
can write the µ component of the vector along edge ε as

Lωµ =
∑

i

gωixiµ + bωµ, (50)

where bωµ encodes the periodic boundaries as shown in Fig-
ure 8. The light blue interior edges have bωµ = 0, while the
dark blue edges that cross the periodic boundary have non-
zero bωµ. For example, the edge connecting the principle
domain to the periodic copy directly to the right would have
bωµ = [S, 0] where S is the linear dimension of the periodic
box, which we take to be S =

↔
Nb so that the area of the

box scales with the number of vertices and edges. If we want
to apply an affine deformation Aµε to the network, we can
simply apply it to the boundary term: bωµ ⇒ Aµεbωε .

B. Analytic Expressions

1. Deriving Rigidity, Geometric Response, and Prestress Matrices

We can now derive the expressions for the geometric re-
sponse matrix and the prestress matrix by taking derivatives

FIG. 8. A) A small periodic network. Light blue edges connect
two vertices within the principle domain, with their periodic copies
in light green. Dark blue edges connect vertices in different peri-
odic copies, crossing the periodic boundary (periodic copies shown
in dark green). B) The same network with all vertices placed at the
same point, demonstrating the boundary term bεµ.

of the quantity hω = L2
ω/2.

Rh
ωiµ =

ϑhω

ϑxiµ
=

1

2

∑

ε

ϑL2
ωε

ϑxiµ
=

∑

ε

ϑLωε

ϑxiµ
Lωε

= gωiϖµεLωε = gωiLωµ, (51)

Piµjε =
∑

ω

ϱh
ω

ϑ2hω

ϑxiµϑxjε
=

∑

ω

ϱh
ω

ϑ

ϑxjε
(gωiLωµ)

=
∑

ω

ϱh
ωgωigωjϖµε = Pijϖµε . (52)

As an illustrative example, let us derive these matrices for
the Hookean constraint fω = Lω → ωω:

R̃ωiµ =
ϑf̃ω
ϑxiµ

=
ϑLω

ϑxiµ
=

1

2Lω

ϑL2
ω

ϑxiµ
Lωε = gωi

Lωµ

Lω
, (53)

P̃iµjε =
∑

ω

ςω
ϑ2f̃ω

ϑxiµϑxjε
=

∑

ω

ςω
ϑ

ϑxjε

(
gωi

Lωµ

Lω

)

=
∑

ω

ςωgωi

(
1

Lω

ϑLωµ

ϑxjε
→

Lωµ

L2
ω

ϑLω

ϑxjε

)

=
∑

ω

ςω
Lω

gωigωjϖµε →
ςω
L3
ω

LωµgωigωjLωε

= Piµjε →

∑

ω

R̃ωiµςωR̃ωjε . (54)

Since R and R̃ are identical up to a rescaling of the rows
by Lω, they have the same right nullspace, so the linear zero
modes are exactly the same. The prestress matrix derived
from the Hookean constraint P̃ is the same as the prestress
matrix of the squared lengths up to an additional term that de-
pends on the rigidity matrix. However, because the rigidity of
the network is determined by the projection of the prestress
matrix onto the subspace of linear zero modes (which are by
definition in the nullspace of R), this extra term adds no new
information about the rigidity of the network.
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2. Geometry of the Critical Manifold

In order to calculate total derivatives of an objective func-
tion, we need to write the derivatives of the geometric stress
parameterization. Let us write the bond vector Lϑµ as a func-

tion of ϱh
ω using the geometric stress parameterization:

Lϑµ =
∑

i

gϑixiµ + bϑµ (55)

=
∑

i

gϑi




∑

jϖ

→
(
P↑1

)
ij
gϖjϱ

h
ϖ bϖµ



+ bϑµ (56)

= →

∑

ijϖ

gϑi
(
P↑1

)
ij
gϖjϱ

h
ϖ bϖµ + bϑµ, (57)

where by P we mean the non-zero Nv ⇑ Nv block Pij =∑
ω ϱh

ωgωigωj of the full 2Nv⇑2Nv prestress matrix Piµjε =
Pijϖµε . Taking a derivative with respect to ϱh

ω gives

ϑLϑµ

ϑϱh
ω

=
ϑ

ϑϱh
ω



→
∑

ijϖ

gϑi
(
P↑1

)
ij
gϖjϱ

h
ϖ bϖµ + bϑµ



 (58)

=
∑

ijklϖ

gϑi
(
P↑1

)
ij

ϑPjk

ϑϱh
ω

(
P↑1

)
kl
gϖlϱ

h
ϖ bϖµ →

∑

ij

gϑi
(
P↑1

)
ij
gωjbωµ (59)

=




∑

ij

gϑi
(
P↑1

)
ij
gωj








∑

klϖ

gωk
(
P↑1

)
kl
gϖlϱ

h
ϖ bϖµ



→




∑

ij

gϑi
(
P↑1

)
ij
gωj



 bωµ (60)

= →




∑

ij

gϑi
(
P↑1

)
ij
gωj







→
∑

klϖ

gωk
(
P↑1

)
kl
gϖlϱ

h
ϖ bϖµ + bωµ



 = →




∑

ij

gϑi
(
P↑1

)
ij
gωj



Lωµ, (61)

where we have used the standard matrix identity

ϑ

ϑx
P↑1 = →P↑1 ϑP

ϑx
P↑1. (62)

Now we can write the derivative of the squared lengths hϑ =
L2
ϑ/2:

ϑhϑ

ϑϱh
ω

=
∑

µ

Lϑµ
ϑLϑµ

ϑϱh
ω

(63)

= →

∑

µ

Lϑµ




∑

ijµ

gϑi
(
P↑1

)
ij
gωj



Lωµ. (64)

Since the geometric response matrix is Rh
ωiµ = gωiLωµ, we

can further write this as the matrix product

ϑhϑ

ϑϱh
ω

= →


RhP↑1RhT



ωϑ
. (65)

Then
∑

ϑ ϱ
h
ϑ(ϑhϑ/ϑϱh

ω) must vanish because ϱh
ϑ is guaran-

teed to be in the left nullspace of Rh. As discussed in the

main text, the columns of this matrix span the tangent space
of the critical manifold hϑ(ωh) at the current configuration, so
this implies that the geometric stress is normal to the critical
manifold.

We can also calculate the second fundamental form of the
critical manifold, which describes the local curvature and is
given by

IIϑϖ =
∑

ω

ϑ2hω

ϑsϑϑsϖ

ϱh
ω

|ωh|
=

1

|ωh|
(V TBV )ϑϖ , (66)

where sϑ are the Nb→1 stereographic coordinates as described
in the main text and ϱh

ω/|ω
h
| is the local unit normal vector

for the manifold. Defining Vωϑ := ϑϱh
ω/ϑsϑ we have

IIϑϖ =
1

|ωh|

∑

ς↽

ϑϱh
ς

ϑsϑ

(
∑

ω

ϱh
ω

ϑ2hω

ϑϱh
ς ϑϱ

h
↽

)
ϑϱh

↽

ϑsϑ
(67)

=
1

|ωh|
(V TBV )ϑϖ , (68)

where Bϑϖ =
∑

ω ϱh
ω(ϑ

2hω/ϑϱh
ϑϑϱ

h
ϖ ) satisfies the interest-

ing equality
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Bϑϖ =
∑

ω

ϱh
ω

ϑ2hω

ϑϱh
ϑϑϱ

h
ϖ

=
∑

ω

ϱh
ω

ϑ

ϑϱh
ϑ


→RhP↑1RhT



ωϖ
(69)

= →

∑

ω

ϱh
ω

(
ϑRh

ϑϱh
ϑ

)
P↑1RhT +Rh

(
ϑP↑1

ϑϱh
ϑ

)
RhT +RhP↑1

(
ϑRhT

ϑϱh
ϑ

)

ωϖ

(70)

= →

∑

ijµ

∑

ω

ϱh
ω


ϑ

ϑϱh
ϑ

(gωiLωµ)


(
P↑1

)
ij
gϖjLϖµ =

∑

ijµ

∑

ω

ϱh
ωgωi


ϑLωµ

ϑϱh
ϑ


(
P↑1

)
ij
gϖjLϖµ (71)

=
∑

ijµ

∑

ω

ϱh
ωgωi


∑

kl

gωk
(
P↑1

)
kl
gϑlLϑµ


(
P↑1

)
ij
gϖjLϖµ (72)

=
∑

ljµ

(gϑlLϑµ)


(
P↑1

)
kl

(
∑

ω

ϱh
ω gωigωk

)
(
P↑1

)
ij


(gϖjLϖµ) (73)

=
∑

ljµ

Rh
ϑlµ

(
P↑1PP↑1

)
lj
Rh

ϖjµ =

RhP↑1RhT



ϑϖ
=

ϑhϑ

ϑϱh
ϖ

, (74)

using Eqs. 65 & 64 and the fact that by definition the geomet-
ric stress ϱh

ω is in the nullspace of the geometric response ma-
trix Rh. So for the critical manifold the matrix B determines
both the local curvature through the second fundamental form
as well as the gradients ϑhϑ/ϑϱh

ϖ , which give the local tan-
gent space and hence the metric.

3. Elastic Moduli at the Rigidity Transition

We want to write the elastic moduli of a network as a simple
function of the network configuration Lωµ and the geometric
stress ϱh

ω in order to take derivatives and perform gradient de-
scent. Consider a global affine deformation I + ↼Aµε , which
changes the boundary term and the bond vectors as

ϑbωµ
ϑ↼

=
∑

ε

Aµεbωε (75)

ϑLωµ

ϑ↼
=

∑

ε

AµεLωε , (76)

which results in a change to the squared lengths hω =∑
µ L

2
ωµ/2

ḣ :=
ϑhω

ϑ↼
=

∑

µ

Lωµ
ϑLωµ

ϑ↼
=

∑

µε

LωµAµεLωε . (77)

The elastic modulus associated with this deformation can be
calculated as

µA =
1

V

d2E
d↼2

=
1

V

(
ϑ2E

ϑ↼2
→!TH↑1!

)
, (78)

where V is the system volume (or area for 2D systems). The
first term contains the contributions from the affine motions of
the system, while the second term accounts for the non-affine

relaxation that occurs in order to achieve force balance. H =
ϑ2E/ϑxiϑxj is the Hessian matrix and !i = ϑ2E/ϑxiϑ↼
contains the unbalanced forces that appear as a result of the
affine deformation. Note that H↑1 should be understood as
the pseudo-inverse of H , which projects out any zero modes.
Let us calculate these quantities at the second order rigidity
transition, where a self-stress exists but the prestress is zero
(ϑE/ϑhω = 0). First the affine term:

ϑ2E

ϑ2↼
=

ϑ

ϑ↼

(
∑

ω

ϑE

ϑhω

ϑhω

ϑ↼

)
(79)

=
∑

ωϑ

ḣω
ϑ2E

ϑhωϑhϑ
ḣϑ +

∑

ω

ϑE

ϑhω

ϑ2hω

ϑ↼2

= ḣTKḣ,

where ḣω = ϑhω/ϑ↼ gives the change in squared lengths if
the network due to the chosen affine deformation and Kωϑ =
ϑ2E/ϑhωϑhϑ is the matrix of modified stiffnesses. For a net-
work of Hookean springs with energy E =

∑
ω kω(Lω →

ωω)2/2 at zero prestress, this is a positive-definite diagonal
matrix: Kωϑ = kω/L2

ω ϖωϑ . Next, at the transition the Hes-
sian is given by just the Gram term

H = RhTKRh, (80)

and the non-affine forces are

!iµ =
ϑ2E

ϑ↼ϑxiµ
=

ϑ

ϑ↼

(
∑

ω

ϑE

ϑhω

ϑhω

ϑxiµ

)
(81)

=
∑

ωϑ

ϑhω

ϑxiµ

ϑ2E

ϑhωϑhϑ

ϑhϑ

ϑ↼
= (RhTKḣ)iµ.

Then the non-affine contribution to the elastic modulus is

!TH↑1! = ḣTKRh(RhTKRh)↑1RhTKḣ. (82)
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Since K is positive definite and diagonal we can scale it out
by defining

R̄ =
↔

KRh (83)

so that

!TH↑1! = ḣT
↔

KR̄(R̄T R̄)↑1R̄T
↔

Kḣ. (84)

If the network is not in a critical configuration then R (and
hence R̄) are full rank, which implies that

R̄(R̄T R̄)↑1R̄T = I (85)

so that

!TH↑1! = ḣTKḣ. (86)

Then if the network does not possess a self-stress, the affine
part of the elastic modulus is exactly cancelled by the non-
affine part so that all elastic moduli vanish. However, if a net-
work has any self-stresses then R and R̄ are not full rank, so
those directions get projected out of the non-affine term. As-
suming only a single geometric stress ω in the left nullspace
of R for simplicity, we have

R̄(R̄T R̄)↑1R̄T = I →
ω̄ω̄T

|ω̄|2
, (87)

where ω̄ =
↔
K

↑1
ω is in the left nullspace of R̄, since

R̄T ω̄ =

RhT

↔

K
↔

K
↑1

ω

= RhTω = 0. (88)

Then

!TH↑1! = ḣT
↔

K

(
I →

ϱ̄ϱ̄T

|ϱ̄|2

)
↔

Kḣ (89)

= ḣTKḣ→


ḣTω

2

ωTK↑1ω
(90)

= ḣTKḣ→

∑
ω ϱωḣω

2

∑
ω ϱ2

ω/Kωω
, (91)

so the full elastic modulus is

µA =
1

V

∑
ω ϱωḣω

2

∑
ω ϱ2

ω/Kωω
=

1

V

∑
ω ϱωḣω

2

∑
ω ϱ2

ωL
2
ω/kω

. (92)

C. Numerical Methods for Optimization and Random
Sampling on the Critical Manifold

1. Randomly Sampled Configurations

First, we sample the critical manifold by assigning random
rest lengths to the networks and subjecting them to a bulk vol-
umetric strain until they reach the critical manifold and be-
come rigid. We sample the rest lengths from a Gaussian dis-
tribution centered at ωω = 1 with standard deviation s = 0.3,

which was chosen to give the largest amount of variance in
rest lengths while ensuring the networks experience full rigid-
ity percolation at the critical strain.

Once the rest lengths are chosen, we uniformly rescale them
as ωω(↼) = ωω/(1 + ↼) (equivalent to a bulk expansion), in-
creasing the strain ↼ from 0 in steps of 0.01. We do this qua-
sistatically, where after each strain step we minimize the en-
ergy of the network E = 1/2

∑
ω(Lω → ωω)2. For this we

use the FIRE gradient descent algorithm, stopping the min-
imization once all components of the gradient ϑE/ϑxiµ are
less than a tolerance of 10↑16. We strain each network until
the total energy is at least 10↑4, then record the configuration
xiµ and the geometric stress ϱh

ω = (Lω → ωω)/Lω, which we
then normalize to

∑
ω(ϱ

h
ω)

2 = Nb in order to compare with
the geometric stresses used in the parameterization.

Rather than randomly assigning rest lengths to the edges,
we can uniformly sample in the space of positive-definite ge-
ometric stresses and use the geometric stress parameteriza-
tion to get the corresponding critical configurations. Since
geometric stresses are defined only up to an overall scal-
ing, we take each component of the geometric stress from
a standard normal distribution: ϱh

ω ↗ N (0, 1), which re-
sults in a uniform distribution over the hypersphere of unique
geometric stresses. To ensure the resulting critical configu-
rations are rigid, and to compare directly with the strained
configurations, we then take the absolute value of the geo-
metric stress (ϱh

ω ⇒ |ϱh
ω|), which is a uniform sample over

the positive definite orthant of geometric stress space. Once
the geometric stress is chosen, we form the prestress matrix
Pij =

∑
ω ϱh

ωgωigωj then remove the first row and column,
which eliminates the trivial zero mode by effectively pinning
the first vertex at the origin. We then perform an LU decompo-
sition on P and solve for the coordinates of the other vertices
using the geometric stress parameterization described in the
main text.

2. Optimized Configurations

We also generate four populations of critical configurations
by optimizing different objective functions (VL, V↼ , B0, G0)
over the space of geometric stresses. To optimize an objec-
tive function O(ωh) we use the FIRE gradient descent al-
gorithm, treating the geometric stress as the degrees of free-
dom, for which we need to calculate the gradient ϑO/ϑϱh

ω.
The normalization of the geometric stress is not relevant for
the parameterization, but we constrain the normalization to∑

ω |ϱh
ω|

2 = Nb so that each ϱh
ω is O(1) to prevent any numer-

ical issues. We stop the optimization when the magnitudes of
all components of the gradient are less than a threshold value
10↑12.
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