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Abstract—Y outh online safety is a critical concern for parents,
educators, behavioral health specialists, technologists, and
policymakers. Although the problem is relevant to this array
of diverse stakeholders, past research has been limited
primarily to parents and teens. Recent trends in Human-
Computer Interaction (HCI) research emphasize the need for
a holistic approach that bridges the gaps between these
myriad constituencies. These interdisciplinary efforts aim to
develop evidence-informed tools and policies that go beyond
outdated paradigms and simple access restrictions. This
article synthesizes the extant literature—from the evolving
understanding of the complex and nuanced risks youth face
online to the creation of automated risk detection solutions
using Artificial Intelligence (AI)—to elucidate this emerging
paradigm. This work contributes to the existing body of
knowledge in the field by elaborating the urgent need for
comprehensive research and collaborative strategies to
ensure young people can safely navigate and benefit from the
digital world.

Keywords—adolescent online safety, online risk detection,
Artificial Intelligence (AI), open innovation, Human-
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I. INTRODUCTION

Youth online safety is a top-of-mind topic for many
worldwide ranging from parents, teens, and educators to
behavioral health specialists, technologists, and
policymakers. In the popular press, journalists have
highlighted anecdotal evidence of social media harms
especially affecting vulnerable groups like young women
and girls [1] and the difficulties faced by policymakers and
regulators in addressing them [2]. At the same time,
academic studies have documented the complex decisions
faced by families and educators in selecting from the range
of software solutions aimed at combating the problem
while still allowing youth to benefit from the learning
opportunities the internet provides [3, 4]. Behavioral
health practitioners are keenly aware of the dangers the
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internet can pose but remain wary of interventions that
may inhibit youth from seeking mental health support [5].

Adding to the difficulty of finding a solution, until
recently most research on this subject has lacked a holistic
approach. The literature has focused on a limited number
of geographic areas, mainly the United States, with over
80% of the data self-reported by teens [6]. Less than 2% of
the analyzed data in peer-reviewed studies has come from
educators [7]. More than 85% of these studies provide only
a snapshot in time without longitudinal data [6]. Moreover,
researchers have often overlooked the intersection of
various risks, typically focusing on a single risk from a
narrow set, such as cyberbullying or exposure to
pornography. Nearly all existing software products
targeting this issue were developed without input from
youth and only rarely involved educators and child
psychologists [8]. There is a clear and urgent need for more
research and public policy initiatives in this area [9], as
well as for evidence-based tools that help young people
learn to navigate the increasingly online world safely.

Over the last few years, a new trend has emerged in the
Human-Computer Interaction (HCI) field that aims to
produce actionable, evidence-informed insights by
bridging the gap between primary (i.e., teens and parents)
and often-overlooked secondary (i.e., technologists,
behavioral health providers, educators, and policymakers)
stakeholders [10]. Ultimately, these integrated initiatives
should create better solutions, products, and policies that
help keep youth safer online while allowing them to take
advantage of the opportunities the internet offers. These
recent contributions to the literature underscore the value
of an interdisciplinary, multistakeholder approach to
addressing youth online safety that eschews dated notions
of so-called ‘stranger danger’ and goes beyond merely
blocking and restricting access to internet applications that
youth can easily circumvent [11].

In this article, we synthesize the research performed as
part of the Modus Operandi Safely (MOSafely)
project [12] and by others supporting this paradigm shift
away from single-stakeholder approaches to youth online
safety toward a more inclusive and diverse
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multistakeholder perspective. Specifically, this article
addresses:

e Evolving understanding of the risks youth face
online and the shift away from a single-
dimensional fear of online predators to broader
concerns about self-image, privacy, and peer
pressure that necessitates fresh approaches to
online risk detection.

Advances in the use of Artificial Intelligence (Al)
and Machine Learning (ML) to develop
sophisticated new automated tools and algorithms
for online risk detection and the practical and
ethical dimensions of their implementation.
Conceptualization of an open-source consortium
of primary and secondary stakeholders in the
youth online safety arena that leverages an open
innovation approach with shared governance.

Through this synthesis, we identify and describe the
additional avenues of inquiry this paradigm shift demands.
Advances in online risk detection algorithms necessitate an
increased focus on the ethical use of Al regarding youth,
particularly concerning how their data may be used (or not)
for training and improving these models. Correspondingly,
values-informed approaches, such as the UK’s Age-
Appropriate  Design Code and Value Sensitive
Design [13], should be integrated into a multistakeholder
approach to youth online safety, providing essential
frameworks for shaping policy initiatives that prioritize the
well-being and rights of young users. We conclude with a
discussion of how this work will ultimately require a
thoughtful integration of open innovation principles
underpinned by shared governance to ensure that all
stakeholder voices are heard and diverse perspectives,
informed by cultural differences, are respected.

II. UNDERSTANDING THE RISKS YOUTH FACE ONLINE

Today’s teens are deeply immersed in the digital world,
with the internet and especially social media platforms
playing a role in their daily lives. According to a study by
Pew in 2023, platforms like YouTube, TikTok, Snapchat,
and Instagram are the most widely used among U.S. teens,
with YouTube leading at a 93% usage rate among youth
aged 13 to 17 [14]. Despite concerns about the negative
impacts of social media on youth, the Pew survey noted
that nearly half of all teens report being online almost
constantly, a figure that has roughly doubled since 2014—
2015. This near-constant connectivity underscores the
integral role digital devices and the internet play in the
social and educational lives of adolescents. Demographic
factors—ranging from socioeconomic status to gender,
race, and ethnicity—also influence the patterns of internet
and social media use among teens with youth from lower
socioeconomic backgrounds reporting more frequent
internet usage than their more affluent counterparts. Both
the popular press and the academic literature well
document how the high rates of social media use among
teens and their almost continuous internet connectivity
have profound implications for their social interactions,
self-image, and mental health [15]. The extensive use of
platforms for both positive interactions and exposure to
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online risks calls for a nuanced approach to adolescent
online safety that balances the benefits of digital
engagement with the need to protect teens.

A. Changing Landscape of Risks Faced by Youth Online

The literature reveals a significant evolution over the
last decade in the understanding of the risks youth face
online. Initially, the primary concern centered around the
fear of online predators, so-called “stranger danger” [16].
However, this focus has broadened to encompass more
sophisticated issues such as self-image, privacy, and peer
pressure, and their relationship to the already widely
recognized online dangers youth encounter such as sexual
threats, cyberbullying, and exposure to inappropriate
content [17-20].

1) Intersection of sexual threats and self-image risks

With more of their lives taking place in the digital realm,
increasingly teens look to the internet as a place to explore
their natural curiosity about sex and discuss sexual
development and exploration with their peers [21]. As such,
sexual threats are a particular area of concern for
adolescents online. Although empirical evidence suggests
that greater online access to sexually explicit materials and
interactions is not driving youth to have sex earlier or more
often, teens’ online sexual interactions still expose them to
numerous other threats [22]. These interactions range from

consensual sexting with peers to non-consensual
solicitations and abuse [20] and can have severe
consequences, including emotional distress and

reputational damage [23].

Youth from especially vulnerable groups may face a
compounding of these issues. For example, many
LGBTQIA+ teens lack trusted sources for education about
sex as compared to their heterosexual peers [24], leading
them to rely on internet pornography and other sexually
explicit materials they can access for free online [25].
These teens may copy harmful behaviors they observe or
try sexual acts that appear pleasurable on screen but may
hurt them in real life [26, 27]. Even when these young
people have supportive families, their parents may not
have sufficient context or knowledge to educate their
LGBTQIA+ teens when it comes to same-sex
intimacy [28]. Encouragingly for those working to
mitigate these risks, the research shows that even if youth
are learning dangerous or harmful information from online
pornography (e.g., not using condoms), their subsequent
behavior is mitigated by having parents who talk to them
honestly about sex [29] and by accurate, nonjudgmental
educational content shared on social media [30].

Recent studies have drawn out the intersection of self-
image and sexual risks encountered by teens online, which
can have profound effects on their mental health and well-
being [31]. The pressures of maintaining a certain image
online may lead to risky behaviors by teens such as sexting
and the sharing of personal photos to fit in or gain approval
from peers [32]. This behavior, regardless of whether it
begins as consensual, can quickly turn risky when images
are shared without consent or used for extortive
purposes [33]. The burden teens feel to conform to peer
expectations and present an attractive image online can
push teens into compromising situations, further impacting
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their self-esteem and sense of security [23]. Social media
platforms like Instagram, TikTok, and Snapchat are
especially influential in shaping teens’ perceptions of
themselves, especially for young women [34]. These
platforms often feature idealized images and videos that
can lead to unrealistic expectations and comparisons.
According to Ali et al., the media shared in unsafe private
conversations often convey negative emotions, which can
exacerbate feelings of inadequacy and low self-esteem
among youth [21]. This constant exposure to curated and
often unattainable images can distort teens’ self-perception
and lead to body image issues and anxiety. These findings
showcase the interconnectedness of the types of risks
youth encounter online reinforcing the need for scholars
and practitioners to break free from the previously siloed
thinking noted by Pinter et al. [6].

2) Interaction between cyberbullying, self-image, and
privacy risks

Another significant risk that directly impacts self-image
is cyberbullying which involves deliberate, repeated, and
hostile behavior using digital technology to harm others,
often manifesting through threatening messages, spreading
rumors, or sharing private information without
consent [35]. Often, cyberbullying incidents revolve
around personal appearance and social status, which are
critical aspects of adolescent self-image [36]. Victims of
cyberbullying may experience severe emotional distress,
leading to depression, anxiety, and even suicidal
thoughts [37] across globally diverse populations of
teens [38]. Additionally, the damaging comments and
public shaming inherent in cyberbullying leave lasting
scars on a young person’s self-worth and identity [39]. The
intersection and simultaneous occurrence of these risks
make them particularly concerning for social service
providers working with teens [40].

Cyberbullying not only targets the recipient’s emotional
well-being but also their sense of privacy, as sensitive
information can be widely disseminated, leading to
significant psychological distress [38]. Privacy violations
are a significant aspect of cyberbullying, as perpetrators
may share or threaten to share personal photos and
information without consent [41]. As young people
navigate the path from childhood and adulthood, privacy
can become a tension between youth and their adult
caregivers making the mitigation of these risks challenging
from a sociotechnical perspective [42, 43]. Although the
field of youth online safety has focused its attention
primarily on the recipients of cyberbullying, emerging
research shows that adolescents who engage in
cyberbullying may be driven by their own depression or
poor self-image [44].

3) Involvement of peer pressure and exposure to
inappropriate online material

Exposure to inappropriate material is another key risk
for youth online, especially multimedia-based platforms
like YouTube and TikTok, despite their popularity, can
expose youth to content that is not age-appropriate or
harmful [45]. Church et al. [46] described interdisciplinary
studies showing that the algorithms driving these
platforms often prioritize profit-enhancing engagement
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over safety, leading to the dissemination of risky content
to youth. When it comes to explicit content, strangers can
be risky, but so can peers.

Youth report experiencing peer pressure to share
sexually explicit content, opening them up to other online
risks [20]. Hartikainen et al. [47] showed that youth are
more likely to succumb to peer pressure to send sexual
material online when the request comes from someone
they are romantically interested in. Peer pressure may also
be present as a protective factor in instances where teens
provide support and encouragement for their peers to
disengage from potentially harmful online sexual
interactions [48]. Relatedly, Park ez al. [49] showed that
although the messages contained sexually explicit visuals
or texts or both that were targeted toward the participant,
they did not perceive them as risky since the messages
were sent from their friends for fun. The authors argued
that it might be beneficial for youth if they can ignore and
are not adversely impacted by humorously framed explicit
content exchanged between friends. At the same time,
being insensitive to such content may lead youth to be in
high-risk situations in the future. As such, existing
literature indicates the need for interventions to empower
youth to help them set safety boundaries and deal with
risks that occur with peers.

B. Implications for Online Risk Detection

Shifts in understanding the online risks faced by
youth—from a narrow focus on online predators to broader
concerns about self-image, privacy, and peer pressure—
call for innovative approaches to online risk detection.
Research indicates that the interconnectedness and
diversity of these risks necessitate the development of new
tools for online risk detection, as traditional methods may
fall short in addressing the complex digital dangers teens
encounter [50]. Considering how peer pressure affects
risky behaviors, how privacy breaches amplify emotional
distress, and how self-image issues influence online
activities can enhance the effectiveness of future risk
detection technologies. Both AI- and ML-based
technologies show the potential to detect and mitigate
teens’ exposure to inappropriate material [51, 52]. These
technologies, when designed with a focus on context and
user feedback, can play a crucial role in creating safer
online environments for adolescents. Simultaneously, this
underscores the need for nuanced detection systems that
can differentiate between consensual and non-consensual
interactions and provide appropriate interventions [32].

Paradoxically, increased awareness of the myriad risks
youth face in their online activities has simultaneously
given rise to a more nuanced view of online interactions.
Rather than seeing them simply as potential risks, there is
an emerging view that they can serve as opportunities for
positive learning and resilience-building [53]. This
perspective encourages the design of online safety
mechanisms that are developmentally appropriate and
empower adolescents rather than merely restrict their
activities [11]. Cultural awareness and intentional
inclusion of diverse communities are also critical to the
success of future risk detection and intervention efforts in
youth online safety. Ongoing research into and
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development of online risk detection tools should consider
the needs of particularly vulnerable and at-risk
youth [54, 55] and look to incorporate the perspectives of
youth who have experienced cyberbullying and other
online harms [36]. The internet and social media are
central to the lives of modern teens, shaping their
communication, entertainment, and even their identity
formation. The continuous evolution of these digital
environments necessitates innovative research and
adaptive strategies to support the healthy development of
youth in an increasingly connected world.

III. ADVANCES IN ONLINE AUTOMATED RISK DETECTION

As the literature bears out, current approaches to youth
online safety often rely on parental controls and
monitoring which can overwhelm parents with excessive
information and invade teens’ privacy [3]. Largely, these
solutions are ineffective because existing risk detection
algorithms generally fail to consider the context of online
interactions, providing confusing feedback to users when
innocuous situations are flagged as crises [32]. These
challenges with current approaches reveal the need for
more sophisticated, context-aware Al systems that can
discern the nature of different interactions and tailor
responses accordingly. The emergent research considers
how advanced Al techniques, such as Natural Language
Processing (NLP) and computer vision, can more
accurately identify and respond to risky behavior while
better protecting privacy [23, 51, 52]. Moreover,
integrating human feedback into these systems ensures
that Al interpretations align with real-world experiences
and ethical considerations [56—58]. Such improvements
are critical for creating a safer online environment that
respects the autonomy and developmental needs of teens
while effectively managing potential risks. In this section,
we examine recent advances in the field related to ethical
data collection, development of cutting-edge risk detection
models built on youth-labeled ground-truth data, the real-
world implications of these new systems with teens, and
evolving approaches to balancing privacy and safety.

A. Ethical Data Collection

Collecting and curating the large amounts of
trustworthy data required to train effective AI models (i.e.,
ground-truth data) is a mammoth task that requires careful
management of significant ethical, legal, and regulatory
considerations [59]. The collection of social media data
from teens for AI risk detection systems presents
numerous challenges, particularly when the data includes
sensitive or illegal content like sexually explicit images.
To address these issues responsibly, researchers may
implement leading practices [60]:

e nvolve teens in the permission process. In
addition to obtaining parental consent, researchers
may request teen assent to empower teens with
greater control over their data.

o Allow teens to label data proactively. To avoid
retraumatizing teens, researchers may allow them
to self-identify experiences of harassment without
time pressure.

e Anonymize data from the outset. Special care must
be taken to protect privacy in the digital realm.
Beyond standard practices of not publishing
Personally  Identifiable Information  (PII),
researchers should ensure that messages or
postings are not quoted directly if they can be
searched online. Usernames should be replaced
with anonymous, randomly generated IDs at the
point of data collection.

These steps ensure that the development and application
of Al tools respect the privacy and psychological well-
being of teen participants.

B.  State-of-the-Art Risk Detection Models Using
Ground-Truth Data Labeled by Youth

Beyond the ethics of data collection, recent research has
also examined both the different types of data available for
training Al (e.g., social media trace data, metadata) and
ways of enhancing the labeling of the data (e.g.,
incorporating first-person perspectives) to help improve
automated risk detection algorithms [36, 48, 61]. Working
from the front end, these human-centered design
approaches to data collection for algorithm training
purposes not only contribute to teens’ sense of agency in
the process but also serve to make the datasets more
ecologically valid [62]. Alsoubai et al. [32] used an ML
model trained on a manually labeled dataset of 45,955
posts from teens on a peer support platform to accurately
identify examples across the spectrum of sexual
interactions, from consensual sexting to sexually abusive
situations encountered by youth online with a high degree
of'accuracy, recording an average Area Under the Receiver
Operating Characteristic (ROC) Curve (AUC) of 0.90.
This work uncovered key patterns related to teens’ online
sexting behaviors. For example, existing systems tend to
treat any mention of homosexuality as explicit leading to a
conflation of identity and behavior. Often, this results in a
system flagging interactions which may instead be positive
instances of peers encouraging or supporting one. The
findings of this research can sophisticate future risk
detection algorithms.

Ali et al. [21] were able to separate regular images from
screenshots in a sample of private Instagram messages
labeled by the youth participants themselves, allowing the
researchers to better understand and characterize the
images shared. Notably, the study found that media in
unsafe conversations typically featured images of people
and expressed negative emotions, whereas media in safe
conversations conveyed positive emotions and more
frequently included objects. Conversation length, an
example of trace data, proved a consistent indicator of
unsafe conversations, as they were typically shorter in
duration, indicating that young users tend to withdraw
from interactions that they perceive as unsafe. Applying
this approach to the images themselves, Park et al. [51]
concluded that vision transformers are effective at
identifying complex image characteristics (e.g., personally
targeted versus humor) for the purposes of automated risk
detection and classification.
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C. Evaluation of Real-World Implications with Teens

Human-centered design plays an important role in
developing Al systems for monitoring and protecting
vulnerable populations, like teens, while safeguarding
their desires for privacy and confidentiality [55].
Exemplifying this approach, researchers developed the
MOSafely dashboard which incorporates feedback from
teen users directly into the Al learning process, allowing
the system to continuously improve and adapt based on
real-world use by youth [63].

Further evidencing the value of a human-centered
design approach, research has shown that focusing on real-
world user needs helps to identify and fill gaps in current
technologies [56]. Integrating human insights into Al
development can facilitate model interpretability and
promote fairness, helping to mitigate biases that could
impact automated detection outcomes. Likewise, drawing
on theoretical frameworks from the social sciences can
improve Al models by refining data annotation and feature
selection based on understanding behavioral patterns
associated with online risks [64]. Grounding this
technology work in the ethical principles of fairness,
accountability, and transparency is important for
establishing and maintaining public trust in the solutions
and ensuring the systems are both effective and equitable.
Building on this foundation, innovative applications like
Virtual Reality (VR) and Augmented Reality (AR) avatar-
based therapy sessions have demonstrated how immersive,
human-centered technology can support adolescents
directly [65]. Leveraging Al-driven avatars to guide teens
in recognizing and discussing online issues, these VR
sessions offer a simulated 3D space where youth may feel
more comfortable sharing personal experiences, such as
cyberbullying [66]. By aligning Al and VR with ethical
principles such as faimess and accountability, these
approaches can both bolster public trust and provide
adolescents with meaningful, practical support for
navigating real-world challenges [67].

D. Balancing Privacy and Safety

As social media companies, like Meta, move to adopt
end-to-end encryption for private communications across
applications popular with youth, like Instagram, the data
currently relied on for risk detection will be unavailable,
raising concerns among youth online safety
advocates [68]. Taking up the challenge to find new data
points to use as indicators of potential online risk for youth,
Ali et al. [52] tested various features including metadata,
linguistic cues, and image analysis to identify risky
conversations. Findings indicated that metadata, especially
engagement duration, effectively predicted risks.
Contrastingly, linguistic and media cues better
differentiated the types of risks. These insights suggest
design strategies for Al-based risk detection systems that
can operate effectively under encryption constraints,
contributing to more nuanced and youth-centric
approaches in the field of adolescent online safety.
Additionally, the shift towards using metadata respects
user privacy by relying on less invasive data, aligning with
broader ethical standards in digital communication.
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Al-based automated risk detection systems have the
potential both to keep youth safer in their online
interactions and to be misused by malicious actors. For
instance, such systems could be exploited to aggregate
illicit content for pornographic websites or the
darknet [69]. Additionally, the data these systems identify
as risky could be targeted by hackers. To prevent the
potential misuse or reverse engineering of algorithms
designed to detect online risks for adolescents, researchers
recommend taking steps like not making the algorithms
open source and carefully monitoring the system to ensure
only authorized personnel access it [60].

IV. TOWARD A MULTISTAKEHOLDER SOLUTION

The research into the evolving understanding of the
risks faced by youth online and the ongoing innovation in
automated online risk detection systems accentuates the
need for collaborative efforts across various fields,
including HCI, social science, policy, regulatory, and
others, to develop comprehensive and effectual solutions.
Historically, both researchers and technology companies
have centered their work on parents and teens as the
primary stakeholders in youth online safety [4].
Technology companies have looked to address youth
online safety by focusing on parental control software
aimed at blocking, restricting, and reporting teens’ online
activities directly to parents [70, 71]. Although effective at
mitigating certain risks, the approaches create unintended
consequences that may harm youth, especially those in
vulnerable environments like foster care [55]. Newer
research has started to look beyond parents and teens, as
the primary stakeholders, and consider the benefits and
challenges of incorporating secondary stakeholders (e.g.,
teen  behavioral  health  specialists, educators,
policymakers) into the process of designing and
implementing youth online safety solutions [12].

Despite some recently documented successes with teen-
led data donation for research, academics often must rely
on the largesse of social media companies for access to
their information [62]. This tenuous relationship between
researchers and industry players could be partially
mediated by clear and cogent regulations from the
government and other policy-making bodies related to
privacy and data security [72]. Collaboration between
these stakeholders might also serve to build trust with
parents, teens, and the public who may be wary of the
intentions of purely commercial enterprises when it comes
to the collection and use of youths’ data. Amidst these
dynamics, the role of Social Service Providers (SSPs)
becomes increasingly significant. SSPs, who are directly
engaged with the welfare of youth, can act as crucial
intermediaries between the digital technologies designed
by researchers and the real-world applications that affect
young users [73].

By collaborating with policymakers and researchers,
SSPs can ensure that the development and implementation
of online risk detection tools are not only effective but also
align with the ethical standards and trust required to protect
vulnerable youth populations [74]. This collaboration can
enhance the practicality and acceptance of such tools,
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ensuring they serve the intended protective purposes
without compromising the trust and safety of the youth
they aim to safeguard. At the same time, as the use of Al-
powered online risk detection systems grows, researchers
and technologists should look to incorporate insights and
feedback from SSPs, many of whom have expressed
reservations about these automated systems [40]. SSPs
concerns stem from the potential lack of resources and
qualified personnel needed to effectively respond to alerts
generated by these systems, as well as fears that relying on
Al could undermine the trust they’ve built with youth.
Although there appears to be consensus in the literature
about the need for such an open and accessible community,
current initiatives are largely siloed by stakeholder
group [12]. Led by a team of scholar-practitioners, the
Modus Operandi Safely (MOSafely) project [63] is an
example of a new initiative that seeks to convene a
collaborative network of youth online safety primary and
secondary stakeholders. This consortium intends to
include a diverse group of constituents including
academics, industry experts, SSPs, and government
officials, among others. Proposed as an open-source
project, participants in the consortium will make their
contribution of code and methodologies publicly available
with the belief that this approach will accelerate innovation
while also promoting transparency, which is vital for
building trust among users, policymakers, and other
stakeholders. This commitment to transparency reflects
lessons learned from the literature about providing ways to
verify the equity and effectiveness of the developed tools.
As the project progresses, it will require ongoing
integration of a wide range of voices and respect for
diverse perspectives, which are essential given the cultural
differences that can influence perceptions of online safety
and privacy [75]. Thoughtful approaches to governance,
particularly shared governance, will also help to manage
the expectations and contributions of different
stakeholders, ensuring that the project remains aligned
with its core goals. Highlighting the imperative of
interdisciplinary cooperation in this process, collaborative
decision-making models from organizational leadership
psychology [76] will likely play a role in facilitating group
functioning over the long term. In this way,
multistakeholder solutions like the MOSafely project can
foster innovation and trust while also creating a sustainable
and inclusive framework that adapts to the evolving digital
landscape and the needs of its diverse stakeholders and
delivers on its promise to help keep youth safer online.
Fig. 1 presents a five-step conceptual framework for
establishing a multistakeholder collaborative network
dedicated to enhancing youth online safety through the
integration of Al, software, AR, and VR technologies. We

propose establishing a multidisciplinary steering
committee, bringing together representatives from
academia, industry, social services, government,

education, parent and youth groups, and experts in Al,
software, and AR/VR. This committee would crystallize
the consortium’s mission, objectives, and governance
structure, with a focus on positioning these technologies as
core components of the initiative. As a next step, the
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committee would oversee the creation of an open-source
platform to facilitate collaborative development, providing
a shared space where stakeholders can contribute code, Al
models, AR/VR applications, methodologies, and
resources, thus fostering innovation and progress across
disciplines. With a collaborative workspace established,
the next phase would engage stakeholders to form
specialized working groups focused on areas like Al and
software development, AR/VR applications, policy
advocacy, education, and ethical considerations, with
specific tasks and milestones to foster structured and
measurable outcomes. The steering committee would also
convene a task force to implement ethical guidelines to
promote data privacy, consent, and responsible use of
these technologies. To ensure transparency, all
contributions and decisions would be publicly accessible
and validated through peer review. Finally, we envision
the consortium piloting Al, software, and AR/VR tools in
real-world settings, refining solutions based on user
feedback, and scaling its efforts globally with support from
international stakeholders. Collaborative efforts with
government officials and other regulators would help align
policy development with our innovations.

Establish a Multidisciplinary Steering Committee

I
Develop an Open-Source Platform for Collaborative
Al, Software, AR, and VR Development
\
Engage Stakeholders and Form Specialized Working
Groups
Implement Ethical Guidelines and Promote
Transparency

Develop, Test, and Scale Al, Software, AR, and VR

Solutions

Fig. 1. Five-step implementation plan for a collaborative network
enhancing youth online safety through Al, software, AR, and VR
technologies.

V. CONCLUSION

Youth online safety is a critical issue that affects a broad
range of stakeholders, including parents, educators,
behavioral health specialists, technologists, and
policymakers. Prior research has largely concentrated on
the perspectives of parents and teens, but recent
advancements in HCI underscore the necessity of a more
holistic approach that connects these groups and adapts to
the continuously evolving digital landscape. This
comprehensive approach requires interdisciplinary
collaboration to create evidence-based tools and policies
that transcend traditional paradigms and basic content
restrictions. The MOSafely project and similar initiatives
highlight the potential of emerging technologies—such as
VR and AR—to enhance online safety tools. By
integrating Al-driven VR and AR applications, we can
create immersive, user-centered environments that not
only educate but also allow youth to practice safe digital
behaviors in realistic, simulated contexts. Building on the
five-step conceptual framework proposed here, this article
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synthesizes existing literature on the complexities of
online risks faced by youth and discusses the development
of innovative automated risk detection solutions using Al
and ML. These findings reinforce the pressing need for
sustained, collaborative research and an interdisciplinary
approach, ensuring youth can explore and benefit from the
digital world while being supported by robust, adaptable
safety measures.
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