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ABSTRACT
The Adaptive Variable Rate (AVR) task model defines a task where

job WCET and period are a function of engine speed. Motivated

by a lack of tractable AVR task demand methods, this work uses

predefined job sequences for the Bounded Precedence Constraint

Knapsack Problem inherent in AVR task demand calculation in-

stead of enumerating all considered speeds as in existing work.

A new, exact approach is proposed and approximated, enabling

the derivation of a Fully Polynomial Time Approximation Scheme

that outperforms the state-of-the-art in runtime (7,800x improve-

ment) and RAM use (99% reduction) with less than 8% demand

overestimate.

CCS CONCEPTS
• Computer systems organization → Embedded software;
Real-time system specification.
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1 INTRODUCTION AND MOTIVATION
This research aims to add demand characterization tools to the real-

time community toolbox for the effective deployment of real-time,

safety-critical cyber-physical systems (CPSs). CPSs are defined by

the tight integration of physical dynamics, computation, and control

[46]. In these systems, Model Based Systems Engineering (MBSE) is

used to construct a system model and implementation [41, 51]. Ex-

ample MBSE tools include PRISM [40] and UPPAAL [2, 53]. When

mapping computational loads to real-time tasks, conventional task

models (e.g., periodic and sporadic [42, 45]) do not always align

with the modeled CPS and cause overprovisioning. Consider vari-

able sampling rate systems like wearable devices which increase
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Figure 1: Relevant piston/crankshaft angles for AVR tasks

sampling frequency when user activity is detected [3, 16, 18], Brush-

less DC (BLDC) motors whose control sampling increases with

speed [30–32, 35], or satellite magnetorquers whose actuation fre-

quency increases with positional error [14, 15]. Using a periodic

task to model the workload with the highest possible frequency

(e.g., during activity in the wearable, at high speed in the BLDC

motor controller, or high positional error in the satellite) is a safe,

valid configuration. However, this results in overprovisioning when

the actual sampling frequency is smaller. This inefficiency mani-

fests whenever the system is not operating at maximum frequency.

Ideally, custom task models are created during MBSE to mitigate

overprovisioning. These models require specialized schedulability

analysis tools (e.g., response time analysis, utilization bounds) to

allow predictable mingling with other tasks. One tool is the demand

bound function, which offers an algorithm-agnostic upper bound

on computational workload.

Consider an Engine Control Unit (ECU) in modern internal com-

bustion engine (ICE) vehicles in which a task releases a job each

time the piston reaches Top Dead Center within the cylinder bore,

as illustrated in Figure 1. In an ICE, pistons are connected to a

crankshaft rotating at a given speed (hereafter engine speed). As
engine speed increases, release frequency increases and vice versa.

Each job has an associated Worst-Case Execution Time (WCET)

which corresponds with engine speed as illustrated in Figure 2.

Finding the maximum computational workload over some time

interval using this model is inherently difficult since engine accel-

eration (and deceleration) allow an infinite number of job release

sequences [8]. This problem is further complicated by changing

task parameters [43, 47] where demand recharacterization occurs

repeatedly during operation or where Design Space Exploration

(DSE) is performed offline, testing hardware-software combinations

for feasible systems (e.g., [1, 26, 37]).
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1.1 Related Work
The original engine model was proposed as the Rhythmic Task

Model [39]. Further investigation was spurred by Buttle [13]. The

Rhythmic Task Model was then adopted via Adaptive Variable Rate

(AVR) [6, 11] and Variable Rate Behavior (VRB) [17, 22] models.

Varied task models and parameter assumptions can be reviewed

in Feld et al. [20] and Shambharkar et al. [50]. Since job interarrival

time depends on engine speed and acceleration, different accelera-

tion assumptions are explored (e.g., constant acceleration between

speeds [8, 9, 11], maximum acceleration between modes [25], and

variable acceleration between speeds [5, 44]).

Existing analysis for variable-rate tasks cover utilization [12, 25],

response time [9, 10, 19, 21, 23, 48], interference [22, 49] and demand

characterization [5, 8, 44]. Existingworks also examine variable-rate

tasks under EDF [8, 12, 25, 29, 44], Fixed Priority [11, 19, 21–23, 48],

and Dynamic Priority [7].

To our knowledge, the only exact demand characterizations for

variable period engine models are Biondi et al. [8], Mohaqeqi et

al. [44] and Bijinemula et al. [5]. All other works provide a dif-

ferent analysis (see above). Of the near-peer, exact demand char-

acterization works, only two allow variable acceleration between

job releases: Mohaqeqi et al. [44] and Bijinemula et al. [5] – both

AVR-based works. The former uses a search technique based on

the Digraph Real-Time model [52] while the latter formulates and

solves the problem as a Bounded Precedence Constraint Knapsack

Problem (BPCKP) [24, 36] - yielding faster runtimes.

Despite its relative speed, the BPCKP approach is a precision-

sensitive, numeric method (i.e., increasing precision greatly in-

creases runtime and memory use), making it intractable when task

parameters change online and demand must be recalculated fre-

quently (e.g., Connected Autonomous Vehicles changing WCET

to engine speed ratios online [43, 47]) or when system designers

employ DSE to quickly generate hardware-software combinations

to test feasibility in advance (e.g., [1, 26, 37]). To provide a more

tractable solution, we seek an approximation of AVR task demand.

Fortunately, existing approximations of AVR demand via utiliza-

tion are found in Guo and Baruah [25] and by applying Stigge et

al.’s concept of the “most dense cycle” [52]. Guo and Baruah offer a

speedup factor proof to bound the maximum “wasted” processor

capacity at 13% for AVR tasks. However, this bound does not hold

when the maximum AVR task utilization is large. Moreover, a linear

approximation using Stigge et al.’s digraph-based “most dense cycle”

can result in over 40% overestimation (see Appendix for both ex-

amples). To mitigate overestimation and pursue tractable runtime,

we consult existing BPCKP approximations.

Given that the BPCKP approach offered by Bijinemula et al. is a

knapsack problem variant [5], existing knapsack approximations

appear as obvious solutions. For context, Keller et al. cover the

knapsack problem and variants thereof [38]. Ibarra and Kim [33]

give a Fully Polynomial Time Approximation Scheme (FPTAS) for

the 0-1 knapsack problem for which Vazirani [54] offers a simplified

version. Ibarra and Kim [34] also define and solve the MAXPROFIT

problem, a knapsack variant where precedence-constrained pro-

cesses must be scheduled to maximize profit over a time interval.

Already, the MAXPROFIT problem is very similar to computing

maximum AVR task demand. Garey and Johnson formalize this

Figure 2: WCET vs. Engine Speed adapted from [11]

MAXPROFIT problem generally as the Partially Ordered Knapsack

(POK) and prove its NP-Completeness [24]. Although NP-Complete,

POK with precedence constraints in tree form admits pseudopolyno-

mial runtime per Johnson and Niemi’s [36]. Thankfully, the BPCKP

approach does produce a precedence graph as an out-tree. However,

the approach leaves input parameters in terms of kinematic values

(e.g., engine speed, acceleration). In other words: the BPCKP out-

tree is not bounded by the problem size (i.e., the number of modes).

Instead, the out-tree is bounded by the engine speed, acceleration,

and interval size values. Thus, the FPTAS offered by Johnson and

Niemi is insufficient without a kinematic-independent approach.

1.2 Contributions and Outline
To improve AVR task demand tractability, this work contributes:

(1) a BPCKP AVR task demand formulation which is polynomial

in kinematic parameters (Sections 3 and 4),

(2) an exact dynamic programming solution and FPTAS for the

above demand formulation (Section 5 and 6), and

(3) a comparison of the proposed FPTAS against the state-of-the-

art, exact AVR task demand approach (Section 7) yielding

over 7800x runtime improvement with less than 8% demand

overestimate and 99% RAM usage reduction.

The following section covers the preliminary background, a formal

problem statement, and a solution overview. The remaining sections

cover the contributions above in the order listed.

2 PRELIMINARY BACKGROUND
This section presents the fundamentals of the AVR task model,

relevant kinematic equations, and the BPCKP. It concludes with a

formal problem definition and solution overview.

2.1 The AVR Task Model
First introduced by Biondi et al. [11], the Adaptive Variable Rate task

model defines a real-time task with a variable period designed for

engine control. In ICEs, linearly traveling pistons drive a rotating

crankshaft [27, 28]. Shown in Figure 1, a piston reaches Top Dead

Center (TDC) when the crankshaft angle is 𝜃 = 0
◦
. In the AVR

model, jobs are released each time the piston reaches TDC — once

per revolution. Thus, engine speed dictates release frequency such

that lower speed increases job interarrival time and higher speed

decreases job interarrival time. The AVR model also has discrete
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Figure 3: Speed pattern not limited by 𝜔𝑚 , adapted from [5]

modes with job WCET non-increasing with engine speed given by:

C = {𝑐1, 𝑐2, . . . , 𝑐𝑚} | 𝑐𝑖 ∈ Z+1 , 𝑐𝑖 > 𝑐𝑖+1∀𝑖 ∈ Z
𝑚
1

(1)

where 𝑐𝑖 is the WCET in microseconds (𝜇𝑠), 𝑐1 is the largest WCET

of any mode as shown in Figure 2, and𝑚 = |C| is the number of

modes
1
. The boundary speeds at which the modes change are:

Ω = {𝜔0, 𝜔1, 𝜔2, . . . 𝜔𝑚} (2)

where 𝜔𝑚 is the maximum speed. The WCET of any speed is then:

𝐶 (𝑠) =
{
𝑐1 if 𝑠 = 𝜔0

𝑐𝑖 if 𝜔𝑖−1 < 𝑠 ≤ 𝜔𝑖
(3)

where 𝑠 is the speed in revolutions per minute (rpm). Note the first

case handles the slowest possible speed, 𝜔0, which has WCET 𝑐1.

To properly calculate the minimum interarrival time (MIAT)

for an AVR task, the maximum acceleration, 𝛼+, and maximum
deceleration, 𝛼− , of the engine must be defined. These values may

be symmetric (i.e., in Bijinemula et al. [5]) or asymmetric (i.e., in

Mohaqeqi et al. [44]). For this work, the AVR task parameters are:

𝑇𝑎𝑣𝑟 = (𝑚,C,Ω, 𝛼+, 𝛼−) (4)

where acceleration is symmetric (𝛼+ = −𝛼−) 2.

2.2 Kinematic Definitions
In the AVR model, engine speed is measured and jobs are released

at TDC. Since the piston is TDC once per revolution, the rotational

distance between two consecutive job releases is strictly 𝜃 = 1

revolution. The following kinematic equations relate MIAT, engine

speed, and distance. The equations are provided in Mohaqeqi et al.

and Bijinemula et al. [5, 44] and derivable from kinematic equations

(e.g., [56]). Figures 3 and 4 illustrate the two possible speed versus

time graphs of variable acceleration producing MIAT as calculated

by equations below. In these figures, the green, yellow, and red lines

have slopes 𝛼+, zero, and 𝛼− respectively.

The distance traveled under uniform acceleration from starting

speed, 𝜔𝑖 , to ending speed, 𝜔 𝑗 , using acceleration 𝛼+ is:

𝜃 (𝜔𝑖 , 𝜔 𝑗 ) =
𝜔2

𝑗
− 𝜔2

𝑖

2𝛼+
(5)

1
We let Z𝑏𝑎 = {𝑥 ∈ Z | 𝑎 ≤ 𝑥 ≤ 𝑏}, Z+𝑎 = Z+∞𝑎 , and R𝑏𝑎 = {𝑥 ∈ R | 𝑎 ≤ 𝑥 ≤ 𝑏}
2
Assuming symmetry simplifies underlying kinematics, maintains problem intuition,

and allows FPTAS comparison without converting extant work to support asymmetry.

Figure 4: Speed pattern limited by 𝜔𝑚 , adapted from [5]

The MIAT between two speeds with variable acceleration is:

𝑇 (𝜔𝑖 , 𝜔 𝑗 ) =

√︃
2𝜔2

𝑗
+ 4𝛼+ + 2𝜔2

𝑖
− 𝜔 𝑗 − 𝜔𝑖

𝛼+
(6)

During variable acceleration (e.g., Figure 3), a peak speed is reached

while accelerating from 𝜔𝑖 to 𝜔 𝑗 and is given by:

𝜔𝑝 (𝜔𝑖 , 𝜔 𝑗 ) =

√︄
𝜔2

𝑖
+ 2𝛼+ + 𝜔2

𝑗

2

. (7)

When peak speed exceeds 𝜔𝑚 , Equation 6 is unusable (𝜔𝑚 cannot

be exceeded). Instead, the speed pattern in Figure 4 with MIAT:

𝑇𝑝 (𝜔𝑖 , 𝜔 𝑗 ) =
𝜔𝑚 − 𝜔𝑖
𝛼+

+
𝜔2

𝑖
− 2𝜔2

𝑚 + 𝜔2

𝑗

2𝛼+𝜔𝑚
+ 1

𝜔𝑚
+
𝜔𝑚 − 𝜔 𝑗
𝛼+

(8)

is used. Incorporating the dependency on peak speed gives the

MIAT between any two speeds in microseconds
3
:

𝑇 (𝜔𝑖 , 𝜔 𝑗 ) =
{
𝑇 (𝜔𝑖 , 𝜔 𝑗 ) · 6.0 × 107 if 𝜔𝑝 (𝜔𝑖 , 𝜔 𝑗 ) ≤ 𝜔𝑚
𝑇𝑝 (𝜔𝑖 , 𝜔 𝑗 ) · 6.0 × 107 otherwise.

(9)

Note these equations require speeds to be within one revolution of

one another (i.e., 𝜃 (𝜔𝑖 , 𝜔 𝑗 ) ≤ 1).

2.3 Speed Sequences and Demand
SinceWCET is determined by engine speedmeasured at TDC (when

jobs are released), an in-order WCET sequence is equivalent to a

sequence of engine speeds, a speed sequence, written as:

𝑆 = (𝑠1, 𝑠2, . . . , 𝑠𝑛) | 𝑠𝑖 ∈ R𝜔𝑚

0
∀ 𝑖 ∈ Z𝑛

1
(10)

where 𝑠1 is the starting speed and 𝑠𝑛 the ending speed.

Recall our goal is to maximize the demand (and thus WCET)

over some interval. With speed sequences, our goal is now to find

the speed sequence which maximizes WCET over some interval.

However, engines have minimum and maximum accelerations (𝛼−

and𝛼+) meaning not every speed is reachable in one revolution from
every other speed. To explain, we simplify the reachable definition

in Bijinemula et al. [5]: 𝑠𝑏 is reachable from 𝑠𝑎 if

√︃
𝑠2𝑎 + 2𝛼− ≤

𝑠𝑏 ≤
√︃
𝑠2𝑎 + 2𝛼+. By definition, a speed is reachable from itself.

Putting our original goal in context: since not every pair of speeds

is reachable, not every speed sequence is kinematically feasible (i.e.,
not every sequence can be produced by an ICE without exceeding

acceleration limits). If we let S be the set of all speed sequences,

3
One minute is 6.0 × 10

7 𝜇𝑠
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then SF ⊂ S is the set of all kinematically feasible sequences such

that any two consecutive speeds in 𝑆 ∈ SF is reachable:

𝑆 ∈ SF =⇒
√︃
𝑠2
𝑖
− 2𝛼+ ≤ 𝑠𝑖+1 ≤

√︃
𝑠2
𝑖
+ 2𝛼+ ∀ 𝑖 ∈ Z𝑛−1

1
(11)

Thus, we are only interested in finding a feasible sequence that

maximizes demand over an interval. If we restrict our analysis to

SF, then the MIAT of 𝑆 ∈ SF (as derived in previous works) is:

𝑇 (𝑆) =


∑ |𝑆 |−1
𝑥=1

𝑇 (𝑠𝑥 , 𝑠𝑥+1) +𝑇 (𝑠 |𝑆 | , 𝑠 |𝑆 | ) if |𝑆 | > 1

𝑇 (𝑠 |𝑆 | , 𝑠 |𝑆 | ) if |𝑆 | = 1

0 if |𝑆 | = 0

(12)

where 𝑠 |𝑆 | = min(𝜔𝑚,
√︃
𝑠2|𝑆 | + 2𝛼

+) and the term 𝑇 (𝑠 |𝑆 | , 𝑠 |𝑆 | ) gives
the MIAT of the last job release while accelerating maximally.

To conclude this section, we restate the demand of 𝑆 ∈ SF:

𝐷 (𝑆) =
{∑

𝑠∈𝑆 𝐶 (𝑠) if |𝑆 | ≥ 1

0 if |𝑆 | = 0.
(13)

In this work, we assume 𝐷 (𝑆) ≤ 𝑇 (𝑆) ∀ 𝑆 . Practically, this means

WCET values are such that utilization cannot exceed one - an

assumption consistent with existing AVR task sets [5, 11, 44, 49]. We

now describe the AVR task demand problem, the existing BPCKP-

based approach, and present our solution.

2.4 The AVR Task Demand Problems
The AVR task demand problem covered in prior works is as follows:

• Given an AVR task, 𝑇𝑎𝑣𝑟 , with𝑚 modes and an interval, 𝛿 ,

find an algorithm, E, to calculate the exact maximum demand

that can be generated over an interval of size 𝛿 .

In this work, we focus on the approximation variation:

• Given an AVR task, 𝑇𝑎𝑣𝑟 , with𝑚 modes and an interval, 𝛿 ,

find an FPTAS,A, to approximate the exact maximum demand

that can be generated over an interval of size 𝛿 .

To be an FPTAS,A, given a fixed 𝜖 > 0, must have a runtime polyno-

mially bounded in the number of modes,𝑚, and
1

𝜖 while producing

demand at most (1 − 𝜖) times the exact maximum demand.

2.5 AVR Task Demand as a BPCKP
Bijinemula et al. view AVR task demand as a BPCKP [5] since not

all speeds are reachable from one another – creating precedence

constraints among speeds. These constraints are represented as

an out-tree with vertices as speeds and edges linking reachable

speeds. Figure 5 illustrates one such tree. In the BPCKP approach,

interarrival times are viewed as “weight”, WCET as “profit”, and

the demand window 𝛿 as “capacity”. The resulting formulation has

𝑂 ( 𝑗 ·𝑀𝛿 ) decision variables where 𝑗 is the number of unique speeds

and𝑀𝛿 the maximum number of jobs over interval 𝛿 . Per [5, 44],

𝑗 = 𝑂 (𝑚 · 𝜔
2

𝑚−𝜔2

0

2𝛼+ ) unique speeds must be considered. Furthermore,

since utilization cannot exceed one and the smallest WCET 𝑐𝑚 = 1,

we know𝑀𝛿 = 𝑂 (𝛿). Therefore,𝑂 (𝑚 · 𝜔
2

𝑚−𝜔2

0

2𝛼+ ·𝛿) decision variables
exist. This is dependent on values of kinematic parameters (𝜔0, 𝜔𝑚 ,

and 𝛼+) — making an FPTAS for this BPCKP impossible since an

FPTAS must be polynomial in only the problem size (𝑚) and 1/𝜖 .

2.6 Solution Overview
To solve the approximation AVR task demand problem, we provide

an exact dynamic programming solution dependent on𝑚 and 𝛿 . An

FPTAS of the exact solution is then provided without pseudopoly-

nomial dependence on 𝛿 using three components:

(1) a BPCKP formulation using predefined speed sequences that

is polynomial in𝑚 and 𝛿 ,

(2) an exact dynamic programming solution pseudopolynomial

in𝑚 and 𝛿 , and

(3) a three-part approximation of the exact solution that is poly-

nomial in𝑚, 𝛿 , and 1

𝜖 .

This gives the desired FPTAS polynomially bounded in𝑚 and
1

𝜖 .

3 PREDEFINED SEQUENCES
To cover predefined speed sequences (PDSes), we differentiate the

set and sequence notation. Unordered sets use conventional nota-

tion (e.g., 𝑆 = {𝑎, 𝑏, 𝑐}) and operators (e.g., ∪ and ∩). Sequences use
parenthesis and a concatenation operator (++) as follows:

Let a sequence be given by 𝑆 = (𝑠1, 𝑠2, . . . , 𝑠𝑛) or by iterative

construction as in 𝑆 = (𝑘)𝑛
𝑘=0

= (𝑠1 = 0, 𝑠2 = 1, . . . , 𝑠𝑛+1 = 𝑛)
Furthermore, let us define a concatenation operation, ++, as follows:
𝑆𝑎 ++ 𝑆𝑏 = (𝑎1, 𝑎2, 𝑏1, 𝑏2) ⇐⇒ 𝑆𝑎 = (𝑎1, 𝑎2), 𝑆𝑏 = (𝑏1, 𝑏2) which
also functions iteratively as: ++𝑛

𝑥=1
𝑆𝑥 = 𝑆1 ++ 𝑆2 ++ · · · ++ 𝑆𝑛 . With this

notation, we now cover predefined speed sequences.

Recall that our goal is to find the speed sequence 𝑆 which maxi-

mizes demand 𝐷 (𝑆) over the interval 𝛿 (i.e., 𝑇 (𝑆) ≤ 𝛿). Given an

AVR task,𝑇𝑎𝑣𝑟 , there are infinitely many sequences to consider [43].

Fortunately, previous works identify dominant sequences [5, 8, 10],
a subset of SF which provably maximize demand compared to peers.

Thus, these are the only sequences that must be searched to find

one maximizing demand. A dominant sequence 𝑆 must:

(1) begin at a boundary speed (i.e., 𝑠1 ∈ 𝑆 ⊂ Ω), AND
(2) use variable acceleration to reach a boundary speed OR use

constant maximum acceleration to reach the next speed (i.e.,

(𝑠𝑖+1 ∈ Ω) ∨ (𝑠𝑖+1 =
√︃
𝑠2
𝑖
+ 2𝛼+)).

Hereafter, let SD ⊂ SF be the set of all dominant sequences.

The BPCKP approach models dominant sequences as an out-tree

- shown in Figure 5. Note for simplicity of presentation, any node

in this tree representation may act as a terminal node as in [5].

Unfortunately, this representation makes the number of nodes

pseudopolynomial in kinematic parameters (i.e., 𝑂 (𝑚 · 𝜔
2

𝑚−𝜔2

0

2𝛼+ · 𝛿)
from earlier), preventing the formation of an FPTAS.

To avoid this, consider condensing the out-tree from Figure 5

into the recursive tree in Figure 6. Consecutive nodes with the same

speed (e.g., 𝜔𝑖 ) could be combined into a single node representing

a desired number of repetitions. For example, let:

(𝜔𝑖 )𝑟⟳ =

{
(𝜔𝑖 )𝑟𝑘=1 if 𝑟 > 0

∅ otherwise

(14)

give a repeating sequence of 𝜔𝑖 , a Repeating Boundary (RB) se-

quence. We then condense repeating 𝜔𝑖 into a set of (𝜔𝑖 )𝑟⟳ nodes -

one for each possible value of 𝑟 .
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Figure 5: An example BPCKP out-tree adapted from [5]
with root 𝜔1 where 𝜔

𝑦
𝑥 is the 𝑦th speed reached via max

acceleration (i.e., 𝜔
𝑦
𝑥 =

√︃
𝜔2

𝑥 + 2𝛼+𝑦 where 𝜔0

𝑥 = 𝜔𝑥 ), 𝑘𝑧 is defined

such that 𝜔𝑧 is reachable from 𝜔
𝑘𝑧
𝑥 (e.g. a sequence accelerating

from boundary 𝜔1 to 𝜔2 is 𝑆 = (𝜔0

1
, 𝜔1

1
, . . . , 𝜔

𝑘2
1
)), and 𝛼+ denotes

max acceleration while 𝛼± denotes variable acceleration.

Figure 6: A condensed, recursive speed sequence tree

Similarly, consecutive nodes representing maximum acceleration

could also be combined. We could let:

(𝜔𝑖 ) 𝑓↗ =


(√︃
𝜔2

𝑖
+ 2𝛼+ (𝑘 − 1)

) 𝑓
𝑘=1

if 𝑓 ∈ Z𝑅 (𝑖,𝑚)
1

∧ 𝑖 ∈ Z𝑚−1
1

∅ otherwise

(15)

give a speed sequence generated by accelerating maximally for

𝑓 revolutions (i.e., job releases), a Maximum Acceleration (MA)

sequence. Note that no speed is returned when 𝑖 = 𝑚 as speeds

cannot exceed𝜔𝑚 and (𝜔𝑚)𝑟⟳ can produce any number of repeated

𝜔𝑚 speeds, if necessary. 𝑅(𝑖, 𝑗), defined below, gives the number

of job releases required to accelerate maximally from 𝜔𝑖 to 𝜔 𝑗 .

Requiring 𝑓 ≤ 𝑅(𝑖,𝑚) prevents sequences exceeding 𝜔𝑚 from

being produced. The subtraction by one makes the sequences start

with 𝜔𝑖 in the MA PDS definition. The release count is then:

𝑅(𝑖, 𝑗) =
{⌈
𝜃 (𝜔𝑖 , 𝜔 𝑗 )

⌉
if 0 < 𝑖 < 𝑗 ≤ 𝑚

0 otherwise

(16)

AnMA sequencemay also end such that another boundary speed

is reachable from the last MA sequence speed (e.g., 𝜔
𝑘𝑧
𝑖

in Figure 5).

We refer to this special case of MA sequence as a Next Boundary
sequence in Figure 6 and represent it as:

(𝜔𝑖 )𝑧Ω =

{
(𝜔𝑖 )𝑅 (𝑖,𝑧 )↗ if 𝑖 ∈ Z𝑚−1

1
∧ 𝑧 ∈ Z𝑚

𝑖+1
∅ otherwise .

(17)

Finally, to simplify presentation we define a PDS combining RB

and MA sequences (hereafter RB-MA sequences):

Ω
𝑟,𝑓

𝑖
= (𝜔𝑖 )𝑟⟳ ++ (𝜔𝑖 )

𝑓

↗ (18)

Note that when 𝑓 = 𝑅(𝑖, 𝑧) the MA sequence is equivalent to (𝜔𝑖 )𝑧Ω
per Equation 17. Thus, any dominant sequence producible by the

BPCKP out-tree (Figure 5) is producible by the condensed, recursive

out-tree (Figure 6) and representable as series of Ω
𝑟,𝑓

𝑖
PDSes.

To illustrate why, consider the following cases. The pink path in

the BPCKP tree produces the sequence 𝑆 = (𝜔1, 𝜔
1

1
, . . . , 𝜔

𝑘2
1
). In the

condensed, recursive tree, an equivalent path is highlighted in pink.

Using the RB-MA definition, this equivalent sequence is: Ω
0,𝑅 (1,2)
1

=

(𝜔1)0⟳ ++ (𝜔1)𝑅 (1,2)↗ = ∅ ++ (𝜔1)2Ω = (𝜔1, 𝜔
1

1
, . . . , 𝜔

𝑘2
1
). Note that

although the pink path in the BPCKP tree stops at𝜔
𝑘2
1
, alternatively

it could expand to include 𝜔2 as an RB sequence or may continue

as an MA sequence. The same property is true for the recursive tree

representation in which the recursive root ∅2 is highlighted as the

recursive roots alow for another RB-MA sequence beginning at 𝜔2

to follow. This mapping of the 𝜔
𝑘𝑧
𝑖

speeds to recursive roots allows

for the concatenation of multiple RB-MA sequences in the recursive

tree just as the original BPCKP tree representation allows sequences

to arrive at and then proceed from new boundary speeds. This

concatenation uses the variable acceleration referenced in Figure 5

and visualized in Figures 3 and 4 thus allowing the condensed tree

to incorporate variable acceleration.

The gold path in the BPCKP tree produces the sequence 𝑆 =

(𝜔1, 𝜔1, 𝜔
0

1
, 𝜔1

1
). In the condensed, recursive tree, an equivalent

path is highlighted in gold as well. This equivalent sequence can be

described with the RB-MA definition as: Ω2,2
1

= (𝜔1)2⟳ ++ (𝜔1)2↗ =

(𝜔1, 𝜔1, 𝜔
0

1
, 𝜔1

1
). Unlike the pink path, this sequence terminates at

𝜔1

1
. This is also true in the recursive tree where the sequence ends

at a terminal leaf (instead of a recursive root).

The demand and MIAT of Ω
𝑟,𝑓

𝑖
is then 𝐷 (Ω𝑟,𝑓

𝑖
) and 𝑇 (Ω𝑟,𝑓

𝑖
),

respectively. With this condensed representation, we now create

the PDS-based BPCKP.

4 AVR TASK DEMANDWITH PDSES
A new AVR Task Demand BPCKP is now presented where decision

variables represent PDSes and a solution gives our desired result:

themaximumdemand over an interval 𝛿 . The function𝐵(x), defined
later, constructs a speed sequence producing maximum demand.

Let 𝐺𝑃 = (𝑉𝑃 , 𝐴𝑃 ) be a precedence constraint graph where 𝑉𝑃

represents the set of all Ω
𝑟,𝑓

𝑖
for all possible combinations of 𝑖, 𝑟 , 𝑓

as vertices and𝐴𝑃 represents the set of all PDS pairs that form valid,

dominant sequences as edges. That is, let ((𝑖, 𝑟𝑖 , 𝑓𝑖 ), ( 𝑗, 𝑟 𝑗 , 𝑓𝑗 )) ∈ 𝐴𝑃
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indicate 𝑆 = (Ω𝑟𝑖 ,𝑓𝑖
𝑖
++ Ω𝑟 𝑗 ,𝑓𝑗

𝑗
) ∈ SD. The new BPCKP is then:

maximize

𝑥

𝑚∑︁
𝑖=1

𝑅𝛿∑︁
𝑟=0

𝐹𝛿∑︁
𝑓 =0

𝐷 (Ω𝑟,𝑓
𝑖
) · 𝑥𝑟,𝑓

𝑖
(19)

subject to 𝑇 (𝐵(x)) ≤ 𝛿 (20)

𝑅𝛿∑︁
𝑟=0

𝐹𝛿∑︁
𝑓 =0

𝑥
𝑟,𝑓

𝑖
≤ 1 ∀ 𝑖 ∈ Z𝑚

1
(21)

((𝑖, 𝑟𝑖 , 𝑓𝑖 ), ( 𝑗, 𝑟 𝑗 , 𝑓𝑗 )) ∈ 𝐴𝑃

∀ 𝑥𝑟𝑖 ,𝑓𝑖
𝑖

= 1 | 𝑥𝑟 𝑗 ,𝑓𝑗
𝑗

= 𝑁 (𝑥𝑟𝑖 ,𝑓𝑖
𝑖
). (22)

where 𝑥
𝑟,𝑓

𝑖
indicates whether Ω

𝑟,𝑓

𝑖
is in the solution sequence, 𝐵(x),

defined later, concatenates selected PDSes into one, contiguous

speed sequence, and 𝑁 (𝑥𝑟,𝑓
𝑖
) gives the next selected PDS in order

of index 𝑖 . Formally, 𝑁 (𝑥𝑟,𝑓
𝑖
) = 𝑥𝑟 𝑗 ,𝑓𝑗

𝑗
| 𝑗 > 𝑖 ∧ 𝑥𝑟 𝑗 ,𝑓𝑗

𝑗
= 1 ∧ �𝑘 | 𝑖 <

𝑘 < 𝑗 ∧ 𝑥𝑟𝑘 ,𝑓𝑘
𝑘

= 1.

The objective function, Equation 19, specifies maximal demand

where the terms 𝑅𝛿 and 𝐹𝛿 refer to the maximum RB and MA se-

quence length in time 𝛿 , respectively. Since 𝛿 and C are expressed in

microseconds (𝜇𝑠) and the smallestWCET is 𝑐𝑚 , the maximum num-

ber of job releases that fit in any interval of size 𝛿 is ⌊𝛿/𝑐𝑚⌋. Thus,
𝑅𝛿 = 𝐹𝛿 = ⌊𝛿/𝑐𝑚⌋. Since the smallest 𝑐𝑚 value is one, 𝑅𝛿 = 𝐹𝛿 = 𝛿

is a safe upper bound
4
. Equation 20 requires all jobs have deadlines

within 𝛿 . Equation 21 requires at most one PDS per mode to enforce

condensing repeating boundaries (e.g., a solution having 𝑥
2,0
1

= 1

and 𝑥
4,0
1

= 1 is equivalent to 𝑥
6,0
1

= 1 since Ω2,0
1
++ Ω4,0

1
= Ω6,0

1
).

Equation 22 requires solutions to honor precedence constraints

from graph 𝐺𝑃 (i.e., the solution is a dominant sequence). Specifi-

cally, the 𝑁 (𝑥𝑟,𝑓
𝑖
) term forces selected PDSes, concatenated in order

of index, to honor precedence constraints of 𝐴𝑃 .

To construct the solution, let x be the array 𝑥
𝑟,𝑓

𝑖
. The sequence

formed from the x is:

𝐵(x) = 𝑚++
𝑖=1

𝛿++
𝑟=0

𝛿++
𝑓 =0
𝑏 (𝑥𝑟,𝑓

𝑖
) | 𝑏 (𝑥𝑟,𝑓

𝑖
) =

{
Ω
𝑟,𝑓

𝑖
if 𝑥

𝑟,𝑓

𝑖
= 1

∅ otherwise.

(23)

Since this formulation uses PDSes represented by Ω
𝑟,𝑓

𝑖
, the number

of unique PDSes (i.e., vertices of 𝐺𝑃 ) is 𝑂 (𝑚𝛿2) as 𝑖 is at most𝑚

while 𝑟 and 𝑓 are at most 𝛿 . We now have a BPCKP independent

of kinematic terms (e.g., 𝜔0, 𝛼
+
, or 𝜔𝑚) — a foundation for the FP-

TAS. Moreover, this formulation does not require pre-computation

of PDSes - simply iteration through 𝑖, 𝑟 , 𝑓 values (as opposed to

individual speeds as in [5]).

5 AN EXACT DEMAND CALCULATION
This section begins with notation for sets of PDSes. We then es-

tablish the AVR task demand calculation’s optimal substructure.

An exact, recursive dynamic programming solution with pseudo-

polynomial runtime is then introduced.

4
A large 𝛿 greatly increases problem size. This is true for prior work [5] (as evident by

the experiments section) and a necessary weakness for a kinematic-agnostic BPCKP.

Practical limitations (e.g., 𝑐𝑚 » 1) make execution tractable without approximation.

5.1 PDS Subset Notation
To discuss optimal substructure, we introduce restricted set nota-

tion. Let SΩ,i be the set of PDSes which begin with speed 𝜔𝑖 (i.e.,

SΩ,i ⊂ SD | ∀𝑆 ∈ SΩ,i, 𝑠1 = 𝜔𝑖 ), SbΩ be the set of PDSes which

produce at least 𝑏 demand (SbΩ ⊂ SD | ∀𝑆 ∈ SbΩ, 𝐷 (𝑆) ≥ 𝑏), and S
b
Ω,i

be the set of PDSes which begin 𝜔𝑖 and produce at least 𝑏 demand

(SbΩ,i ⊂ (SΩ,i ∩ S
b
Ω) | ∀𝑆 ∈ S

b
Ω,i, 𝑆 ∈ (SΩ,i ∩ S

b
Ω)).

5.2 Proof of Optimal Substructure
To provide a foundation for the dynamic programming solution,

proof of the demand calculation’s optimal substructure is presented.

In the following proof, 𝑆∗
𝑖,𝑏

denotes an optimal speed sequence

(i.e., 𝑆∗
𝑖,𝑏

gives the MIAT of all PDSes beginning with 𝜔𝑖 and pro-

ducing demand at least 𝑏). More formally, 𝑆∗
𝑖,𝑏
∈ SbΩ,i | 𝑇 (𝑆

∗
𝑖,𝑏
) ≤

𝑇 (𝑆 ′) ∀𝑆 ′ ∈ SbΩ,i). Additionally, the symbol⇝ denotes any addi-

tional PDSes that may or may not be present (i.e., the trailing end

of a sequence not relevant to the proof).

Lemma 1 (AVR Task Demand Optimal Substructure). Given
an AVR task 𝑇𝑎𝑣𝑟 with 𝑚 modes and boundary speeds Ω, if 𝑆∗

𝑖,𝑏
=

(Ω𝑟𝑖 ,𝑅 (𝑖,𝑥 )
𝑖

++ Ω𝑟𝑥 ,𝑓𝑥𝑥 ⇝), then (Ω𝑟𝑥 ,𝑓𝑥𝑥 ⇝) is necessarily optimal (i.e.,

(Ω𝑟𝑥 ,𝑓𝑥𝑥 ⇝) = 𝑆∗
𝑥,𝑏𝑟

where 𝑏𝑟 = 𝑏 − 𝐷 (Ω𝑟𝑖 ,𝑅 (𝑖,𝑥 )𝑖
)).

Proof. Suppose 𝑆∗
𝑖,𝑏

= (Ω𝑟𝑖 ,𝑅 (𝑖,𝑥 )
𝑖

++ Ω𝑟𝑥 ,𝑓𝑥𝑥 ⇝). We claim the

subsequence (Ω𝑟𝑥 ,𝑓𝑥𝑥 ⇝) is also optimal (i.e., (Ω𝑟𝑥 ,𝑓𝑥𝑥 ⇝) = 𝑆∗
𝑥,𝑏𝑟

where 𝑏𝑟 = 𝑏 − 𝐷 (Ω𝑟𝑖 ,𝑅 (𝑖,𝑥 )𝑖
)). To prove so, suppose ∃𝑆 ′ = Ω

𝑟𝑥 ′ ,𝑓𝑥 ′
𝑥 ′

such that 𝐷 (𝑆 ′) ≥ 𝑏 −𝐷 (Ω𝑟𝑖 ,𝑅 (𝑖,𝑥
′ )

𝑖
) ∧𝑇 (Ω𝑟𝑖 ,𝑅 (𝑖,𝑥

′ )
𝑖

++𝑆 ′) < 𝑇 (𝑆∗
𝑖,𝑏
).

We have a contradiction, since either 𝑆∗
𝑖,𝑏

is optimal orΩ
𝑟𝑖 ,𝑅 (𝑖,𝑥 ′ )
𝑖

++𝑆 ′
is optimal. Thus, there is an optimal substructure in which 𝑆∗

𝑖,𝑏
may

be constructed with 𝑆∗
𝑥,𝑏𝑟

where 𝑥 > 𝑖 . □

By this lemma, an optimal speed sequence having MIAT with de-

mand at least 𝑏 may be constructed only by considering all possible

subsequent PDSes beginning with indices from 𝑖 + 1 to𝑚 as part

of the sequence 𝑆∗
𝑖,𝑏
. That is, to produce 𝑆∗

𝑖,𝑏
requires solving 𝑆∗

𝑥,𝑏𝑟

where 𝑏𝑟 = 𝑏 − 𝐷 (Ω𝑟𝑖 ,𝑅 (𝑖,𝑥 )
𝑖

) for all 𝑥 ∈ Z𝑚
𝑖+1. Using this strategy,

the dynamic programming solution is presented.

5.3 Dynamic Programming Solution
To make the dynamic programming solution, let 𝑇 (𝑖, 𝑏) be:

𝑇 (𝑖, 𝑏) = min

𝑆∈𝑆 (𝑖,𝑏 )
𝑇 (𝑆) | 𝑆 (𝑖, 𝑏) =

𝑖⋃
𝑥=1

SbΩ,x (24)

where𝑇 (𝑖, 𝑏) gives theMIAT of all sequences in 𝑆 (𝑖, 𝑏). The function
combines sets of SbΩ,x, sequences which begin with 𝜔𝑖 and produce

demand at least 𝑏, by iterating through all boundary speeds. It-

erating through all boundary speeds starting with 𝜔𝑖 tests each

boundary as a possible starting point when generating demand 𝑏.

With all sets aggregated, 𝑇 (𝑖, 𝑏) finds the sequence with MIAT and

demand at least 𝑏.
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We now recursively define SbΩ,i for dynamic programming:

SbΩ,i =



∅ if 𝑏 ≤ 0

Ω𝑟,0𝑚 | 𝑟 = ⌈ 𝑏𝑐𝑖 ⌉ if 𝑏 > 0 ∧ 𝑖 =𝑚{⌈𝑏/𝑐𝑚 ⌉
∪
𝑓 =0

(
Ω
𝑟𝑑 ,𝑓

𝑖

)
| 𝑟𝑑 = 𝑏 − 𝐷 (Ω0,𝑓

𝑖
)
}

if 𝑏 > 0 ∧ 𝑖 < 𝑚

⋃
⌈𝑏/𝑐𝑖 ⌉
∪
𝑟=0

𝑚
∪

𝑗=𝑖+1
∪

𝑆∈SbrΩ,j

(
Ω
𝑟,𝑅 (𝑖, 𝑗 )
𝑖

++ 𝑆
)

where 𝑏𝑟 = 𝑏 − 𝐷 (Ω𝑟,𝑅 (𝑖, 𝑗 )𝑖
). The cases are as follows:

In the first case, requested demand 𝑏 ≤ 0 so no sequence is

returned since 𝐷 (∅) = 0 ≥ 𝑏.
In the second case, requested demand 𝑏 > 0 and 𝑖 = 𝑚. Since

𝑖 = 𝑚, no PDS Ω
𝑟 𝑗 ,𝑓𝑗
𝑗

with 𝑗 > 𝑚 will be concatenated afterward,

and no subsequent PDSes are considered. Moreover, (𝜔𝑚) 𝑓↗ = ∅ ∀𝑓
so no 𝑓 values other than 𝑓 = 0 are needed. This leaves only a value

of 𝑟 to produce 𝐷 (𝑆) ≥ 𝑏. Thus, ⌈𝑏/𝑐𝑖 ⌉ gives the minimum 𝑟 to

produce demand 𝑏.

In the third case, requested demand𝑏 > 0, and the sequence must

start at a boundary speed less than 𝜔𝑚 (i.e., 𝑖 < 𝑚). In this case, the

terms before the big union (

⋃
) iterate through all combinations of

𝑓 and 𝑟𝑑 in which the single PDS Ω
𝑟𝑑 ,𝑓

𝑖
produces at least demand

𝑏 (e.g., the right side of the condensed, recursive tree in Figure 6).

Note, the term 𝑟𝑑 is selected to make up the difference between the

requested demand 𝑏 and the demand produced by the 𝑓 term alone

(i.e., 𝐷 (Ω0,𝑓

𝑖
)).

The terms after the union (

⋃
) iterate through all combinations of

𝑟 and possible subsequent PDSes (e.g., the left side of the condensed,

recursive tree in Figure 6). The 𝑗 term iterates through all bound-

aries from which subsequent PDSes must be considered. Replacing

𝑓 with 𝑅(𝑖, 𝑗) ensures that Ω𝑟,𝑅 (𝑖, 𝑗 )
𝑖

produces only sequences which

are feasible when concatenated with a subsequent PDS starting

at 𝜔 𝑗 . Lastly, the union with term 𝑆 ∈ SbrΩ,j iterates through every

possible dominant sequence beginning with 𝜔 𝑗 and generating at

least demand 𝑏𝑟 = 𝑏 − 𝐷 (Ω𝑟𝑖 ,𝑅 (𝑖, 𝑗 )
𝑖

) (i.e., the remaining demand

to generate after the demand from Ω
𝑟𝑖 ,𝑅 (𝑖, 𝑗 )
𝑖

is subtracted from

the total requested demand). This term implements the dynamic

programming property.

Informally, SbΩ,i enumerates all dominant sequences starting with

𝜔𝑖 producing demand at least 𝑏. 𝑆 (𝑖, 𝑏) aggregates SbΩ,1 through S
b
Ω,i.

Finally, 𝑇 (𝑖, 𝑏) finds the sequence in 𝑆 (𝑖, 𝑏) with MIAT, giving the

MIAT to generate demand 𝑏.

We now cover the dynamic programming algorithm for exact

AVR task demand which we call Algorithm E, given below:

The overall runtime is 𝑂 (lg𝛿 ·𝑚 · 𝛿2) as follows. The primary

loop in Algorithm 1 is 𝑂 (𝛿). However, this may be improved with

a binary search to build results in the MIAT[] table making the

primary loop runtime 𝑂 (lg𝛿). Inside this loop, each call to 𝑇 (𝑚,𝑏)
is a single call to 𝑆 (𝑚,𝑏) (Equation 24). This single call to 𝑆 (𝑚,𝑏)
uses SbΩ,i to calculate Ω

𝑟,𝑓

𝑖
for every combination of 𝑖 , 𝑟 , and 𝑓 .

With memoization, Algorithm E only needs to compute Ω
𝑟,𝑓

𝑖
once

for every 𝑖, 𝑟 , 𝑓 combination. Given that 𝑖 is 𝑂 (𝑚) while 𝑟 and 𝑓
are𝑂 (𝑏), we know 𝑆 (𝑚,𝑏) (and thus𝑇 (𝑚,𝑏)) has runtime𝑂 (𝑚𝑏2).

Algorithm 1 Exact DP 𝑇 (𝑖, 𝑏) (Algorithm E)

function AVR-Demand-Exact(𝑇𝑎𝑣𝑟 ,𝛿):

MIAT[0, 1, . . . , 𝛿] ← ∞ ⊲ Init. MIAT table

for 𝑏 ← 0 to 𝛿 do: ⊲ Iterate through all demands

MIAT[𝑏] ← 𝑇 (𝑚,𝑏) ⊲ Save MIAT

end for
return max{𝑏 | MIAT[𝑏] ≤ 𝛿} ⊲ Return max demand

end function

Figure 7: Example Approximation of 𝜔 𝑗 Repetition Quantity

Recalling that 𝑏 is at most 𝛿 , we now have a primary loop with

runtime 𝑂 (lg𝛿) and loop contents, 𝑇 (𝑚,𝑏), with runtime 𝑂 (𝑚𝛿2).
This gives the overall runtime: 𝑂 (lg𝛿 ·𝑚 · 𝛿2).

6 DEMAND APPROXIMATIONS
Algorithm E’s runtime is pseudopolynomial in 𝛿 . To build an FP-

TAS, we must shed the pseudopolynomial dependence on 𝛿 (e.g, by

replacing it with ln𝛿 which is polynomial in the size of the input 𝛿

when represented in bits). This requires changing the implementa-

tion of SbΩ,i - the function contributing 𝛿2 to overall runtime.

This section covers the approximation of 𝛿 for 𝑟 and 𝑓 and an

accompanying Algorithm A — the FPTAS. An approximation ratio

proof is then presented along with a definition of safe demand,𝐷
safe

— the demand a user may safely rely on after approximation.

6.1 RB Sequence Approximation
The dynamic programming function SbΩ,i relies on 𝑏 to quantify the

maximum repeated jobs at boundary 𝜔𝑖 . Since 𝑏 is at most 𝛿 , this

means 𝛿 unique values of 𝑟 . To facilitate an FPTAS, let 𝜖𝑟 > 0 be the

basis for a log scale representation of 𝑟 at a given 𝜔𝑖 . Specifically,

let the set of values for 𝑟 instead be:

𝑟 ′ (𝑏, 𝑖, 𝜖𝑟 ) =
{⌊⌈

𝑏

𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑘

⌋
∀𝑘 ∈ Z⌊ℓ𝑟 ⌋+1

0

}
(25)

where ℓ𝑟 is the value of 𝑘 at which

⌈
𝑏
𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑘 = 1:

ℓ𝑟 =

ln(1) − ln
⌈
𝑏
𝑐𝑖

⌉
ln(1 − 𝜖𝑟 )

= −
ln

⌈
𝑏
𝑐𝑖

⌉
ln(1 − 𝜖𝑟 )

<
ln𝑏

𝜖𝑟
(26)

Figure 7 illustrates this approximation. This approach creates a

smaller set of searched repetitions at each boundary, bounded poly-

nomially in the problem size as there are at most
ln𝛿
𝜖𝑟

unique values
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of 𝑟 to test when 𝑏 = 𝛿 , as opposed to

⌈
𝛿
𝑐𝑖

⌉
. To explain the effect on

MIAT calculation by 𝑇 (𝑖, 𝑏), consider the following lemma.

Lemma 2. If 𝑞 is the repetition quantity 𝑟 selected at any boundary
by 𝑆 (𝑖, 𝑏), when approximating the set of repetitions with 𝜖𝑟 , then
𝑞 ≥ (1 − 𝜖𝑟 ) ·𝑂𝑃𝑇𝑟 .

Proof. Let 𝑂𝑃𝑇𝑟 be the optimal number of repetitions at some

boundary 𝜔𝑖 and 𝑞 be the approximated number of repetitions.

Furthermore, let 𝑂𝑃𝑇𝑟 be defined such that

⌈
𝑏
𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑥+1 ≤

𝑂𝑃𝑇𝑟 ≤
⌈
𝑏
𝑐𝑖

⌉
· (1− 𝜖𝑟 )𝑥 (i.e.,𝑂𝑃𝑇𝑟 is between two repetition values

of the approximated version). If index 𝑥 + 1 is selected (i.e., 𝑞 =⌈
𝑏
𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑥 ), 𝑂𝑃𝑇𝑟 is at most

⌈
𝑏
𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑥 . The maximum

underestimate, therefore, is given by:(⌈
𝑏
𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑥+1

)(⌈
𝑏
𝑐𝑖

⌉
· (1 − 𝜖𝑟 )𝑥

) = (1 − 𝜖𝑟 ) ⇒ 𝑞 ≥ (1 − 𝜖𝑟 ) ·𝑂𝑃𝑇𝑟

The lemma is proven. □

A similar approximation, covered below, may be applied to the

set of values for 𝑓 to limit the number of MA sequences to search.

6.2 MA Sequence Approximation
In Equation 25, 𝑓 is used to search all possible consecutive release

quantities via (𝜔𝑖 ) 𝑓↗. Like 𝑟 , 𝑓 is bounded by 𝑏 (i.e., there are 𝑏

unique values of 𝑓 ). Let 𝜖𝑓 > 0 be the basis for a log-scale repre-

sentation of 𝑓 . Then, the set of approximated values for 𝑓 is:

𝑓 ′ (𝑏, 𝜖𝑓 ) =
{⌊⌈

𝑏

𝑐𝑚

⌉
· (1 − 𝜖𝑓 )𝑘

⌋
∀ 𝑘 ∈ Z⌊ℓ𝑓 ⌋+1

0

}
(27)

where ℓ𝑓 is the value of 𝑘 at which

⌈
𝑏
𝑐𝑚

⌉
· (1 − 𝜖𝑓 )𝑘 = 1:

ℓ𝑓 = −
ln

⌈
𝑏
𝑐𝑚

⌉
ln(1 − 𝜖𝑓 )

<
ln𝑏

𝜖𝑓
(28)

We then establish a similar lemma for approximation of 𝑓 . The

proof is identical in form to Lemma 2 and omitted for space.

Lemma 3. If 𝑞 is the number of consecutive job releases at maxi-
mum acceleration at any boundary by 𝑆 (𝑖, 𝑏) when approximating
consecutive releases with 𝜖𝑓 , then 𝑞 ≥ (1 − 𝜖𝑓 ) ·𝑂𝑃𝑇𝑓 .

The terms 𝑟 and 𝑓 , which individually contribute 𝑂 (𝑏) time

in the exact case, are now 𝑂 (ln𝑏/𝜖𝑟 ) and 𝑂 (ln𝑏/𝜖𝑓 ) respectively.
The final approximation below will remove the MIAT table size

dependence on 𝛿 shown in Algorithm E.

6.3 Approximation of MIAT Table Size
Recall that in Algorithm E, 𝑇 (𝑚,𝑏) must calculated for 𝑏 ∈ Z𝛿

0

(ignoring binary search). Since demand is at most 𝑏 = 𝛿 , this ap-

proximation is required to remove dependence on 𝛿 . To remove the

dependency, we propose scaling PDS WCET (and thus the maxi-

mum demand we must search) via a scaling factor 𝐾 and scaling

function 𝐷𝐾 (𝑆) — just as the 0-1 knapsack utilizes a scaling factor

[54]. Let a scaling function and factor, 𝐾 , be defined as:

𝐷𝐾 (𝑆) =
⌊
𝐷 (𝑆)
𝐾

⌋
| 𝐾 =

𝜖𝑏 · 𝑏
𝑚

(29)

where 𝜖𝑏 > 0 and 𝐷𝐾 (𝑆) is a scaled version of 𝐷 (𝑆) which scales

demand by 𝐾 for use in the approximation of Algorithm E. Note
𝜖𝑏 scales the maximum value of 𝑏 (i.e., 𝛿) that must be searched.

The maximum MIAT table size is now 𝑏′ =
⌊
𝑏
𝐾

⌋
= 𝑚
𝜖𝑏
. We now

incorporate all three approximations of 𝑟 , 𝑓 , and 𝑏 as:

S′bΩ,i =



∅ if 𝑏 ≤ 0

∪
𝑟 ∈𝑟 ′

(
Ω𝑟,0
𝑖

)
| 𝐷𝐾 (Ω

𝑟,𝑓

𝑖
) ≥ 𝑏 if 𝑏 > 0 ∧ 𝑖 =𝑚{

∪
𝑟 ∈𝑟 ′

∪
𝑓 ∈ 𝑓 ′

(
Ω
𝑟,𝑓

𝑖

)
| 𝐷𝐾 (Ω

𝑟,𝑓

𝑖
) ≥ 𝑏

}
if 𝑏 > 0 ∧ 𝑖 < 𝑚

⋃ ∪𝑟 ∈𝑟 ′
𝑚
∪

𝑗=𝑖+1
∪

𝑆∈S′brΩ,j

(
Ω
𝑟,𝑅 (𝑖, 𝑗 )
𝑖

++ 𝑆
)

where 𝑟 ′ = 𝑟 ′ (𝑏, 𝑖, 𝜖𝑟 ), 𝑓 ′ = 𝑓 ′ (𝑏, 𝑖, 𝜖𝑓 ), and 𝑏𝑟 = 𝑏 − 𝐷𝐾 (Ω
𝑟,𝑅 (𝑖, 𝑗 )
𝑖

).
We then use the apostrophe to denote approximated function vari-

ants as:𝑇 ′ (𝑚,𝑏) = min𝑆∈𝑆 ′ (𝑖,𝑏 ) 𝑇 (𝑆), and 𝑆 ′ (𝑖, 𝑏) =
⋃𝑚
𝑖=1 S

′b
Ω,i. The

approximation, Algorithm A is then Algorithm E with 𝑇 (𝑚,𝑏) re-
placed by𝑇 ′ (𝑚,𝑏′). We now prove AlgorithmA’s results are within
(1 − 𝜖𝑏 ) of optimal.

Lemma 4. If 𝑆 gives MIAT 𝑇 ′ (𝑚,𝑏) and 𝑂 gives MIAT 𝑇 (𝑚,𝑏),
𝑆 ≥ (1 − 𝜖𝑏 ) ·𝑂𝑃𝑇 | 𝑂𝑃𝑇 = 𝑇 (𝑚,𝑏)

Proof. Let us define 𝑆 | 𝑇 (𝑆) = 𝑇 ′ (𝑚,𝑏) and 𝑂 | 𝑇 (𝑂) =

𝑇 (𝑚,𝑏). We assert:

𝐷 (𝑆) ≥ 𝐾 · 𝐷′ (𝑆) ▶ By Equation 29

𝐷′ (𝑆) ≥ 𝐷′ (𝑂) =⇒ 𝐾 · 𝐷′ (𝑆) ≥ 𝐾 · 𝐷′ (𝑂) ▶ By construction

𝐷 (𝑂) − 𝐾𝐷′ (𝑂) ≤ 𝑚𝐾
=⇒ 𝐾 · 𝐷′ (𝑂) ≥ 𝐷 (𝑂) −𝑚𝐾 ▶ By scaling at most𝑚 times

Combining the above inequalities gives:

𝐷 (𝑆) ≥ 𝐾 · 𝐷′ (𝑆) ≥ 𝐾 · 𝐷′ (𝑂) ≥ 𝐷 (𝑂) −𝑚 · 𝐾 ▶ By above

⇔ 𝐷 (𝑆) ≥ 𝐷 (𝑂) − 𝜖𝑏 · 𝛿 ▶ By 𝐾 =
𝜖𝑏 · 𝛿
𝑚

⇔ 𝐷 (𝑆) ≥ 𝑂𝑃𝑇 − 𝜖𝑏 ·𝑂𝑃𝑇 = (1 − 𝜖𝑏 )𝑂𝑃𝑇 ▶ By 𝛿 ≥ 𝑂𝑃𝑇

where 𝐷 (𝑂) = 𝑂𝑃𝑇 . Thus, the lemma is proven. □

6.4 Overall Approximation Ratio
Since the approximation of MIAT table size (i.e., 𝑏 = 𝛿) applies to

the sequences after approximating quantities 𝑟 and 𝑓 for Ω
𝑟,𝑓

𝑖
, the

overall approximation is given by:

(1 − 𝜖) ≤ (1 − 𝜖𝑟 ) (1 − 𝜖𝑓 ) (1 − 𝜖𝑏 ) (30)

where 𝜖 is the overall approximation value, 𝜖𝑟 is the approximation

factor for unique values of 𝑟 , 𝜖𝑓 is the approximation factor for

unique values of 𝑟 , and 𝜖𝑏 is the approximation factor for MIAT

table size (i.e., for 𝑏 = 𝛿). Since (1 − 𝜖𝑟 ), (1 − 𝜖𝑓 ), (1 − 𝜖𝑏 ) must all

exceed (1 − 𝜖), a simple solution for selecting values of 𝜖𝑟 , 𝜖𝑓 , and

𝜖𝑏 given a desired overall 𝜖 is: 𝜖𝑟 = 𝜖𝑓 = 𝜖𝑏 = 𝜖/3.
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6.5 Approximation Runtime
With bounded search quantities for 𝑟 and 𝑓 , we derive a runtime

for Algorithm A. The worst-case runtime of the exact approach,

Algorithm E, is𝑂 (lg𝛿 ·𝑚𝛿2). The approximation of 𝑟 gives a bound

of 𝑂 ( ln𝑏𝜖𝑟 ) and approximation of 𝑓 gives a bound of 𝑂 ( ln𝑏𝜖𝑓 ). The
approximation of 𝑏, gives ⌊𝛿/𝐾⌋ = ⌊𝑚/𝜖𝑏⌋ = 𝑂 (𝑚/𝜖𝑏 ). Since 𝑏 =

𝑂 (𝛿), the runtime is: 𝑂

(
lg(𝑚/𝜖𝑏 ) ·𝑚 · (ln𝛿/𝜖𝑟 ) · (ln𝛿/𝜖𝑓 )

)
.

6.6 Deriving a Safe Demand
Approximated demand is only guaranteed to exceed (1 − 𝜖) ·𝑂𝑃𝑇 .
However, it may be lower than the exact maximum demand (i.e.,

unsafe). To convert approximated demand to a pessimistic (i.e., safe)

demand for use in real-time systems, users must instead use:

𝐷
safe
(𝛿) = 𝐾 · 𝑏

(1 − 𝜖) | 𝑏 = max{ 𝑏 | 𝑇 (𝑚,𝑏) ≤ 𝛿} (31)

as the safe demand in a window of size 𝛿 where 𝐾 is the scaling

factor defined in Equation 29, and 𝑏 is the largest value for which

𝑇 (𝑚,𝑏) has a MIAT less than 𝛿 .

7 EVALUATION AND RESULTS
In the absence of readily available ICEs with compatible, open-

source engine control units implementing AVR tasks, all experi-

ments are simulations as with prior works [4, 5, 44]. The source

code and publication data are available online [55].

7.1 Setup and Experiments
7.1.1 Setup. The Bijinemula et al. artifact [4] (KAVR), our nearest

peer, is used for comparison. The exact dynamic programming (EX-

ACT) and FPTAS implementations (APX) are compared with KAVR.

Linux on an AMD 74f3 3.2GHz CPU and 254 GB RAM is used for

single-threaded simulation. Python 3.10.12 is used for consistency

with the KAVR artifact. The canonical (CAN) and generalized (GEN)

task sets are from literature [5, 11, 44]. APX parameters default to

𝜖𝑏 = 𝜖𝑟 = 𝜖𝑓 = 0.025 with (1 − 𝜖) = 0.927 and solutions overes-

timate demand at most 7.8% (1/0.927) per Equation 30. APX and

EXACT use precision 12 for all experiments.

7.1.2 Experiment 1 - Variable Precision. In this experiment, the

CAN and GEN 6-mode task sets from the literature are used. with

simulation parameters identical to [5]. The results in Figure 8 high-

light a KAVR weakness: increasing precision increases runtime.

APX dominates runtime for all precisions, EXACT dominates when

KAVR precision exceeds five. Minimum and maximum runtime

improvement of APX to KAVR is: 6x and 7,761x respectively.

7.1.3 Experiment 2 - Varied Demand Window Sizes. In this exper-

iment, the literature task sets are used with varied values for 𝛿 .

Figure 9 shows the effect of 𝛿 on runtime where "-PXX" speci-

fies KAVR precision XX. Note the log scale on both axes. Around

𝛿 = 1.3 × 10
6𝜇𝑠 , APX begins to outperform KAVR. At 𝛿 = 10𝑒7,

APX is more than 6,100x faster. This is expected as KAVR is more

sensitive to 𝛿 than APX given their asymptotic analysis.

Figure 10 illustrates RAM usage for the varied duration experi-

ment versus precision. APX requires 99.99% less RAM than KAVR

which also comports with the KAVR sensitivity to 𝛿 .
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7.1.4 Experiment 3 - Varied Acceleration. In this experiment, lit-

erature task sets are used with varied 𝛼+ and 𝛼− illustrating the

effect of acceleration on runtime. Acceleration is varied in the range

[1×104, 1×106] rpm2
with results in Figure 11. Note that low accel-

eration prevents speed sequences from reaching subsequent bound-

ary speeds, thereby reducing search complexity (and runtime). At

larger acceleration, feasible boundary speed combinations increase

(increasing runtime). APX runtime dominates for both literature

task sets. The minimum and maximum runtime improvement of

APX over KAVR is 3.91x and 7,827x respectively.
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7.1.5 Experiment 4: Varied Mode Count. In this experiment, a ran-

domly generated AVR task with 16 modes was created. From the

16-mode task, 14 other AVR tasks are created by repeatedly merg-

ing the middle-most modes. This merging maintains the minimum

speed, maximum speeds, 𝛼+ = 7.5𝑒5 rpm2
, and 𝛿 = 750ms. Thus,

only mode quantity (𝑚) changes. Figure 12 shows the results. APX

runtime dominates especially for larger𝑚. The minimum and max-

imum improvement over KAVR is 1.955x and 2,888x respectively.

An observant reader may ask: “why does KAVR outperform EX-
ACT?” and given that KAVR does outperform EXACT, “why does

APX outperform KAVR?”. Recall KAVR has 𝑂 (𝑚 · 𝜔
2

𝑚−𝜔2

0

2𝛼+ · 𝛿) de-
cision variables where EXACT has 𝑂 (ln𝛿 · 𝑚 · 𝛿2). Using the

CAN task set, 𝑚 = 6, 𝜔𝑚 = 6500, 𝜔0 = 500, 𝛼+ = 6.0𝑒5. Thus,

KAVR is 𝑂 (35𝑚𝛿) and EXACT is 𝑂 (ln𝛿 · 𝑚 · 𝛿2). For a large 𝛿

and𝑚 (e.g.,𝑚 = 6, 𝛿 ≥ 10.4us), KAVR outperforms. Figures 9 and

12 illustrate this possibility. Moreover, the APX runtime with all

𝜖𝑟 = 𝜖𝑓 = 𝜖𝑏 = 0.025, is: 𝑂 (ln(𝑚/0.025) ·𝑚 · (2 ln𝛿/0.025)). For a
large𝑚 and 𝛿 (e.g.,𝑚 = 6, 𝛿 ≥ 4.073𝑒4us), APX outperforms. Practi-

cally, implementation alters exact𝑚 and 𝛿 required to outperform.

7.1.6 Experiment 5 - Varied Approximation Ratios. In this exper-

iment, CAN and GEN task sets are used with varied values of 𝜖𝑟 ,

𝜖𝑓 , and 𝜖𝑏 for APX. The results in Figure 13 illustrate effects of

𝜖𝑟 , 𝜖𝑓 , and 𝜖𝑏 on runtime. The crosshairs with labels "All 𝜖𝑥 = 0.1"

indicate reference runtime values where all parameters are 0.1 (i.e.,

𝜖𝑟 = 𝜖𝑓 = 𝜖𝑏 = 0.1). The graph plots each epsilon value varying
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from the baseline value 0.01 while others remain constant (e.g.,

𝜖𝑟 = [0.02, 0.08] while 𝜖𝑓 = 𝜖𝑏 = 0.1). While all three contribute

equally to the approximation ratio, increases in 𝜖𝑏 yield greater run-

time reduction. This suggests users seeking faster runtimes should

increase 𝜖𝑏 to maximize runtime improvement per increase in de-

mand overestimate. Results also suggest 𝜖𝑟 and 𝜖𝑓 may be decreased

with little runtime penalty to reduce maximum overestimate.

7.1.7 Experiment 6 - Solution Quality. To illustrate the ratio of

observed to theoretical approximation ratio, the CAN and GEN

literature task sets are used for demand calculation with a fixed

𝛿 = 1.0𝑠 and varying values of equivalent 𝜖𝑟 = 𝜖𝑓 = 𝜖𝑏 . Figure 14

compares the theoretical upper bound on demand overestimation

(i.e., 1/(1−𝜖)) to the observed overestimate (i.e., APX 𝐷
safe
/ KAVR

demand). The observed overestimate closely tracks the theoretical

upper bound with a minimum ratio of 0.91 at 𝜖𝑟 = 𝜖𝑓 = 𝜖𝑏 = 0.5

and a maximum of 0.99 at 𝜖𝑟 = 𝜖𝑓 = 𝜖𝑏 = 0.025.

8 DISCUSSION AND LIMITATIONS
8.1 Effects of K on Runtime, Demand
Unlike the 0-1 knapsack problem, the scaling factor 𝐾 is not a value

we directly control. Instead, we control it via 𝜖𝑏 . As shown in Figure

13, the term 𝜖𝑏 has the greatest effect on runtime relative to 𝜖𝑟 and

𝜖𝑓 . Per Equation 29, we know a larger 𝜖𝑏 yields a larger 𝐾 . This

comports with the varied approximation ratio experiment (Figure
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13) which shows that runtime decreases as 𝜖𝑏 increases. Accord-

ingly, runtime decreases as 𝐾 increases. This behavior matches our

expectation for a scaling factor in the 0-1 knapsack.

Furthermore, an increased 𝐾 also means an increased 𝜖𝑏 (all

other parameters constant), a larger 𝐷
safe
(𝛿) (Equation 31), and

larger approximation ratio (Equation 30). These relationships also

align to expected behavior of a scaling factor in the 0-1 knapsack.

8.2 Experimental Limitations
Experiments focus on two metric groupings: literature metrics

and approximation-relevant metrics. In literature, runtime versus

mode count of randomly generated tasks, Figure 12, and runtime of

literature tasks, Figure 8, were the primary distinguishing metrics.

Since this work is approximation-focused, we isolate parameters

with the greatest effect on approximation runtime: duration, Figure

9, acceleration, Figure 11, and approximation parameters, Figures

13 and 14. Additional comparison via randomly generated tasks

would be beneficial in revealing combined parameter effects outside

those revealed here (i.e., precision, duration, acceleration, mode

count) and are not included here for time and space limitations.

9 CONCLUSION AND FUTUREWORK
This work provides a BPCKP for AVR task demand calculation

based on predefined job sequences. An exact dynamic programming

solution and FPTAS are presented. Compared to the state-of-the-art,

the proposed FPTAS demonstrates a 7,800x runtime improvement

with less than 8% demand overestimate and a 99.99% reduction

in RAM usage. This approach is well-suited for modern, resource-

limited CPSwith variableWCET and period behavior (e.g., wearable

devices, brushless DC motors, and satellite magnetorquers in the

introduction) as well as the original, motivating system: ICEs.

Future work includes proving NP-hardness for AVR task demand

calculation as the approximated approach hints at and replacing

the single job release with multiple job releases throughout a single

rotation to enable porting to other variable-period systems.
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A RELATEDWORK OVERESTIMATION
Via Speedup Factor. Equation 13 of Guo and Baruah [25], restated

here, gives a AVR task set uniprocessor speedup factor 𝑠 = 1/(1−𝛽+
𝛽/𝜂 (𝜔)) where 𝛽 is the AVR task utilization ratio - the ratio of max

AVR utilization to the sum of AVR utilization and non-AVR task (i.e.,

periodic) utilization, and 𝜂 (Ω) is the ratio of the single-job MIAT

to the same boundary speed over the MIAT under maximum ac-

celeration (e.g., max𝑖 {𝑇 (𝜔𝑖 , 𝜔𝑖 )/𝑇 (𝜔,
√︃
𝜔2

𝑖
+ 2𝛼+)}). By this equa-

tion, if an AVR task is the only task (i.e., 𝛽 = 1) and 𝑇𝑎𝑣𝑟 =

({9.0𝑒5 us, 600 us}, {100 rpm, 3200 rpm}, 6.0𝑒5 rpm2,−6.0𝑒5 rpm2)
is used, then 𝜂 (Ω) = 1.3620 making 𝑠 = 1.3620. This indicates we

are "wasting" (1 − 1/1.3620) > 26% processor capacity.

Via Linear Approximation. If used as a linear approximation, the

"most dense cycle" (from the Digraph Real-Time approach [52])

of 𝑇𝑎𝑣𝑟 above gives 90% utilization. At 𝛿 = 20 ms, the linearly

approximated demand would be 20 ms · 0.9 = 18 ms despite the

actual, exact demand being 0.6 ms (a 2,900% overestimate). and

𝛿 = 2 s, 1.9 s despite the actual, exact demand being 0.6312 s (a 42%

overestimate). Overestimation in both cases far exceeds 8% offered

by APX, even for large 𝛿 .
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