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Long electron spin coherence lifetimes are crucial for high sensitivity and resolution in many pulse electron paramag-
netic resonance (EPR) experiments aimed at measuring hyperfine and dipolar couplings, as well as in potential quantum
sensing applications of molecular spin qubits. In immobilized systems, methyl groups contribute significantly to elec-
tron spin decoherence as a result of methyl torsional quantum tunneling. We examine the electron spin decoherence
dynamics of the nitroxide radical 2,2,6,6-tetramethylpiperidin-1-oxyl (TEMPO) in both a methyl-free solvent and a
methyl-containing solvent at cryogenic temperature. We model nitroxide and solvent methyl effects on decoherence
using cluster correlation expansion (CCE) simulations extended to include methyl tunneling and compare the calcula-
tions to experimental data. We show that by using the methyl tunneling frequency as a fit parameter, experimental Hahn
echo decays can be reproduced fairly well, allowing structural properties to be investigated in silico. In addition, we
examine the Hahn echo of a hypothetical system with an unpaired electron and a single methyl to determine the effect
of geometric configuration on methyl-driven electron spin decoherence. The simulations show that a methyl group
contributes most to electron spin decoherence if it is located between 2.5 and 6-7 A from the electron spin, with its

orientation being of secondary importance.
I. INTRODUCTION

In pulse electron paramagnetic resonance (EPR) spec-
troscopy experiments, the measured signal is an electron spin
echo, formed by rephasing of precessing electron spin mag-
netic moments within the ensemble of unpaired electrons in
the sample. Besides on the length and details of the pulse se-
quence, the echo amplitude depends on the coherence time of
the electron spins. The achievable echo amplitude directly de-
termines the achievable sensitivity and thereby the resolution
of many experiments. For a given pulse sequence, shorter co-
herence times lead to decreased echo amplitudes. Therefore,
electron spin (de)coherence is of central practical importance.

Many EPR experiments are performed under cryogenic
conditions on immobilized samples of dilute electron spins
in matrices that often contain large numbers of magnetic nu-
clei (e.g. sub-mM electron spins in 110 M protons for water).
Under cryogenic conditions, most atoms are to a good approx-
imation fixed in space, so that motional drivers of decoherence
are eliminated. Additionally, longitudinal relaxation times are
long for organic radicals and low-spin transition metal ions.
Electron spin decoherence is then predominantly driven by
state mixing between the electron spin and the surrounding
nuclear spins, mediated by hyperfine couplings between the
electron and the nuclei in combination with dipolar couplings
between nuclei. This nuclear-spin-driven electron spin deco-
herence mechanism has been extensively studied.!~!! More
nuclear spins around the electron tend to reduce the coher-
ence time.'>'% The decoherence dynamics can be well pre-
dicted computationally from a model of the geometric con-
figuration of the electron spin and the surrounding nuclei.
These methods use cluster correlation expansion (CCE), one
of a group of similar approximate many-body quantum dy-
namics approaches.!”!8 In previous work, we successfully ap-
plied CCE simulations in combination with structural mod-

els derived from molecular dynamics to predict and analyze
the decoherence dynamics of nitroxides and other radicals in
frozen water/glycerol solution in Hahn echo and refocused
Hahn echo experiments.'%2!

An additional mechanism is present in samples that con-
tain methyl groups, such as spin-labelled proteins or spin cen-
ters in methyl-containing solvents. Even at cryogenic temper-
atures, where thermally driven diffusive methyl group rota-
tions are quenched, the low moment of inertia of the methyl
group and a comparatively low-barrier rotational potential
mean that the three methyl hydrogens are non-negligibly de-
localized over three minima. The methyl group can therefore
"rotate" via quantum tunneling. This results in measurable ef-
fects on electron spin decoherence. For example, examining
spin-labelled carbonic anhydrase, Lindgren et al. observed a
strong dependence of phase memory times on the location of
the spin label, with accelerated decoherence for non-surface
locations.!? Zecevic et al. observed that coherence times of
nitroxide radicals in methyl-containing solvents are system-
atically shorter than in methyl-free solvents.”? Jackson et al.
observed methyl effects on Hahn echo decays of a V(IV) com-
plex in o-terphenyl.”> Methyl torsional tunneling has been
observed spectroscopically via EPR,?* electron—nuclear dou-
ble resonance (ENDOR)>~27 and electron spin echo envelope
modulation (ESEEM).28-3! Important data about methyl ro-
tational potentials has been obtained using inelastic neutron
scattering and NMR spectroscopy.’?34

Although methyl rotors behave nearly classically at high
temperatures, quantum theory is required to accurately de-
scribe their behavior at low temperatures. The theory of
methyl tunneling ENDOR and ESEEM is well developed, but
is focused on individual methyl groups.>>~2® There are only
a few reports that shed light on the mechanism how methyls
contribute to electron spin decoherence at cryogenic temper-
atures in systems with many magnetic nuclei. Kveder et al.
used CCE to model spin echo decays of a y-irradiated molec-


mailto:stst@uw.edu

ular crystal of 2-methyl-malonic acid with methyl groups
effects.” Eggeling et al. used a regularization approach to ex-
tract information about nitroxide methyl rotational barriers
from Hahn echo decays for a nitroxide embedded in a solid
matrix of o-terphenyl.’® More recently, Eggeling et al. ex-
plored the effect of methyl tunneling on Hahn echo decays for
various alkyl-substituted nitroxides in decalin.?!

In this paper, we present experiments and simulations that
examine the electron spin decoherence behavior of a nitrox-
ide radical, 2,2,6,6,-tetramethylpiperidine-1-oxyl (TEMPO),
solvated in a methyl-free and in a methyl-containing solvent.
We present an extended CCE approach that is able to include
methyl tunneling effects at relatively low orders, with man-
ageable computational cost. In addition, we examine how
methyl group position and orientation relative to the elec-
tron spin affects electron spin decoherence. We find that the
theory can reproduce the experimental Hahn echo reasonably
well, and that methyl groups drive electron spin decoherence
strongest if positioned between 2.5 and 6-7 A from the un-
paired electron.

Il. THEORY

In this section, we summarize the theory for the simula-
tion of the quantum spin dynamics of an isolated electron spin
(S =1/2) in a frozen bath of N surrounding nuclear spins
(including those on methyl groups) under the influence of a
multi-pulse excitation sequence, using a spin Hamiltonian A.
We assume ideal pulses and focus on the Hahn echo sequence,
71/2 — T — 71— T —echo.

A. Spin dynamics and Hamiltonian

In the high-magnetic-field limit, the eigenstates of the
electron spin are well described by the quantum number
ms = +1/2. With (mg|H|mg) ~ 0 for ms # mj, the spin
Hamiltonian is approximated as block diagonal with two sub-
Hamiltonians®>

H(ms = +1/2) := (ms|H|ms) . (1)

The density operator, p, starts out in thermal equilibrium.
A good model at Bo = 1.2 T and T = 20 K is that the elec-
tron spin is slightly polarized (ugBo/ksT ~ 0.04), but the
nuclei are in the high-temperature limit (since unBo/kpT =
2 x 1072). This is described by p o S., which is block diago-
nal with two identity matrices on the diagonal.

To calculate the Hahn echo decay, the density operator
is propagated through the pulse sequence with a series of
propagators, which are also block diagonal in the chosen
high-field approximation.®> The initial 7t/2 pulse converts
the initial electron spin polarization into electron spin coher-
ence, mathematically the density matrix subblock ;5(’” =
(ms = —%|p|ms = +%) goes from zero to the identity matrix,
since the nuclei are in the high-temperature limit.

The two sub-propagators for the free evolution periods are

A

0 (1) = exp (— %F](il /2)z). )

The 7t pulse swaps p(~1) and p(+—). With this, the overall
propagator for the rest of the pulse sequence is

A
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The measured signal is proportional to the component of the
sample magnetization that is orthogonal to the applied mag-
netic field. Under quadrature detection, the measured signal
is

v(21) e (04 (2000 (20)'). @)

We use the normalization convention that v(0) = 1.
The mg-dependent spin Hamiltonian is

H(ms) = Hz(ms) + Hng(ms) + Haa + Hog + Hmenyt- (5
The Zeeman coupling is modeled as

Hy(ms) = —Bo(—uBgz:)ms — Botin Y gnlon- (6)

The applied magnetic field is denoted By and By := |By|. up
and uyn are the Bohr and nuclear magnetons, respectively.
With 2 := By/By as the unit vector along the direction of the
applied magnetic field and the electron g-matrix g, g, := \éTg|
is the effective g value of the electron. g, is the nuclear g-
factor for nucleus n, and I, is the nuclear z spin operator for
nucleus n. The hyperfine coupling is modeled as

N
Ayg(ms) =ms Y 2TA 1. (7)
n=1

1, is the vector spin operator for nucleus n. Using the point-
dipole approximation, the hyperfine coupling tensor is
_ T
A, — Ho (—1tBse) (Hgn) (1 i, ) ®)
4 |ral? |ral?

where Ly is the vacuum permittivity constant, 1 is the 3x3
identity matrix, and r, is the vector from the electron spin to
the nuclear spin. For Hahn echo simulations, the point-dipole
approximation is good for all nuclei except the TEMPO ni-
trogen, which is assumed to have A with eigenvalues [20,
20, 100] MHz for 14N and oriented to have its x-axis along
the N-O bond and its z-axis normal to the plane defined by
the N-O group and the adjacent carbons. The TEMPO hy-
drogens have some amount of isotropic hyperfine coupling,
so it is not clear a priori that the point-dipole approxima-
tion for them does not lead to significant errors; to address
this, the supplementary material includes Hahn echo simu-
lations where DFT-calculated hyperfine couplings are com-
pared to the point-dipole approximations, leading to the con-
clusion that the point-dipole approximation works fine for the




Hahn echo simulations of TEMPO in water/glycerol and in
n-propanol/glycerol.
The nucleus—nucleus dipole—dipole coupling is

[:Idd: Z Z i:zbmnin (9)

with the coupling tensor

Mo (UNgm)(UNEn) RmnRrTnn
b, = — 1-— . 10
i Rl ( Rom 2 ) ao

Here, R,,, is the vector from nucleus m to nucleus #.

Nuclei with I > 1 have electric quadrupole moments that
interact with the local electric-field gradient. For TEMPO in
the protiated solvents we will be looking at, TEMPO’s '“N is
the only nucleus with a quadrupole coupling:

Aog = T Plisy,. (11)

The quadrupole coupling tensor, P, is modeled as having the
same eigenvectors as the nitrogen hyperfine coupling tensor,
but with eigenvalues of [-1.47, -0.28, 1.75] MHz.3’ The final
term in the spin Hamiltonian of Eq. (5), ﬁmethyl, is discussed
in the next section.

B. Methyl torsional tunneling

In this section, we describe how methyl quantum tunnel-
ing is included in the spin Hamiltonian. The rotational po-
tential energy function experienced by a methyl group in a
non-symmetric environment is typically written as a Fourier

series: 3439

V(x) =Vo+ Y Vaxcos(3ky + ¢3i).- (12)
=1

The degree of freedom, y, is an angle that describes the ori-
entation of the methyl group around its symmetry axis (see
Fig. 1A). Due to limited experimental resolution, typically
only the k = 1 term in the sum is observable. Truncating at
k = 1, defining the barrier height V5 := 2|V 1|, choosing Vj
such that min(V') = 0, and defining ¥ = O at one of the min-
ima yields the simplified rotational potential

1 —cos(3
Vi)~ 2R,

(13)
This potential function is C3 symmetric and is illustrated in
Fig. 1B. The three-proton permutation group is the symmet-
ric group over three elements, S3; however, the subgroup
Alt(3), the alternating group over three elements is a good
app1r0)<imati0n.40’41 Note that Alt(3) is isomorphic to, but con-
ceptually different from the C3 point group symmetry of the
methyl group. Solving the Schrodinger equation for a rigid ro-
tor in the potential of Eq. (13) yields the energy levels shown
in Fig. 1C. The rotational ground level is split into one non-
degenerate lower and two degenerate higher states. The sym-
metry labels typically assigned to these states are A, E, and
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FIG. 1. Structure and energetics of a methyl group. (A) shows a
Lewis structure of a methyl group, with the definition of the rotation
angle x. (B) plots the rotational potential energy function against
X (C) shows how rotational energy levels vary with the barrier
height, V3. While not visible at this scale, the visible energy lev-
els are split into an A state and two degenerate E states, separated
by the tunnel splitting for that level. This is shown in the inset at a
million times the magnification of the main plot for the ground state
at V3 =~ 80 meV, where v; ~ 18 MHz. (D) shows the tunnel splitting
for the ground librational level, as a function of barrier height. The
dots indicate values obtained by numerically diagonalizing the rota-
tional Hamiltonian.3® The solid line shows the approximate analytic
expression of Eq. (14). Note the logarithmic scale of @ /27t

Eb.3**2 where A, E,, and E;, are irreducible representations of
Alt(3); these labels are those typically assigned to the methyl
group and are borrowed from the C; point group.

The splitting between the A state and the E states is known
as the torsional tunnel splitting #v; = hicy. The tunnel splitting
decreases strongly with increasing V3; several approximate
explicit expressions have been derived,**~*’ one of which is*’

1/4
[3( 2v3 4\ /2 nethy1 V-
o~ 64 = 273 exp _ 1V~ methyl V3 . (14
7 hlmethyl 3n

Here, Imerhy! is the moment of inertia, about 5.3 - 10747 kg m?

=32uA?fora methyl group with H-H distance of 1.78 A.
The approximation assumes that V3 is large relative to the ro-
tor’s kinetic energy. The ax(V3) relationship is illustrated in
Fig. 1D and compared to numerically exact calculations. The
approximation of Eq. (14) overestimates the tunnel splitting
by 5% at V3 = 120 meV and by 10% at 33 meV. Note that as
the barrier height increases, the tunnel splitting decreases dra-
matically. To build some intuition for this, assume the methyl
group starts out with a wavefunction localized at y = 0. This
is not a stationary state, and the probability density will spread
out with time. There is some characteristic time scale for the
methyl group to tunnel through the barriers to give a signifi-
cant probability density on the other sides of the barriers. This
time scale increases with increasing barrier height V3. As V3
trends toward infinity, the tunneling time scale goes to infinity,



and the associated frequency goes to zero.

Tunneling frequencies can be inferred from activation en-
ergies E, that can be determined using NMR, via E; = V3 —
hwp /2, where ima /2 is the ground state energy, obtainable
by numerically diagonalizing the rotational Hamiltonian for a
given V3. Tunneling frequencies vary over a wide range, as il-
lustrated by the published data on nitroxides and amino acids
summarized in Fig. 2.
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FIG. 2. Published values of experimentally and computationally de-
termined methyl rotation energetics23-3%48-33 are shown in terms of
barrier height V3, activation energy E,, and tunnel splitting v;. Ex-
perimental data are shown as solid shapes, and calculated values are
open shapes. Shapes indicate the source of the values. Squares in-
dicate a v; source obtained from ESEEM. Triangles indicate a V3
source from quantum chemical calculations. Circles indicate an E,
source, mostly deuterium NMR for the experimental points and MD
for the calculated points.

In order to include methyl quantum tunneling dynamics
into spin dynamics simulations, we follow Kveder et al.” and
use the approach of Apaydin and Clough.>* In this approach,
the rotational Hamiltonian in the rotational ground state (with
eight spin-rotational states for a single methyl) is represented
as an equivalent exchange spin Hamiltonian (over eight spin
states for a single methyl), with one exchange term for each
proton pair within the methyl group. This gives the additional
Hamiltonian term

N AT »
Hmethyl = Z Z Jmnlmln- (15)

m n>m

where the sum runs over all unique proton pairs. The ex-
change coupling, J,,,, is defined as

) {—gh(ot_’q, if m and n are on the same methyl ¢
Jon = .
0, otherwise

(16)

For a proton methyl group, this effective Hamiltonian re-

produces the splitting of the ground hindered rotational state

into a lower-energy ground A state with effective spin 3/2

(four levels) and two degenerate higher-energy E states with
effective spin 1/2 (two levels each).

Here, we make the simplifying assumption that @ is iden-
tical for all TEMPO methyls, and we disregard their poten-
tial rotor—rotor coupling.® For the propanol solvent methyl
groups, we allow for a distribution of .

C. Cluster Correlation Expansion

In this section, we lay out how the Hahn echo decays
are computed, using cluster correlation expansion (CCE).!718
CCE is a Hilbert space method for approximately solving the
spin quantum dynamics of an individual electron spin in the
presence of a large number N of surrounding coupled nuclear
spins. For CCE, v(27) in Eq. (4) is Taylor expanded in terms
of the nucleus—nucleus couplings, b,,,. The resulting series
contains an infinite number of terms, each containing opera-
tors from a subset of nuclear spins. These subsets are called
clusters. The series factors, with one factor per cluster in the
resulting product. Sorting the clusters C by the number k of
nuclear spins they contain, the full signal is rewritten exactly
as

v(27) =vW™ (27) ::ﬁ I1 vc2o). (17)

k=1c,|c|]=k

where the Vs are called auxiliary signals and |C| indicates the
size of cluster C. This product now has a finite, but very large
number of terms. However, it converges rapidly with increas-
ing k as long as the time scale of interest is small relative to
all 1/byyy. In this case, the product over k can be truncated to
terms with small cluster size k, and if the maximum cluster
size kmax 1S chosen appropriately, the resulting y (kmax) (27)isa
reasonable approximation of v(27):

v(27) ~e ythma) (27)., (18)

We denote this truncated CCE as ky,x-CCE. v<kmax>(21) re-
quires the calculation of ¢ for all clusters up to size kpax-
For clusters of size 1, ¥¢ is equal to the full signal v¢, which
is obtained by solving the electron-plus-nucleus system an-
alytically or numerically. For larger cluster sizes, Vc(27) is
calculated recursively via

ve(27)
[eccve(21)’

where v¢(27) is the exact or full numerical solution for a sys-
tem consisting of cluster C only, and, under some versions of
CCE, the mean-field contribution from the rest of the spins
outside the cluster. The division by the product of auxiliary
signals of all subclusters of C removes from the exact cluster
signal all the terms in the Taylor series that do not contain a
spin operator from every spin in the cluster, thus leaving only
signal contributions that are due to the presence of all nuclei
in the cluster.

For a three-spin system of one electron and two identical
spin-1/2 nuclei m and n, if only the secular terms of the hy-
perfine couplings and the secular and flip-flop terms of the
nuclear dipole—dipole coupling are kept, the full signal and

7c(21) = (19)



the auxiliary signal for the cluster are identical and have the
analytic form>®

mn) (2T) = Vi) (27) = 1 =k sin® (0 - 27). (20)

The parameters in this expression are a modulation depth

26 A \?
= (25 ey

mn

and an (angular) modulation frequency

1
Oy = 37 [b2, +AA2, . (22)

Both depend on the difference of the two secular hyper-
fine couplings, AA,,, = 21 (A,, —A,)2, and the proton—proton
dipole coupling, b,,, = 2Tbm,,2. This represents a modulation
of the echo amplitude down from its maximum of 1.°’ For de-
riving Eq. (20), it is essential to retain the flip—flop term in the
Hamiltonian.

For a large system with N nuclei (in addition to the elec-
tron), the number of k-clusters is (IZ ). Even for small k, this
number is computationally intractable. Therefore, in addition
to limiting the maximum cluster size, it is useful to disregard
k-clusters with k < knpax that are expected to make negligi-
ble contributions to the overall signal. The challenge is to
identify these clusters without calculating v¢(27) explicitly.
Inspired by Jeschke,” for kmax = 2 we base this additional
cluster selection on how much the signals from proton pairs,
Eq. (20), deviate from v¢(27) = 1. For long 27 time scales
(27 > 7/ @yy), the modulation depth, &, is a good metric
for this. For short 27 time scales (2T < 7t/ Wy,), the Taylor
series expansion of Eq. (20) at 27 = 0 becomes relevant:

Ty (27) = 1 = @, (27)* + ﬁ((ZT)é) . @)
The coefficient to the lowest non-constant term, &, a)f;m, isa
good metric for the deviation of the cluster signal from 1 at
short times. Note that ¢((27)%) > 0, so the term containing
Kn @}, overestimates the modulation.

With this, we formulate a combined cluster selection crite-
rion: A particular 2-cluster is included only if both k,,,, and
knn @, are above chosen thresholds, indicating that the clus-
ter contributes on both short and long timescales. For clusters
with three or more nuclei, we require the nuclei to form a
connected graph with the nuclei as vertices and with an edge
defined between a pair of nuclei only if both &, and k., a),‘,‘m
are above threshold. This choice assumes that important k-
clusters contain at least kK — 1 important 2-clusters. The sup-
plementary material provides validation tests for this selection
criterion.

D. Cluster selection in the presence of methyl groups

The exchange coupling term of Eq. (15) introduced by the
finite rotational barrier of methyl groups provides another

nucleus—nucleus coupling term. Therefore, the cluster selec-
tion criteria must be adjusted when J,,, # 0. For this, we re-
derive the analytical signal for a three-spin system of one elec-
tron and two identical spin-1/2 nuclei, as in Eq. (20), but now

in the presence of the additional term Jmni;in. Again, only
the secular terms of the hyperfine couplings and the secular
and flip—flop terms of the nucleus—nucleus dipolar coupling
are kept. The exchange coupling term is included in full, as it
only contains secular and flip—flop terms:

A PO L/, o A
b= Ldont 5 (Bendon+Lonlin). @4

The result is an expression of the same form as Eq. (20), but
with by, replaced by b/, := by — 2Jun. Based on this, we
include the tunnel splitting into the cluster selection quantities
kpnn and kyp a)ﬁm by replacing b,,, with b/, in the expressions
for the modulation depth and frequency.

We found that including clusters containing partial methyl
groups (only 1 or 2 of a group of 3 methyl protons) occasion-
ally causes simulations to diverge in kpmax-CCE with kpax > 3,
especially for large tunnel splittings (low barrier heights),
i.e. large J,,,. Although the precise origin of these divergences
remains unclear, it is possible that the large J,,, violate the
key assumption underlying CCE truncation, i.e. that nucleus—
nucleus couplings are small compared to 1/27. To prevent di-
vergences, clusters that contain partial methyl proton triplets
are excluded. This is equivalent to treating the methyls as
pseudo-particles: full CCE will still converge to the full solu-
tion. What is lost from dropping partial methyls is the ability
to distinguish the effects of a single or a pair of protons within
a methyl group from the collective effects of the methyl group.

I1l.  COMPARISON WITH EXPERIMENT

To test the methyl-augmented CCE simulation method-
ology, we examine two experimental systems: dilute solu-
tions of the nitroxide radical TEMPO in 1:1 mass:mass wa-
ter:glycerol and in 1:3 volume:volume n-propanol:glycerol.
The first system has methyl groups only on the nitroxide,
and the second additionally has methyl groups in the solvent.
This choice is based on X-band experiments by Zecevic et
al., who measured 7Ty for TEMPONE in these two solvents
at 40 K, finding 4.6 ps for water/glycerol and 3.9 ps for n-
propanol/glycerol.??

Samples were prepared by dissolving TEMPO (Sigma—
Aldrich) in a 1:1 mass:mass water:glycerol and in 1:3 vol-
ume:volume n-propanol:glycerol to 200 uM. The EPR exper-
iments were performed at 20 K at Q-band (ca. 33.8 GHz, 1.2
T + 0By, where §B( was selected to maximize the echo am-
plitude), using dilute nitroxide solutions in quartz tubes (O.D.
1.5 mm, I.D. 1.1 mm; Sutter Instrument). Experiments were
performed on a Bruker Elexsys E5S80 spectrometer equipped
with a Bruker D2 dielectric resonator and a 300 W TWT am-
plifier (Applied Systems Engineering). The pulse sequence
used rectangular pulses of 6 ns (7t/2) and 12 ns (71) length.
The shot repetition time was 20 ms. Neither longer shot rep-



etition times nor reduced microwave power affected the echo
decay shapes.

For the simulations, molecular dynamics (MD) was used
to generate structures of the two systems. Using GROMACS
2019.2,% a TEMPO molecule was solvated either with 3026
water molecules and 600 glycerol molecules in a box of
56.7 A edge length, or with 251 n-propanol and 775 glyc-
erol molecules in a box with 86.7 A edge length. The num-
bers were chosen to target a final box size of 50 A, but the
initial boxes were oversized to easily fit all the molecules.
After energy minimization, and a brief NVT and NPT equi-
libration (100 ps each in 2 fs steps at 300 K), each sys-
tem was propagated using 1 fs time steps for 85 ns at 300
K with the CHARMM36 force field using the particle mesh
Ewald method for long-range electrostatics, the V-rescale
modified Berendsen thermostat, and a pressure of 1 bar via the
Parrinello-—Rahman barostat. The final box edge lengths were
54.9 A for water/glycerol and 50.4 A for n-propanol/glycerol.
The last 60 ns of the trace were used for the CCE simulations,
with 301 frames spaced 0.2 ns apart. Each frame was rotated
to a random orientation relative to the external field, the Hahn
echo decays for all frames were simulated using CCE, and
then averaged over all frames.

A. TEMPO in water/glycerol

We first examine TEMPO in water/glycerol. To test con-
vergence with respect to maximum cluster size, we performed
truncated CCE simulations using a single MD frame at a fixed
orientation. The results are shown in Fig. 3. Since clusters
with partial methyl groups are excluded, the 2-CCE simula-
tion does not include any effect of the nitroxide methyl pro-
tons. The 3-CCE simulation includes the four methyl groups
and is markedly different from the 2-CCE decay. The echo
decay is accelerated, and the echo is suppressed particularly
at times up to 4 ps. Going to 4-CCE includes clusters with
a methyl group and an additional proton, yielding noticeable
changes in the later part of the simulated signal. Higher orders
do not lead to significant changes, as the 5-CCE and 6-CCE
decays are nearly identical to the 4-CCE decays. Therefore,
we proceed with 4-CCE. This is in contrast to Kveder et al..?
who found that up to 6-CCE can be required in their approach
(see discussion below).

Figure 4A shows 4-CCE simulations (colored) using nitrox-
ide methyl tunnel splittings ranging from O to 300 kHz in steps
of 20 kHz. The calculations show that increasing the tunnel
splitting, i.e. lowering the V3 barrier, leads to shortened co-
herence times, with significant echo suppression particularly
between 0 and 4 ps. The experimental echo decay is shown in
black. The TEMPO methyl torsional tunnel splitting that leads
to a simulated decay that is closest to the experimental decay
(as determined by the RMSD between the simulated trace and
the optimally rescaled experimental decay, calculated up to
4 ps; shown in Fig. 4B) is 80 kHz (highlighted with a red
dashed line), corresponding to a barrier height of 160 meV
(1860 K). This value is close to previous published values
(see Fig. 2), with observed nitroxide tunnel splittings ranging

TEMPO in water/glycerol

—— 2-CCE"
— 3-CCE
—— 4-CCE

5-CCE

normalized echo amplitude
o~

FIG. 3. CCE simulations of the Hahn echo decay of TEMPO in
1:1 mass:mass water:glycerol at a single orientation, using cutoffs of
1077 (rad/ps)* and 323 x 1077 for kw* and k, respectively, and an
80 kHz tunnel splitting for the TEMPO methyls. (*) Note that since
partial methyls are not included, neither methyl tunneling effects nor
methyl proton flip-flops are included in 2-CCE.
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FIG. 4. (A) plots the 20 K experimental (black) and simulated Hahn
echo decays of TEMPO in frozen 1:1 mass:mass water:glycerol so-
lution. The color axis indicates the value of the tunnel splitting used
for the TEMPO methyls in the simulations. Cutoffs: 107 (rad/ps)*
for kw* and 323 x 107 for k. The experimental data is scaled to
minimize its RMSD with the 80 kHz tunnel splitting simulation. (B)
shows the RMSD of each simulation with the experimental data. In
evaluating the RMSD at each tunnel splitting, the scaling of the ex-
perimental data was set minimize the RMSD.



from 90 kHz to 2 MHz, and V5 from 160 meV to 110 meV.
The variation in the local environment of the methyls likely
explains some of the observed deviation and variation: the lit-
erature experiments were in a 2,2,4,4-tetramethylcyclobutan-
1,3-dione crystal (v = 2 MHz),*® a frozen toluene solution
(for vi = 0.6 MHz),* and a o-terphenyl glass (v; between 90
and 160 kHz).>? A possible source of bias in our simulations
is that fitting to the Hahn echo will favor the tunnel splittings
that contribute significantly on the timescale of the Hahn echo.

B. TEMPO in n-propanol/glycerol

For TEMPO in n-propanol/glycerol, there is a large number
of solvent methyl groups, so it is worth checking CCE’s con-
vergence with maximum cluster size again. Figure 5 shows
kmax-CCE calculations, for kpax from 2 to 6, for a single frame
and orientation from the MD trajectory. The convergence be-
havior is similar to the one shown in Fig. 3, where only 4
nitroxide methyl groups were present. Here, 3-CCE through
6-CCE are essentially the same. Moving on, we use 4-CCE
for several reasons: First, for an odd number o, both 0-CCE
and (0 + 1)-CCE contribute at the same level®®, so if 3-clusters
are included, 4-cluster should be as well; second, 4-CCE is the
minimum cluster size that contains clusters including methyl
protons and non-methyl protons; third, 4-CCE is what we used
in the water/glycerol-solvent case, so 4-CCE allows for a con-
sistent level of approximation.

Kveder et al. found that up to 6-CCE was required to ac-
curately model decoherence in y-irradiated methyl-malonic
acid and acetamide crystals.” One possible reason for the dif-
ference is that the solvents here have larger proton densi-
ties than in the systems investigated by Kveder (110 M for
water/glycerol,%* 113 M for n-propanol/glycerol,®! 77 M for
methyl-malonic acid crystal [CSD: MEMALAOI], 88 M for
acetamide crystal [CSD: ACEMIDO0S5]). A higher proton con-
centration provides more small clusters than a lower proton
concentration. There are also more large clusters, but the Tay-
lor series nature of CCE means that small clusters contribute
more at short times than large clusters. In addition to spin
concentration, time and pulse sequence can make a difference:
for higher-order pulse sequences such as Carr-Purcell where
electron spin coherence can be maintained longer, higher CCE
orders may become necessary.!” An additional explanation is
the difference in cluster selection methodology: Kveder et
al. require that the nuclei in a cluster form a complete graph
rather than a connected graph, use a nuclear dipole cutoff of
875 s~ ! for methyl malonic acid and 1125 s~ ! for acetamide,
and place graph edges between all protons on the same methyl
group, but do not put any restriction on partial methyl groups
within a cluster.’ If a cluster selection protocol omits some
relevant smaller clusters, it might have to compensate for that
with the inclusion of larger clusters that contain the omitted
smaller cluster. Therefore, the CCE order required for conver-
gence depends not only on sample and experiment, but also
on the cluster selection methodology. Simulations must be
checked for convergence on a case-by-case basis.

Figure 6A shows the experimental echo decay for TEMPO

TEMPO in n-propanol/glycerol

—— 2-CCE"
— 3-CCE
—— 4-CCE

5-CCE
— 6-CCE

normalized echo amplitude

FIG. 5.  CCE simulations of the Hahn echo decay of TEMPO
in n-propanol/glycerol at a single orientation, using cutoffs of
107 (rad/ps)* and 323 x 1077 for ko* and k, respectively, and
tunnel splittings of 80 kHz kHz for both nitroxide and n-propanol
methyls. (*) Note that since partial methyls are not included, neither
methyl tunneling effects nor methyl proton flip-flops are included in
2-CCE.

in n-propanol/glycerol and the associated 4-CCE simulations.
The tunnel splitting of the TEMPO methyls was fixed at 80
kHz, as determined from TEMPO in water/glycerol. The tun-
nel splittings for the n-propanol methyls was varied from zero
to 1400 kHz. The calculations again show that increasing the
tunnel splitting, i.e. lowering the V3 barrier, leads to short-
ened coherence times. However, as the tunnel splitting gets
large compared with 1/7y, the echo amplitude begins to re-
cover. No single tunnel splitting matches the experiment well.
For this reason, a linear combination of simulations was se-
lected by non-negative least squares fitting. The fit weights
are shown in Fig. 6B. The mode is at 80 kHz, which corre-
spond to a V3 of 160 meV. In the trans conformer, n-propanol
has been found to have V3 = 118 +3 meV using gas-phase mi-
crowave spectroscopy.®? One notable difference between our
sample and that of Dreizier® is that that our solvent is 1:3
n-propanol:glycerol rather than pure n-propanol, which might
partially explain the difference in V3 values.

With the best-match methyl tunnel splitting values, we can
now analyze individual methyl contributions in more detail.
Specifically we use 80 kHz for TEMPO and the 80 kHz mode
for n-propanol. To aid in this, Fig. 7A shows the electron—
methyl radial correlation functions, calculated over all 301
MD frames being used. There is a sharp spike at about 3
A from the four TEMPO methyls. For n-propanol methyls,
within about 8 A, there are more methyl groups than expected
from the bulk concentration of 3 M. Using a 27 resolution of
10 ns, for every methyl, we re-simulated the Hahn echo decay
with that particular methyl’s tunnel splitting set to zero (i.e.
V3 — o). To remove ESEEM modulations, signals were low-
pass filtered with a 3rd-order Butterworth filter with a —3 dB
frequency of 500 kHz. The filter was applied twice, once for-
ward and once backward. The Tyrs were found by monotonic
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FIG. 6. (A) shows experimental and 4-CCE simulated Hahn echo
decays of TEMPO in 1:3 volume:volume n-propanol:glycerol solu-
tion plotted vs. 27. The black trace is the experimental data, ac-
quired at 20 K. The simulations use 80 kHz tunnel splitting for the
four TEMPO methyl groups, and varied the n-propanol methyl tun-
nel splitting 0 kHz to 1400 kHz, indicated by the color-axis. Cutoffs:
1077 (rad/ps)* for kw* and 323 x 107 for k. The red curve is a lin-
ear combination of the simulations from a non-negative least squares
fit to the experimental data. The fit and the experimental data are
scaled so that the fit is unity at 27 = 0. (B) shows the fit weights
against the n-propanol methyl tunnel splittings. The fit has RMSD
= 0.09, and a coefficient of determination is 0.999. The mode n-
propanol methyl tunnel splitting is at 80 kHz. The data are colored
by their tunnel splitting to make comparisons to the simulated decays
easier. Additionally the weights are connected by a red line to guide
the eye and show the relationship to the fit in (A).

cubic interpolation of the four closest points to the 1/e time.
This allows a methyl tunneling contribution to be defined as
the change in 7)1 when the methyl has a non-zero tunnel split-
ting compared to when the tunnel splitting is set to zero. The
results are shown in Fig. 7B. The TEMPO methyls and the
nearest n-propanol methyls contribute the most, and then con-
tributions fade with distance from the detected electron. The
correlation between methyl contribution and orientation of the
methyl group with respect to the electron is much weaker than
the distance dependence (see supplementary material). There
are few methyl groups where setting the tunnel splitting to
zero increases the Ty, meaning that ATy < O (these are shown
in red in Fig. 7B). The common thread between these methyl
groups is that they are all TEMPO methyls and they all have a
very small |ATj|, but the exact reason for the ATy sign flip is
unclear. The cumulative effect of methyls on 7y is plotted in

Fig. 7C. Each line is from one MD frame and represents the
T\ obtained from a simulation where the tunnel splittings of
all methyls beyond a distance r from the electron spin are set
to zero. There is large variation between frames/orientations
and so the average over all 301 frames is also shown. The plot
shows that nitroxide methyls shorten 7y by about 0.5 ps, and
solvent methyl groups within about 7 A shorten it additionally
by 1 ps. Methyl groups beyond that distance from the electron
have negligible contribution to the echo decay.

40 - TEMPO methyls
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FIG. 7. (A) shows the electron—methyl radial correlation function
for TEMPO in n-propanol/glycerol over all MD frames. The dis-
tances are from the midpoint of the TEMPO NO bond to the centroid
of the methyl protons. Color indicates the dominant nature of the
methyl groups at each distance, green for TEMPO and yellow for n-
propanol. (B) plots each methyl from each frame as its distance from
the detected electron and the change in 7 when its tunnel splitting
is turned off: the black points are for ATy > 0 and indicate that turn-
ing the tunnel splitting off lengthens the coherence time, while the
red points are for ATy < O for the few cases where turning the tunnel
splitting off reduces the phase memory time. (C) plots for each of
the 301 MD frames the Ty when only methyls up to distance r of the
electron have a non-zero tunnel splitting, 80 kHz for both TEMPO
and for n-propanol. Additionally, the average T (r) is shown in red.
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FIG. 8. (A) shows the methyl group at position r relative to the

electron; r points toward the methyl proton center of mass. The angle
between r and the vector normal to the hydrogen plane, n, is denoted
0, and the angle between the projection of —r onto the hydrogen
plane and the hydrogen anticlockwise of the projection is ¢. (B)
shows calculated orientationally averaged echo modulations for 6 =
¢ =0and |r| € {2.5,3.5,4.5,5.5,6.5,7.5,8.5,9.5} A (indicated on
the color axis) and with a 80 kHz methyl torsional tunnel splitting. A
dashed line is drawn at 27 =2 ps.

IV. CONTRIBUTIONS FROM AN INDIVIDUAL METHYL
GROUP

To further investigate the impact of individual methyl
groups on electron spin decoherence, we examine a simple
system containing an unpaired electron and the three protons
of a single methyl group, as illustrated in Fig. 8A. The internal
geometry is characterized by the distance r = |r| between the
electron and the center point of the equilateral hydrogen tri-
angle, the H-H distance Ryy, the angle 0 between r and the
triangle normal n, and the angle ¢ that describes the in-plane
rotation of the hydrogens such that ¢ = O corresponds to one
hydrogen lying in the plane defined by n and r. Due to the D3y,
symmetry of the hydrogen triangle, any orientation is equiva-
lent to one with 0 < 6 < 90° and 0 < ¢ < 60°. We assume the
methyl group has ideal tetrahedral geometry with C—H bond
lengths of 1.088 A,% giving a H-H distance of Ry = 1.78 A.
For this small system of four spins, the matrix representations
of H(mg) are 8-dimensional, and a full numerical simulation
of the spin quantum dynamics is possible.

Figure 8B shows a few exemplary simulated Hahn echo

o/° 6/° 0 Hz 40 kHz 80 kHz

1.0

2 us)

v(2t

FIG. 9. Echo amplitude v(27 = 2 ps) vs. r simulated for various
tunnel splittings up to 2.1 MHz, are shown as a function of electron—
methyl distance (r) and relative methyl orientation (6 and ¢), using
a H-H distance of 1.78 A and a magnetic field of 1.2 T.

amplitude modulations for n||r and a range of distances.
The echo is orientation averaged over a 1202-point Lebedev
grid.%* Since the system is small, the echo amplitude does
not follow a monotonic decay, but rather shows characteris-
tic modulations. It is therefore not possible to define Ty here.
Instead, we characterize the methyl effect on the echo ampli-
tude by its value at the specific time 27 = 2 ps. This choice is
motivated by the fact that for nitroxide radicals in a protiated
matrix, 2 pus < Twm/2, so a methyl group that causes a signifi-
cant echo loss at 2 ps is expected to make a strong suppression
contribution even when solvent proton—proton flip—flops are a
strong source of electron spin decoherence.

Figure 9 shows v(2 us) for all possible methyl orientations
(6,0) and a range of distances between 2.5 and 10 A, in the
presence of tunnel splittings up to 2.1 MHz. The plots reveal
a strong dependence of the echo suppression on distance and
tunnel splitting, but a weaker dependence on the orientation.
The suppression is maximal if the tunnel splitting is on the
order of hundreds of kHz. The supplementary material shows
plots of v(27) for other values of 27 and v;, which further
corroborate this relationship. The figure shows that methyl
groups can have a significant echo suppression effect: at v; of
280 kHz, up to 70% of the echo amplitude can be lost at 2 us
from a single well-placed methyl group. Echo suppression at
2 ps is maximal for distances between 2.5 and 6 A, although
this depends on when the modulation is evaluated. At longer
timescale, the upper limit increases to nearly 10 A at 27 =8 s
(see supplementary material). This range agrees fairly well
with the range found from the simulations for TEMPO in n-
propanol/glycerol (Fig. 7).



V. CONCLUSIONS

In conclusion, methyl-tunneling-driven electron spin deco-
herence for TEMPO in proton-rich glassy matrices can be
reasonably well modeled with 4-CCE by including the effect
of methyl tunneling using the Apaydin—Clough effective spin
Hamiltonian and assuming a distribution of tunneling split-
tings for solvent methyl groups and, separately, uniform tun-
neling splittings for the four nitroxide methyl groups. The
tunnel splitting is sensitive to the local environment. Recently,
Eggeling et al. used Hahn echo experiments to infer tunnel
splitting distributions of nitroxide methyl groups and found
relatively broad distributions of rotation barriers.> The mod-
eling accuracy for nitroxide methyl could be potentially fur-
ther improved by including the effect of methyl-methyl rotor—
rotor couplings.> Solvent methyl rotation barriers are also de-
pendent on the local environment. For example, the methyl of
n-propanol is reported to have different tunnel splittings for its
trans and gauche rotational isomers.5

In general, we find that tunneling methyl groups accelerate
electron spin decoherence, particularly if the methyl group is
between 2.5 to about 6-7 A from the detected electron. Com-
pared to the electron—methyl distance, the orientation of the
methyl group relative to the electron—methyl direction has less
impact.

The mechanism of methyl-tunneling-induced decoherence
can be pictured semi-classically as follows: A finite rota-
tional barrier for the methyl group adds an effective nucleus—
nucleus spin exchange coupling. This increases the effec-
tive nucleus—nucleus flip—flop rate and so too increase the
hyperfine-mediated magnetic field fluctuation rate at the po-
sition of the detected electron.

Overall, this works provides predictive modeling of and in-
sights into methyl-tunneling-driven electron spin decoherence
in disordered systems. This is important for developing po-
tential applications of molecular spin qubits and for studying
protein conformations using spin-labeled proteins, which in-
corporate many methyl-containing amino acids.

CODE

The CCE simulations were done with CIluE Oxide,
a home-written, open source program. CluE Oxide is
available at https://github.com/jahnsam/clue_oxide and at
https://crates.io/crates/clue_oxide.

SUPPLEMENTARY MATERIAL

The supplementary material contains details about CCE
cluster selection and convergence, the field dependence of de-
coherence, the effect of isotropic hyperfine couplings, details
about calculating individual methyl contributions, and addi-
tional lone-methyl simulations.
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