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Abstract
Interactive content in online spaces is often meant to inform a broad
audience regarding issues of societal interest. Recently, combating
misinformation has emerged as another task requiring interven-
tions to reach broad audiences. We are engaged in two efforts
to investigate how lay users leverage social media to inform and
engage a broader audience and the characteristics of the result-
ing user-generated discourse. We found that tailoring content for
broader audiences can be laborious and the impact of the efforts
is neither guaranteed nor immediately apparent. Our future work
will focus on approaches to help lay users mitigate these problems.

CCS Concepts
•Human-centered computing→ Empirical studies in HCI;
Empirical studies in collaborative and social computing; •
Information systems → Social networks.
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1 Introduction
Social media users interact on the platforms and discuss a range of
issues. These interactions often involve specific issues of societal
interest, such as ongoing conflicts, natural disasters, education, pub-
lic health, etc. The interactive content produces a user-generated
discourse that can inform a broad audience beyond the parties in-
volved in direct communication with each other. For example, the
widespread use of #MeToo led many women to share their stories
regarding sexual harassment and assault, demonstrating the scale
of the problem and its systemic underpinning [5].

In recent times, combating online misinformation has emerged
as another task that requires interventions that reach a broad audi-
ence. One such intervention is to provide fact-checks for content
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containing misinformation. However, manual fact-checking by pro-
fessionals is slow and does not scale [11] while automated means
of fact-checking typically lack a nuanced understanding of the con-
text needed to make accurate fact-checking judgments [6]. User-
generated discourse could provide a possible means to overcome
these shortcomings. For instance, the CoFact service in Taiwan
leveraged volunteers to help debunk rumors circulating in the pop-
ular messaging app, LINE [10].

In order to enrich our understanding of how lay users leverage
social media to inform and engage a broader audience, we focus on
the following research questions:

• What are the practices of lay users who generate content
aimed at informing and engaging a broader audience through
their communication? (User focus)

• What are the characteristics of user-generated discourse
aimed at informing and engaging broader audiences? (Con-
tent focus)

By addressing the research questions above, we will gather in-
sight that supports lay users in reaching and accurately informing
their intended audiences and enhance the overall societal utility of
user-generated content. Networking with peers and experienced
researchers in the GROUP 2025 Doctoral Consortium can develop
and shape the research efforts to help achieve this goal.

2 Related Work
Our work is inspired by two strands of literature. First, our work is
related to the literature that examines user-generated discourse on
social media through the lens of online communities. Second, our
work builds on the literature that points to the ability of lay users
to detect and correct misinformation. We summarize the salient
literature each of the two strands below.

2.1 User-generated Discourse in Online
Communities

Social media platforms serve as a means to the formation of various
online communities. The features of the platform can influence the
formation of these communities and the discourse among users
within the communities. For example, discourse on Reddit takes
place in specific topic-based communities called subreddits [15].
On the other hand, X (formerly Twitter) communities typically co-
alesce around a hashtag to discuss and amplify certain issues. Such
communities are akin to what Bruns and Burgess [1] has referred
to as“ad-hoc publics.” For example, users posted tweets using the
hashtag #fridaysforfuture to demand action from political leaders to
address the issues raised by climate change [8]. Increasingly, online
communities are affected by content containing misinformation
that may either be posted by users within the community [12] or
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injected deliberately by disinformation campaigns that typically
leverage bots [16].

2.2 Crowdsourced Fact-checking
Given the severity of online misinformation, researchers have stud-
ied several interventions to combat misinformation. One such in-
tervention is leveraging the crowd in various ways. Several studies
demonstrate that laypeople can be as effective as seasoned journal-
ists at detecting misinformation [13]. Additionally, features, such
as Community Notes 1 on X, that involve fact-checking by ordi-
nary users have been shown to be effective at countering false
claims [4, 7].

The literature also provides some insight regarding the moti-
vations of lay people who engage in fact-checking online. For in-
stance, Drolsbach and Pröllochs [3] suggest that laypeople opt to
fact-check misinformation that garners higher engagement from
the community members. Other studies indicate that lay users often
select a claim to fact-check based on two factors: relationship with
the poster [14] and interest in the issue [2].

3 Work in Progress
Weare addressing the research questions listed in Section 1with two
research efforts, each exploring different aspects of user-generated
discourse. One of these characterizes the user-generated discourse
that was targeted specifically at Western audiences during the
Ukraine-Russia conflict in 2014 (see Section 3.1). The other is aimed
at understanding the experiences of laypeople who correct misin-
formation they encounter within online communities they inhabit
(see Section 3.2).

3.1 External-Facing User-Generated Discourse
during the Ukraine-Russia conflict in 2014

During the Ukraine-Russia conflict in 2014, users on each side of the
conflict turned to Twitter to make their respective cases to people
in Western countries. We are analyzing such externally-facing user-
generated discourse during this conflict by collecting Twitter data
based on relevant keywords.

We classified individual tweets within the dataset into one of
three categories: those supporting each side of the conflict and those
that were neutral. In addition, we examined the URLs (Uniform
Resource Locators) included within the tweets in each category. Our
initial analysis indicates that users specifically crafted the tweets for
an audience external to the region of the conflict. For instance, the
URLs included within the tweets in order to bolster the credibility
of the message tend to link to Western media (e.g., the New York
Times). The above observations suggest the posters were keenly
aware of the need to craft their messages in ways that might be
appealing to the target audience.

3.2 Fact-checking by Lay Users
Given the recent explosion of online misinformation within online
communities, we conducted an interview study consisting of lay
users who reported having corrected online misinformation. Our
initial findings reveal that some lay users are highly motivated to

1https://communitynotes.x.com/guide/en/about/introduction

offer fact-checks to counter the misinformation they encounter in
online communities. These fact-checks are meant to serve a broader
audience beyond the originator of the misinformation. Specifically,
the lay users who engage in fact-checking do so to mitigate the
harmful impacts of misinformation and to raise greater awareness
of factual information on the issue in question.

At the same time, our data suggests that lay users lack a shared
standard for systematically analyzing misinformation and commu-
nicating fact-checks. Moreover, uncertainty regarding the impact
of their fact-checking on the broader audience can lead them to
limit their efforts or stop fact-checking altogether.

4 Discussion and Future Work
Our current work suggests that lay users tailor the content they
share with their target audiences using various platform features.
This is exemplified by the greater use of Western news sources in
externally-facing discourse about the Ukraine-Russia conflict (see
Section 3.1). We additionally found that lay users care about the
broader impact of their activities. For instance, the lay users who
engage in fact-checking care about countering the harmful societal
impacts of misinformation (see Section 3.2).

Given that media organizations usually have broader reach and
greater credibility, our findings suggest that there is an opportu-
nity for collaboration between laypeople and domain experts. The
literature on citizen science provides numerous examples of suc-
cessful collaborations between laypeople and experts, such as the
Foldit crowdsourcing platform for biochemists to engage ordinary
citizens in their protein research [9]. Such types of collaboration
could potentially be applied to help professional fact-checkers in
combating online misinformation while providing lay users the
opportunity to reach their target audiences more effectively.

However, a direct collaboration between laypeople and media
professionals is likely to run into at least three challenges. First,
the distribution of effort might be affected by the reputation of lay
users not being high enough to garner the same level of algorithmic
boost and visibility as the content posted by renowned individu-
als. Second, the collaboration may require that the crowd receive
basic training on informative online content production. Third,
the collaborative arrangements may face access hurdles because
a large volume of user-generated discourse is not publicly avail-
able because it takes place in non-public groups or direct messages
between users. It is likely that no single solution could effectively
addresses the three challenges simultaneously.

As the first step toward overcoming the above challenges, we
need to understand how domain experts leverage the efforts of lay
users to reach broad audiences. By understanding the interaction
between domain experts and lay users, we hope to gather insight
that enables better collaboration between the parties to facilitate
more productive and useful discourse within online spaces.

5 Conclusion
We explored the motivations and practices of lay users for commu-
nicating with broader audiences in online communities. In addition,
we examined the discursive characteristics of contributions and
the potential impact on their intended audience. Our initial find-
ings suggest that generating content for broader audiences can be
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laborious and the impact of the efforts is neither guaranteed nor
immediately apparent. Our future work will focus on approaches to
help lay users mitigate these problems. Addressing these issues has
the potential to promote more informative and impactful discourse
in online communities.
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