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of solidification microstructures are typically performed using multicomponent partial differential
equations (PDEs) with moving interfaces. The inherent randomness of the PDE initial conditions
(grain seeds) necessitates ensemble simulations to predict microstructure statistics, e.g., grain
size, aspect ratio, and crystallographic orientation. Currently such ensemble simulations are
prohibitively expensive and surrogates are necessary.

In GrainGNN, we use a dynamic graph to represent interface motion and topological changes due
to grain coarsening. We use a reduced representation of the microstructure using hand-crafted
features; we combine pattern finding and altering graph algorithms with two neural networks, a
classifier (for topological changes) and a regressor (for interface motion). Both networks have an
encoder-decoder architecture; the encoder has a multi-layer transformer long-short-term-memory
architecture; the decoder is a single layer perceptron.

We evaluate GrainGNN by comparing it to high-fidelity phase field simulations for in-distribution
and out-of-distribution grain configurations for solidification under laser power bed fusion
conditions. GrainGNN results in 80%-90% pointwise accuracy; and nearly identical distributions
of scalar quantities of interest (Qol) between phase field and GrainGNN simulations compared
using Kolmogorov-Smirnov test. GrainGNN’s inference speedup (PyTorch on single x86 CPU)
over a high-fidelity phase field simulation (CUDA on a single NVIDIA A100 GPU) is 150x-2000x
for 100-initial grain problem. Further, using GrainGNN, we model the formation of 11,600 grains
in 220 seconds on a single CPU core.

1. Introduction

Let O(x, y, z,t) be the crystal orientation vector as a function of space (x, y, z) and time ¢. We assume we are given a high fidelity
model & such that O(x,y, z,t) = F(p,&, L). Here p encodes the meltpool temperature field using two scalars, G and R, where G
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Fig. 1. Time evolution of the solidified microstructure of stainless steel 316L predicted by a phase field model and GrainGNN. (a) Phase field simulation. (b)
GrainGNN predictions. z, is the current height of the solid-liquid interface (SLI). The domain size is (120 pm, 120 pm, 50 pm). The microstructure of 900 grains at
z, =2 pm is the input to both phase field simulation and GrainGNN. We apply a temperature field with G = 10 K/um and R =2 m/s. The grains are growing in the
z-direction and stopped at z; = 50 um. The elapsed simulation time for the phase field model is 48 minutes on one Nvidia A100 GPU. The GrainGNN inference time
is 19 seconds on one Intel x86 6-core CPU.

is a scalar metric of the temperature gradient and R is the pulling velocity (cooling rate divided by G); & parameterizes the initial
microstructure 0(x,y,z,t = 0) at the solid-liquid interface (SLI); and L = (L, Ly, L,) parameterizes the meltpool size, which we
idealize as a 3D rectangular volume with grain epitaxial growth aligned with the z axis (see Fig. 1). In this context, 6 is a piecewise
constant function and grains are defined as connected regions with the same 0; £ is a random field, and quantities of interest (Qols)
that depend on 0 can only be statistically characterized and require expectations over &.

Evaluating & can be extremely expensive as it involves multicomponent, multiscale PDEs with moving interfaces. Furthermore,
additive manufacturing (AM) involves a large number of meltpool simulations: the length scale of an AM component can be of the
order of meters while the meltpool dimensions are O(100 pum). In this context, we seek to find a surrogate model 0=9% (p,&, L) that
approximates 0 and the statistics of the quantities of interest. We also require that F is much cheaper to compute than .

Background and significance: High fidelity models are important tools for predicting grain structure formation under rapid
solidification conditions existing during AM [1]. Common numerical methods include phase field models [2-6], cellular automata
[7-9], and kinetic Monte Carlo methods [10]. However, these methods are computationally expensive as they require fine spatial and
temporal discretizations. Furthermore, due to the stochastic nature of AM process, ensemble simulations [6,11-13] are required to
statistically characterize quantities of interest (Qols) like grain size, aspect ratio, and misorientation [14-16]. Tasks such as process
control and optimization require repeated invocation of high fidelity models under variable heating source conditions, feedstock
composition, and component geometry. These high computational costs have restricted the adoption of high fidelity simulations for
predicting or controlling the grain structure during AM processes.

Summary of proposed methodology and contributions: Here, following our work in 2D surrogates [17], we focus on epitaxial
grain growth from the substrate and ignoring grain nucleation and the evolution of the solute concentration field that contributes
to intragranular features of the solidification microstructure including primary and secondary arms, microsegregation, etc. The key
phenomena that need to be captured at this modeling level are grain envelope evolution and grain coarsening through competitive
growth. The latter can be decomposed into grain face elimination and grain elimination [18,19]. The dynamics of # are quite
challenging to capture due to the evolving interface and the topological changes due to coarsening.

In GrainGNN (Section 2.2), first we reduce the representation of 0(x, y, z,t) using aggressive coarsening in space and time. (i) We
introduce a reduced graph representation of @ that captures grain boundaries, size, edge length, and other geometric features per
grain (Section 2.3). (ii) Following [18], we introduce a categorization of topological events that need to be tracked (Section 2.4).
(iii) We use two neural networks to model their dynamics: a regression network to capture the interface motion; and a classification
network to estimate probabilities of topology-changing events (Section 2.5). (iv) We introduce graph algorithms that combine the
network outputs to evolve the microstructure graph topology (Section 2.6). (v) We introduce an algorithm that reconstructs 5(x, ¥, Z,1)
from the reduced graph/feature-based representation of the microstructure (Section 2.7).

GrainGNN is calibrated (trained) using pairs {0, (x,y,z;_1.%;_1),0,(x,,2;,1))}, i.e., cross-sections of the microstructure at SLI
heights z,_; and z; observed at times #,_; and 7, with 7, > t,_;; and 6,(x, y, z,t) = F(py, &}, L), where k indicates sampling of AM
conditions and initial grain microstructure. We used k ~40K obtained from ~1,500 high fidelity simulations.

Using these steps, GrainGNN (Algorithm 1) predicts 3D grain microstructure formation under additive manufacturing conditions.
Given the grain orientation at t =0,z = 0 with a liquid region for z > 0 (see Fig. 2a) and the prediction is 5(x, ¥, 2,t) (see Fig. 2b).
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The error is measured by pointwise mismatch and quantities of interest that include the percentage of eliminated grains, grain size
distribution, and volume-averaged misorientation.
Our contributions can be summarized as follows.

+ We introduce a graph and hand-crafted features that greatly compress the spatial representations of the grain microstructure. We
create O-to-graph and graph-to-6 mappings.

+ We introduce two graph-transformer long-short-term-memory (LSTM) networks to predict graph feature evolution and grain
topological events.

» We propose a graph update algorithm with O(#grains) complexity to reconstruct the next graph with the output of GrainGNN.
We generalize the algorithm to predict grain microstructure with unseen G, R, domain size, grain size distribution, and a larger
number of grains.

Ground truth data is generated using an established phase-field-based model of epitaxial grain growth (Section 2.1). We remark
that GrainGNN is independent of the underlying solver/formulation. We train GrainGNN assuming a probability density distribution
for &, a fixed L = L, and a grid-sampled p (Section 3.1). Then we evaluate the in-distribution generalization of GrainGNN in which
we keep L = L, sample training-unseen values of £ from the training distribution, and unseen values of p and measure pointwise
errors of 6 — 0 as well errors in the statistics of Qols (Section 3.2). We also test the out-of-distribution generalization GrainGNN with
L # L° and & sampled from a different distribution (Section 3.3). We discuss the results, extensions, and limitations of GrainGNN in
Section 4.

Related work: Surrogate models provide an alternative to high fidelity simulations, with the potential for reduced computational
cost. Trained on either high fidelity simulation results or experimental results, such surrogates have been successful in addressing
challenges in uncertainty quantification and optimization for a range of applications [20-23]. Specifically in the area of material
microstructure prediction, machine learning surrogates have received increasing attention in the past few years. Convolutional
neural networks have been used for 2D and 3D microstructure image reconstruction [24,25]. Generative adversarial networks [26]
are capable of learning microstructure statistics, and can approximate structure-to-material properties forward and inverse maps
[27,28]. Recurrent neural networks (RNNs) or its subclass long short-term memory (LSTM) networks [29] have been used to rapidly
predict the time evolution of the microstructure. Existing works consider a representative volume element and use LSTM networks
to capture evolution statistics for use cases such as: spinoidal decomposition of binary mixtures [30,31], brittle fracture [32], single
dendrite growth [32], and grain formation [17]. Ref. [33] applied the convolutional autoencoder to map the microstructure of a two
phase mixture to a latent space and used DeepONet [34] to learn the evolution.

Our previous work [17] introduced GrainNN, a transformer-based LSTM to predict 2D epitaxial grain growth during solidification.
GrainNN reduces the computational cost by tracking only the grain boundaries instead of each grid point inside the grains. It evolves
manually crafted grain shape descriptors defined on each grain. GrainNN can predict microstructure with low pointwise error while
achieving significant speed up over high fidelity simulations. It also utilizes domain decomposition and rectangular-to-curvilinear
domain mappings to handle systems of many grains and circular geometry. However, in this 2D setting the grain coupling is only one-
dimensional and perpendicular to the temperature gradient, which makes GrainNN hard to model the substantially more complex
grain-grain interactions in 3D.

To generalize GrainNN to 3D, we utilize graph representations of the grain structure that consist of both grains and the vertices
of junctions between grains. Vertex representations have previously been used in models [19,35-37] to track the motion of the grain
junction points in polycrystalline microstructures. In these models, the motion of vertices during grain growth is derived from the
minimization of the isotropic or anisotropic grain boundary energy. Although for vertex models the update of a grain network is effi-
cient and schemes for handling topological transitions are proposed [35] for curvature-driven grain coarsening, vertex models cannot
currently describe grain evolution driven by a temperature gradient during AM solidification. A grain-centric graph structure has been
used to predict grain microstructure evolution during solidification [38]. This physics-embedded graph network (PEGN) approach
combines classic phase-field (PF) theory into a graph representation of the grains to accelerate PF simulations. Evolution is dictated
by the minimization of a PF-derived free energy functional. PEGN is able to capture grain statistics in various AM setups but loses
the accuracy of PF in terms of predicting actual grain shapes, due to the lack of tracking grain boundaries and topological changes.

Graph representations of grains have been used for graph neural networks (GNNs) [39,40] to create static microstructure-to-
material-property maps. Graph convolutions on the grain networks are used to capture the spatial variations of microstructure
properties and the graph sparsity enables faster evaluations of material behavior than high fidelity models. Beyond applications to
material microstructures, GNNs have been successful in a wide range of other applications where the data is amenable to a graph
structure [41-47].

Previous GNNs successful for processing dynamic graphs include GC-LSTM [48], EvolveGCN [49], and dyngraph [50], etc. Most
use an RNN (LSTM) or autoencoder to encode graph features and a decoder to predict the probability of a node/link formation or
destruction. In this paper, we add a transformer [51] operator to GC-LSTM encoder to capture grain interactions more accurately.

2. Methods
In this section we discuss the overall methodology. We start with the grain growth model, then we discuss the reduced parame-

terization of 6, the 0-to-graph map, the graph dynamics, the LSTM neural networks, the graph update algorithm, and the graph-to-0
map. We conclude with details about the phase field solver.
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Table 1
Notation table.
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Description (Units)

temperature field

phase field

grain index field

grain orientation field (°)
domain size, L= {L,, L,L}
temperature gradient (K/um)
pulling velocity (m/s)

process parameters, p={G_, R_}
initial state of the substrate
layer index

number of layers

grain index image at height z,
graph extracted from 7,
features of graph G,

grain index

junction index

grain vertices of graph G
junction vertices of graph G
number of grains of graph G
number of junctions of graph G
junction-grain edges of graph G
junction-junction edges of graph G
grain neighbors of junction j
junction neighbors of grain g
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2.1. Problem formulation and high fidelity model

Here we describe the model we used to generate the training data. We use a phase field simulation. We would like to emphasize
that GrainGNN does not depend on any particular model or numerical method for generating the grain microstructure. For example
level sets, different grain formation models, or cellular automata could be used. The main assumption in our surrogate does not

capture nucleation.

Regarding the particular grain formation model, we adopt a grain-scale phase field model described in Ref. [52] and ignore
nucleation. Each phase field component ¢, is associated with one of n, different crystalline orientations, where n, is the number of

grains. The dynamics of ¢, is governed by the following equation.

%_ (w2 > ow, s a0
Ty =V (W,,V¢a)+j:;y’zaj [IV%I %—a(aj¢a) + g — @ — 21— 2)

T Ty,
L,/C,

2

b+ 1 (Bp+]

—o = Y (5 ) - oL DXyl a=lony,
P#a

BCs: ¢, (x=0)=¢,(x=L,)
P (y=0=¢,(y=L,)
0,o(z=0,L1)=0

IC: ¢a(x’t:O): tanh ( I[31/_0 )’ if (X,y)EQa(g)
L if (x,y) & Q,(8)

where

(0,0 +(9,0,)* + (0.0,)"*
IV, |*

(0x90)* + (0,0,)* +(0,0,)*
IVgl*

W,=Wy| 1 =3¢, +4e,

T, =79 | 14 3¢, —4¢;

T =Ty +G,(z - R,1).

(2.1a)

(2.1b)
(2.1¢)
(2.1d)

(2.1e)

(2.2a)

(2.2b)

(2.20)

1 We remark that the model we use neglects the concentration field and only considers the evolution of phase fields with temperature fields in the rapid solidification

regime. The grain structure can be modeled with even more accurate and even more expensive dendrite-resolving models [53].
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Fig. 2. A phase field simulation of epitaxial growth of 900 grains. Temperature gradient G, = 10 K/um and pulling velocity R, =2 m/s (a) Initial substrate with
width 120 um and height 2 um. 6, is the angle between the crystal orientation and the z-axis. (b) Phase field microstructure after 10K time steps. The time step size
is 2.41 nanoseconds. The final height of the interface is 50 pm. (c) The corresponding grain index field of (b). Each grain is assigned a unique index from 1 to 900. (d)
Initial grain orientation distribution. (e) Probability distributions of grain size d at 1 =0 and t =1t,. (f) Time evolution of the quantities of interest. z represents the
height of the current solid-liquid interface. As the height of the interface increases, the number of eliminated grains increases and the volume-weight misorientation
A0 decreases. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Here L,, L, L’Z are the domain dimensions for simulation and 75 is the time horizon; 7, is the interface attachment time scale;
W, is the width of the anisotropic interface; 4 is the thermal coupling constant; L is the latent heat; C,, is the heat capacity; Ty,
is the melting temperature; w is a scalar interaction parameter that sets the repulsive strength between adjacent grains of different
orientations [3]. €, and ¢, are the capillary and kinetic anisotropy coefficients respectively, which are assumed to have a four-fold
symmetry. In Eq. (2.2c), we assume the temperature gradient G, and the pulling velocity R, are aligned with the z-axis and they
are constants during the simulation. Under this temperature profile, grains are growing in the z-direction. We name p = {G,,R,}
the process parameters. p are the main free parameters during AM processes given the alloy with its material parameters. We specify
the values for the material parameters in the appendix. The discretization of Eq. (2.1a) is discussed in Section 2.8.

We use no-flux boundary conditions at the top and bottom surface (z =0,z = L’Z ) and periodic boundary conditions at the four
sides of the domain. We initialize ¢, as follows. Assume that the initial SLI is at z = z,,, we partition the z = z;, plane into n, regions.
For phase field a, if point (x,y) is in region €, we use a tanh function to create a smooth transition from solid (1) to liquid (-1)
in the z-direction; if point (x,y) is outside of Q,, we set ¢, to -1. £ parameterizes the initial realization of Q,. Here we use the
Voronoi diagram [6] which creates the Voronoi tessellations from a set of seed points. We let & = {x?};'i WY {Bg};‘i v where x¥ are
the vertices of the Voronoi diagram and 0, are the grain orientation for each phase field. With a crystal orientation angle 6,, the
anisotropy functions Eq. (2.2a) and Eq. (2.2b) are modified by replacing all spatial derivatives by the derivatives with respect to the
rotated coordinate system (x', y’, z') with angle 6, [54]. For each phase field simulation, & is randomly generated. The orientation
of each grain is sampled from the unit sphere. If d is the vector representing the grain’s orientation, we first sample d ~ N'(0, I') and
set d =d/|d|,. Samplings of x are discussed in Section 3.1.

Fig. 2 shows an example of a simulation with domain size (120 pm, 120 pm,50 pm). The interface width W;; = 0.1 um and the
mesh size dx = 0.08 pm [6]. Therefore the grid size is 1500 x 1500 x 625. The initial conditions for grain microstructure in the
substrate are generated by sampling x? from a uniform distribution and using a Voronoi diagram with periodic boundary conditions.
In Fig. 2a, the substrate has 900 grains. In this simulation G, and R, are 10 K/um and 2 m/s, respectively. The time step size is 2.42
nanoseconds. Fig. 2b is the resulting phase field microstructure after 10K time steps, which required approximately 48 minutes on
one Nvidia A100 GPU.

Given the grain microstructure, we compute several quantities of interest (Qols): number (or percentage) of eliminated grains;
grain size distribution; and volume-averaged misorientation. The number of eliminated grains is relevant in epitaxial growth [55].
We compute ng = ng(z), the accumulated grain eliminations from the initial interface location to a height z (see Fig. 2f). Grain size
distribution is a common descriptor of grain shape statistics and it affects mechanical properties such as strength and ductility. Grain
size d of grain g is defined by its volume-equivalent diameter d, = (6V,/ 7)!/3, where V, is the grain volume. Fig. 2d shows the
probability distributions of the grain size for Fig. 2a and Fig. 2b. Volume-weighted misorientation A@ quantifies the alignment of
the polycrystalline orientation with the prescribed temperature gradient direction z. AQ =Y, ¢ VeOog/ > ¢ Vg and 0_ is the angle

5
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Fig. 3. Graph data extraction from phase field simulations. (a) Snapshots of a phase field simulation. Each snapshot is taken when the solid-liquid interface reaches
height z, =/Az,1=0,1,2,... (b) I, is a 2D image of grain index field at height z = z,. (c) Graph G, extracted from the image I,. (d) Zoomed-in inset of a region in the
image I;: j; is a junction pixel with three neighboring grains, g,, g,, g;. (e) The same region in the graph G,: G, has two kinds of vertices and two kinds of edges; j;
is a junction vertex corresponding to the junction pixel in (d); g, is a grain vertex; (j, j,) is a junction-junction edge; (j;,g,) is a junction-grain edge. (f) A zoomed-in
region in image I,_,: j, is a junction with the same grain neighbors as j, in (d). We compare the grain neighbors to identify the same junctions in different graphs.

between the crystal orientation of grain g and the z-axis. As shown in Fig. 2f, A@ decreases as the more aligned grains out-compete
the misaligned grains. Due to random initial condition &, we need to average across several simulations to obtain expectations of the
Qols.

2.2. GrainGNN

The input to GrainGNN is the initial state & of the substrate (see Fig. 2a), process parameters p = {G,, R, }, and a domain size
L=(L,, Ly, L,). The output of GrainGNN is the grain orientation field 6(x, y,z) in a domain with size L. Notice that here L, is
the height of the final polycrystal (as shown in Fig. 2b); for phase field simulations we let L’ > L, to avoid the effect of the top
boundary. Table 1 summarizes the major symbols we use in this paper. In Section 2.3-Section 2.6 we explain the basic ingredients of
GrainGNN.

- Image-to-graph step. We start with a spatial field compression method to reduce the large dimensionality of the phase field
data. We define a planar graph G and hand-crafted features F to represent a layer of grain microstructure (see Fig. 3). To
define these features from {d)a}:g: | we first combine the fields to a single image 6(x, y, z). Then we propose an image-to-graph
algorithm ¢, (x,y,2z) = (G, F}), [ =0,1,2, ... to extract vertices and edges of grains at cross-sections defined at z;. The features
contain geometric information about the size of the grains and their boundary. The definitions of the image, graph, and features
are discussed in Section 2.3.

+ Graph evolution step. We now train a network for the map (G,_;, F;_;) = (G,, F}). The challenge is that graphs G,_; and G,
can be topologically different due to grain and/or edge elimination events. To address this we need to predict both vertex feature
evolution AF as well as a set of grain neighbor switching events Sg and a set of grain elimination events S;. We discuss the graph
evolution in detail in Section 2.4. The prediction (G, F;) is done by first using GrainGNN to predict AF and probabilities of events
and then using an algorithm to reconstruct G, and its features.

- Graph evolution, LSTM substep. We design an LSTM architecture to learn the predictions (AF, Sg, Sg) = GrainGNN(G,_;,
F,_;). GrainGNN consists of two networks R and C. R is a regressor that outputs AF and S;; C is a classifier that predicts
Sg. We present the summary of the network architecture Fig. 5 and the details in Section 2.5.

— Graph evolution, graph reconstruction substep. Given the LSTM predictions we introduce a graph update algorithm
that completes the graph prediction (G,_;, Sg,Sg) = G,;, where we create orderings for S and S; to reconstruct the
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graph G (see Fig. 6). The features are updated (F;_;,AF,Sg,S;) — F;. We give the details of the graph reconstruction
algorithm in Section 2.6.

+ Graph-to-image, microstructure reconstruction. Using GrainGNN we can compute a graph “trajectory” G = {G,, G|, G,..., },
F ={F,, F,F,..,}, given an initial condition: (G, F,) — (G, F). Once the graph trajectory is computed, we introduce a graph-
to-image algorithm (G, ') — 6(x, y, z) to reconstruct the grain orientation field; the algorithm is described in Section 2.7.

2.3. Graph representation of microstructure

Now, let us describe the compressed representation of the microstructure using hand-crafted features. Consider a solution
of Eq. (2.1a). From this simulation we sample n; layers of field data. We define a “layer” at height z; as the microstructure at
the time 7, when the solid-liquid interface (SLI) reaches z, (see Fig. 3a). More precisely, ¢, is defined as the time at which the lowest
point (order in z coordinate) at the SLI reaches z,.

We define ;(x, y) to be an image, a 2D scalar representation of the microstructure on the x — y plane at z;. Each layer /, is a 2D
image on the x-y plane (Fig. 3b):

Ii(x,y) = argmax ¢,(x, y, 2, 1)). (2.3)
a

We solve Eq. (2.1a) to generate training data and verify the predictions of the surrogate. Although a simulation can have thousands
of time steps, we subsample to n; planes using equispaced sampling for z; with height increment Az, so z; = /Az. Typically we use
n; =20. We discuss the choice of Az and #»,; in Section 2.4.

Definition of edges and vertices Once I, have been identified, we extract graph (G, F; (Fig. 3c) as follows. G(V, E) is an undirected
graph where V' and E denote the sets of vertices and edges respectively. In GrainGNN, G has two types of vertices V' =V, U V.
Ve=1{81.82: &n, } represents grains. V= {J15J2s s jnj } are junction vertices, where n; is the number of junctions. A junction vertex
refers to a point in image I; that has three grain neighbors (e.g., j; in Fig. 3d). Notice that the junction vertices are just the vertices
of the Voronoi diagram. G has two types of undirected edges E = E;; U E;,. E;; are the edges between junction vertices and can be
thought of as a representation of actual inter-grain boundaries on the x-y plane. E;, are the junction-grain edges (dashed lines in
Fig. 3e).

As we will see later we need to define a maximum degree (number of edges) for a junction vertex. The maximum number of edges
for a junction vertex depends on the physical setting of the problem. In rapid solidification of metals, the grain boundary anisotropy
is relatively weak compared to kinetic anisotropy [56], and a triple junction is more stable than a quadruple junction [19]. Thus we
only consider triple junctions in this work, which means a junction vertex can only connect to the other three junction vertices and
three grain vertices. In this case, n; =2n,, |E;;| =3n,, and |E;,| = 6n,. Our handling of the graph topological changes discussed in
Section 2.4 is based on this simplification of the graph structure.

Let’s now discuss how to identify vertices and edges from /;. First, we identify the junction locations (x;, y;). For each pixel (x, y)
of I;, we inspect its eight neighbors each associated with a grain index. If there are three distinctive grain indices in eight neighbors,
we consider pixel (x, y) to be a junction pixel, for example, j; in Fig. 3d. Every junction j is associated with a unique triplet of grain
indices N; = {g},&),83}. Commonly multiple adjacent pixels will have the same triplet and we only keep one of them.? Then using
the triplet indices N; we add three edges to the E;, set e.g., for j,, the E;, edges are (j1, £1), (j1,82), (j1,&3). We create E;; edges by
E;; ={(.j): N; nN; = 2,Vji,j» € G}. For example in Fig. 3e, edge (j;, j,) exists because j; and j, share the same neighboring
grains g; and g,.

Definition of features We clarify that these are input features to the LSTM and serve as a reduced representation of the grain structure.
They are not the network hidden features, which are of course determined during training. We define vertex and edge features as
follows:

+ Junction vertices: The feature vector of a junction vertex is defined as:

=L

1
where x;, y;, and z; are the 3D coordinates of a junction vertex; Ax; and Ay; are in-plane displacements of junctions with respect
to their locations in the previous layer G;_;, i.e., Ax; =x;; — x;;_1,Ay; =y;; — ¥;;-1- Az =z, — z;_; is the distance between
two sampled images. For I =0, we set Ax; =Ay; = Az=0. G, and R, here are constants; they’re repeated at each vertex and
we allow them to vary for each junction location.

f; [xj y; z1 G, R, Ax; Ay, Az], 2.4

2 If two or more pixels have the same triplet {g;,g,.g3}. We count the occurrences of each grain index in the eight neighbors of each pixel and use the one pixel
whose index occurrences are more even. For example, for pixel 1 the occurrences are {3,3,2} and for pixel 2 the occurrences are {4,3, 1} and we choose pixel 1.
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* Grain vertices: For a grain vertex, we define f, as:

1 . .
fe= F [xg Vg Z Sg Ug cosO, sin6@, cos@, sinf, As, Az] , (2.5)
g
where Xgs Vs and z; are the coordinates of the grain vertices; sg is the grain cross-sectional area; and v, is the grain excess
volume above the interface height z; [17]. For x,, we average the coordinates of its junction neighbors x, = Dke N, Xjk /IN,I.
N, is the set of junctions connected to grain g. 6, is the angle between the z-axis and the preferred growth direction <100>;

g
0, is the angle between the x-axis and the projection of <100> direction on the x-y plane. As, = sg—1 is the change of

[
cross-sectional area; Asg =0at/=0. In Eq. (2.5) and Eq. (2.4), f ? and f 2 are constant vectors to normalize features to [0, 1].
S =L Ly Loy G R Lo Ly Lo and f) = [Ly, Ly Loy Lo Ly, L Ly Lo 11,11, L Ly, L. Gy and R
values of G, and R, in the training data.

Edge features: For each E;; and E;, edge, we include its length as the edge feature. Notice the length of an edge is calculated
with periodic boundary conditions. We neglect the curvature of E;; edge for simplicity (but notice that the grain boundary
curvature in the z-direction is still captured).

max max e maximum

In summary, F contains three feature matrices F; = [f,-wl fia o fj,nj ], F,= [fg,l fen - fg,,,g ], and edge features Fp =
{Ix; — x;|,¥(i,j) € E}. The values of Ax;, Ay;, As, are obtained by subtracting F; and F;_;, which is discussed in the next section.

2.4. Graph evolution

We now present how to model the graph-to-graph mapping (G,_;, F;_;) = (G}, F;). The dynamics observed in epitaxial grain
growth can be decomposed into three basic types [18,19]: (i) junction vertex movement, (ii) grain neighbor switching, and (iii) grain
elimination. We remark that (i) does not change the graph, only the value of its features; (ii) changes features and it removes and
adds edges. (iii) does both (i) and (ii) but also removes vertices, both junction and grain vertices. We define two basic operations that
compose the topological changes from G,_; to G,. One is a neighbor-switching operation O; another is a vertex-removal operation
O. By operation we mean a sequence of deterministic actions that add/remove vertices or edges. One neighbor switching event
causes one Og; one grain elimination event causes one O; and multiple Of. Next we discuss these operations in detail.

Grain neighbor switching events: Grain neighbor switching happens when a grain edge becomes smaller and eventually disap-
pears. A disappearing edge creates a four-edge junction (Fig. 4a). Since in our PDE model four-edge junctions are unstable, a new
edge starts growing and the four-junction becomes two triple junctions. This new edge causes the neighbor to switch. Physically,
a neighbor-switching event involves four grains, where two grains lose one face and the other two grains gain one face. From I to
II, grain g; and g, push the vertices j; and j, to move toward each other. At some intermediate time, j; and j, merge to form a
quadruple junction. Then from II to III, the quadruple junction separates into two new junctions ji and jé, which replace j; and
J». This event changes several edges, grain g; and g, grain an additional junction-grain edge; g; and g, lose one junction-grain
edge; (j;, Js) and (j; ,Ja) replace (j;,j5) and (j,, j4); the total number of edges remains the same. The grain neighbor-switching event
is characterized by the removal of (j;,j,). We will refer to a grain neighbor switching event as an “edge” event in the following
discussion.

Grain elimination events: Fig. 4b showcases a grain elimination event on g; which has three grain neighbors. In this example,
face (j;,j,) shrinks faster than two other faces and triggers a neighbor switch with ji, jé the new junctions. II to III is an Og
operation. In this operation, we remove vertices g, j{, J3, and edges connected to j{ and j3. Finally, we add a new edge ( jé, Ja)-
Note that one grain about to be eliminated can have a different number of faces, typically three to seven. Elimination of an |N,|-side
grain needs |Ng| —2 Op operations and one O, operation. One O operation removes one V, vertex, two V; vertices, three E i
edges, and six E;, edges.

Matching G,_, and G, and handling elimination events: Our graph update requires computing AF, S, S;. We define

AF = {Ax;,Ay;,Asy,0q, Vj.g €Gp_y ). (2.6)

To create AF for training data, we first need to match the vertices between G,_; and G,.

If there were no topological changes, the two graphs can be easily matched as follows. V, are identical for the two graphs.
Junction vertices are matched by their grain index triplets N;. For example in Fig. 3d and Fig. 3f, the magnified junctions have the
same grain neighbors so they are the same junction vertex. Ax;, Ay;, As, are then obtained by subtracting features of their matched
vertices.

Grain elimination events Sg can also be handled relatively easily. They cause grain vertices in G;_; to be missing from G,. These
vertices are defined by theset S; ={g : g€ G,_| Ag & G,}.

Neighbor-switching events are harder to handle: they result in junctions whose triplets N; are different in G; and G;_;. Let U}_,
be the junction vertices in G,_; but not matched in G}, UV;_; ={j : j € G;_; A j & G,}. We enumerate every two junctions in Uj_,
and check (i) if they have an E;; edge and (ii) if they become two new vertices of G, through a neighbor switching event. For the
second check, we use their N [ triplets. We use Fig. 4a as an example. N 5= {g1.83.84) and N = {g5.83.84}. If an edge event
happened on (j;, j,), two new triplets N o= {g1.80.83} and N 5= {g1,8. 84} must have formed at an intermediate time. We check

that if Ny and N exist in G}, criterion (ii) is satisfied. Thus neighbor-switching events Sy are junction pairs in U}_, that satisfy (i)
1 2

8
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Fig. 4. Topological events with the update of graph connectivity. (a) A neighbor-switching event requires changes of the graph topology: an O, operation. Grains
g3 and g, initially are neighbors. After applying O, g, and g, are neighbors. From I to II, j,, j, merge to a quadruple junction; from II to III, the quadruple junction
splits into two triple junctions. This event replaces edges (j,, js), (j.Jj4) (in red color) with the edges ( jé, Js)s ( jl’, J,) (in blue color). The total number of edges remains
the same. (b) A grain elimination event. From I to II, a neighbor-switching event occurs on (j;, j,); g; becomes a 2-side grain. II to III is an O operation. It removes
83, J}» J3» a couple of edges, and replace them with (j3, j,).

and (ii). We remark this method cannot match all the junction vertices. When a junction has been involved in two or more edge or
grain elimination events (e.g., Fig. 6a), we fail to detect the events. In this case, we mask out (in training) the unmatched junctions
and E;; edges. These are typically less than 1% of the total vertices and edges.

Choosing Az: Finally, we discuss how to choose Az, the distance between I;_; and I;. If Az is too small, GrainGNN will need
too many steps during inference, and make the surrogate too expensive. If Az is too large, I;,_; and I, will be exceedingly different

as they will involve a large number of topological events. With these observations in mind, we choose the number of layers n; such
that:

ng(z=1L,) ~ 3%
— = 3%,
non,

Az=L, /(n;— 1),

2.7)
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Fig. 5. The LSTM architecture. We use a graph transformer LSTM with a regressor R and a classifier C—both having an encoder-decoder structure. The classifier
and regressor are trained separately. The junction nodes (solid circles) and grain nodes (hollow circles) have vertex features defined in Eq. (2.4) and Eq. (2.5). For
each target vertex (red circles), graph transformer operators in Eq. (2.8) aggregate the features of the vertex itself with the neighboring vertices into a hidden vector.
The decoder R then uses Eq. (2.11) to transform the hidden vector to the target outputs, which are displacements of junctions, area change, and excess volume of
grains. For each junction-junction edge, the model C concatenates the hidden vectors of the two connecting vertices and predicts the probability of the edge event
(see Eq. (2.13)).

where 10 is the number of grain vertices of G,. We allow about 3% of grains to be eliminated per graph update. Notice that ng < n%
so n; ~ O(1). For training data, we count ng and calculate n; and Az with Eq. (2.7). For example, if we run a 100-grain phase field
simulation to have 40 grains at the end, »n; = (100 — 40)/100/3% = 20. For GrainGNN inference, we don’t know n; beforehand. We
first create map Az(p) using the training p grid. Then for a testing p, we use the nearest neighbor interpolation for Az.

2.5. The LSTM architecture

In this section, we discuss the neural network at the heart of the GrainGNN surrogate. It comprises a regressor R and a classifier
C. Both have an encoder-decoder structure. Graph features of F;_; are encoded to intermediate hidden states H, through the encoder
and then H, are decoded to the target outputs (see Fig. 5). We use a graph transformer LSTM as the encoder for both R and C. The
encoders for R and C have the same architecture but they have different weights and they’re trained separately.

LSTM encoder architecture. Each encoder has several identical LSTM [29] layers stacked on top of each layer. The LSTM
layer hidden states are denoted by H € RP»*("j+%9); jts cell states by C € RP»*("j+%)_ Here D,,, the hidden dimension, is a network
architecture hyperparameter. Hidden and cell states are intermediate outputs of LSTM to store short- and long-term prior information.
The inputs to each LSTM layer are the feature matrices F;_; and the graph adjacency matrix A,_; (4;; =1 j,cg)- The outputs are
the updated hidden and cell states H,;, C,. Let U,_; = [F,_;, H;_] be the input matrix, and one LSTM layer is defined as follows:

=0 (T, (U_,A_)+b;),

fr=0(T; (U Ary) + )

C,=f,C,_; +istanh (T, (U1, A_)) +b,), (2.8)
0 =0 (T, (U1, A1) +b,),

H, =o,tanh (C,) s

where 7}, Tf, T., T, are graph transformer operators [57] with trainable weights; ¢ is the sigmoid function; b;, b 7> bes b, are biases.
For the first layer, H,_; and C,_; are initialized as zeros; for other layers, H,_; and C,_; are initialized with H; and C, of the
previous layer.

The graph transformer operator 7, is a message-passing neural network [45]. 7 operates on every node in the graph with the
node’s neighboring nodes. In Fig. 5 (top row), the red circles indicate a node on which we evaluate 7 and the black circles its
neighbors. Every neighbor passes its vertex and edge features to the target node. 7 aggregates the passed information and the

10
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features of the target node into a single vector. Let u; = [ f; h;] be the input vector of node i; h; € RP» is node i’s hidden vector.
T(U,A); € R P, the output vector for node i, is given by [57]:

T, A, =W+ Y By (Waug, + Wi fy), (2.9a)
kEN;

T
(VV4“:‘) (VVSuk,i + I’V3fik)

en ’
where W, W,, W3, W,, W; are trainable weights for one 7 operator; N; is the set of neighbors of vertex i, N; = {k € V : A(i,k) #0};
S ik is the edge feature of the edge (i,k); f;, € (0,1) is the attention coefficient [51] that measures the coupling strength between
node i and k. u;; is the passed input vector of node k; it is modified from u,. Recall for all vertices, the first three elements of u; are

its absolute coordinates x; = (xy, yx, z). We replace x; with x, ;, the relative coordinates with respect to node i, and account for the
periodic boundary conditions:

(2.9b)

B; x = softmax <

Xy i =X — X; — nint(x, — x;), (2.10)

where nint is the nearest integer function. For example, if x;, = 0.8 and x; = 0.1, nint(x; — x;) gives 1 and x; ; = —0.3. Thus, the
couplings of nodes are only sensitive to their distance and thus are translation invariant. If we translate the coordinate system, the
coupling term won’t change. In Section 3.3, we will see this treatment allows GrainGNN to scale to large systems.

Regression decoder. The hidden states H; of the last LSTM layer are passed to decoders. The decoder of model R is just a single
layer perceptron: a linear layer with an activation function:

Ax; =tanh(W),(h; +b,), (2.11a)
Ay; :tanh(Whyhj +by), for j = L,..,n;, (2.11b)
As, =tanh (W h, +b,), (2.110)

Ve =ReLU (Wj,h, +b,), forg=1,...n (2.11d)

o
Wiss Whys Wi, Wy, and by, by, by, b, are trainable weights and biases. Here Ax;, Ay;, As,, v, ; are normalized outputs. We use tanh
activation for Ax;, Ay;, and As, because their values are in [-1, 1]. We use Rectified Linear Unit (ReLU) as the activation function
for v, to ensure its non-negativity. From Eq. (2.11c) we compute the updated cross-sectional area s,; = s,;_ + As,. Grain g is
removed from graph when s, ; < €5, where ¢ is a hyperparameter, that is determined by parameter sweep during network training.
Typically e; = 107 in our experiments.

Regression loss function. Let AF be the training data and AF be the corresponding network prediction, the L,-loss function
for R is:

=HLZI:[Ax —A%,)" + (Ay, - AF)) ] ii[ As, - A5,) + (v, —g)z]. (2.12)

n =1

Classification decoder. The decoder of the classifier C predicts the probability of the edge event P for each E;; edge. As shown
in Fig. 5, C forms a vector that concatenates h;, h;, and f;;. Then C uses a linear layer followed by a sigmoid function to output the
probability P;; € (0,1):

Py =0 (Wylh.h;, f;1+b,), V.)€ E;;, (2.13)

where W), and b, are trainable weights and biases. An E;; edge with probability P,; higher than e € (0, 1) is classified as a positive
event of neighbor switching, where ¢ is the edge cla551f1cat10n threshold.

Classification loss function. We use a binary cross-entropy (BCE) loss for C. Let Y; 7 =10,1} be the truth labels of whether (i, j)
is eliminated, the loss function is:
1
Lee=ppy X ~Yyloghy — (=Y, log(1-Fy). 2.14)
JJV VG j)eE

Network evaluation metrics. We use several metrics to evaluate the accuracy of the two networks. For the regression network,
we compute the Relative Root Mean Square Error (RRMSE) of the outputs:

n ~
2,‘:1 (xi — X
n 2
PIEES
where x; and X; are the ground truth and prediction respectively; » is the number of samples. For classification accuracy, we use
F|-score. F,-score is the harmonic mean of the prediction precision and recall, where precision = TruePositive / (TruePositive +

FalsePositive) and recall = TruePositive / (TruePositive + FalseNegative). Precision and recall both depend on the classification
thresholds. We calculate the area under the curve (AUC) of the precision-recall curve drawn from different thresholds; a higher

RRMSE = X 100, (2.15)

11
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Fig. 6. GrainGNN graph update orderings given events lists S; and S;;. (a) Order of edge events. (j,,j,) and (j,,j;) are edges with elimination probability
Py, > Py; > €. GrainGNN applies O on (j,, j,) before (j,, j3). For each O, the edge connectivity is updated as shown in Fig. 4a. We assume new junction points
j{ s jé are both located at the midpoint of edge (j,, j,). After event (j,,3), ji, /. Jj3 are at the same location but the connectivity is as shown in IV. (b) Elimination of
grain g,. The list of O operations is sorted by the area increment of neighboring grains. Here As, <As, <As, <As, <As, .Thus GrainGNN applies Oy in
the order (j;, js), (j1-.J2), (s J3)-

AUC represents a more accurate classifier. From the precision-recall curves, we find the optimal classification thresholds ez and e
leading to the highest F)-scores. The details of the training setup are provided in Section 3.1.

2.6. Graph reconstruction and GrainGNN algorithm

Given the trained LSTM networks and classification thresholds, we apply the graph-to-graph update algorithm Algorithm 1 that
implements (G,_;, F;_;) = (G,, F}). This in essence the GrainGNN surrogate along with the image-to-graph and graph-to-image pre-
and post-processing steps.

In GrainGNN’s lines 2-3, the LSTMs R and C compute AF and P (Eq. (2.11), Eq. (2.13)) respectively using the input features
F,_;. In lines 4-7, we update the features x s Vjs 215 Sg> Uy with AF and create the lists of events Sy and S;. Next, we update the
graph with Sg and S;.

Note that during one graph update, some junctions are involved in more than one event for example j, in Fig. 6a. Different orders
of applying Og(j;,j,) and Og(j,, j3) will result in different graphs. We address this by imposing an operator event ordering based
on the predicted features. We next discuss this for grain elimination events and grain neighbor switching events.

Ordering grain elimination events. We sort S; by the predicted grain area s,. Grains with smaller areas are expected to
be eliminated first. Lines 11-20, define required graph topology updates when grain g is eliminated. Recall a grain elimination
event requires |N,| —2 Of operations followed by an O operation. We denote the Oy operations of grain g by Sg,. An O
operation includes the updates of the edges as shown in Fig. 4a. If (j;,j,) is given as an edge event, we find their neighboring
nodes gy, 8>, 83.84.J3,J4,J5.J6 Dy searching the edge list E for edges having node j; or j,. Then we perform edge replacements
Uir84) = (j;,gz), (2 83) (jé,gl), U1sds) — (jé,js), (Unrja) = (j;,j4). Oy, also predicts the coordinates ofj;, j;. Currently, we do not
implement this part in the networks; we approximate the coordinates of j; and jé simply with the midpoint of the edge (j, j,), i.e.,

Xjr=xp = 0.5(x;, +x;,) (Fig. 6a). We use this approximation due to the lack of training edge events, which is only about 2% of the

number of E;; edges.

Ordering grain switching neighbor events. We need to perform this for both Sy and for switch events Sp, triggered by
grain eliminations. We discuss the latter first. In line 12 we initialize S, as the edges of grain g. Then, we sort S, by the area
change of g’s neighboring grains g;;, where g;; is the grain which shares the edge (i, /) with g. In one Of operation, both g and
gi; lose edge (i, j). Generally, a grain with an expanding cross-sectional area As is more likely to gain faces rather than lose faces.
Thus we choose to first update the edge of the grain whose As is the smallest. For example in Fig. 6b, the regressor R predicts
Asng < Asg12 < AsgB < Asg45 < Asg34, so our updating order is (ji, js), (ji,j2), (2, j3). In lines 16-19, we apply O on each edge (i, j)
of S, and if (i, j) also appears in Sy, we remove it so that it won’t be updated again. In lines 21-24, we sort Sy by the elimination
probability P and apply O on each event. For example in Fig. 6a, Pj, > P53 so (j;,j,) is updated first. We want to emphasize that

12
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although ji, jé, j; are temporarily at the same location, they are three different points and one of each only connects to three other
junctions. Finally, in lines 25-28, we check the graph if it has 2-side grains, whose faces were eliminated during other events. We
remove these grains although their area is still larger than 0.

Overall GrainGNN computational complexity. We analyze the complexity of Algorithm 1. The dominant cost of networks R
and C is the evaluation of graph transformers. In Eq. (2.9), the cost of one matrix-vector multiplication is O(Dfl); therefore, the
cost of one network inference of the entire graph is O(n, Di). The cost of lines 4-7 is O(n,). For a graph update, the number of
events |Sg| ~ O(n,), [SEg| ~ O(n,). Sorting Sg/S¢ in lines 10 and 22 is O(nglog(ng)) cost. One Of or Og; consists of a couple of
vertex and edge searches. Each event is O(n,) complexity. Thus the complexity per graph update is O(Ding + né). Recall that the
time complexity n; is O(1) so the overall complexity is O(Ding + né). In our experiments typically we have n, < Dfl and the cost of

GrainGNN roughly scales linearly with the number of grains n,.

Algorithm 1 GrainGNN graph-to-graph update algorithm G,_;(V,_, E,_,), F,_; = G,(V}, E)), F;
Parameters: e and e are classification thresholds.

1: /* GrainGNN components R and C make predictions */

2: AF=R(F_,E,_)) feature changes
3: P=C(F_,E_)) edge event probability
4. F, < F_ +AF

5: /* find events based on thresholds ¢, €5 */

6: Sp <~ {(mm€E;;_|: P, >eg} edge events
7: Sg—{g€V, 15, <eg} grain elimination events
8: /* update graph with S; */

9

PV E < Vion B
10: S; « Sort Sg by s, in ascending order
11: for g€ S; do

12: Spe={mn)€EE;;; :mne€N,} edge events of eliminated grain
13: Spg < Sort Sp, by As, in ascending order

. S )
14: Sg,¢ < Remove last two elements

15: /* update graph with S, */
16: for (i, j) € Sp, do

17: E,, F, < Og(E,, F,i,j) coordinates of new junctions
18: if (i,j) € Sy then
19: Sg < Remove (i, j) avoid updating again in S,

20: Vi.E, < Og(V. Ep.g)

21: /* update graph with S, */

22: S « Sort Sp by P; in descending order

23: for (i,j) € S do

24: E,, F, < Og(E,, F,i,j) coordinates of new junctions
25: /* remove 2-side grains */

26: S« {g€V, : N, | =2}

27: for g€ S;; do

28: Vi E < Oc(V). Ep. g)

2.7. Graph-to-image microstructure reconstruction

We conclude with the post-processing step that converts the output GrainGNN to a 3D grain orientation field or directly to
quantities of interest. Given G, Fy Algorithm 1 computes the trajectory (G,F) := {G,, F,};"= o- We remark that with G, 7 we can
directly compute the quantities of interest. For instance, the volume of a grain g is given as V, = Az 7’= (_)1 5g + vg. Therefore size,
aspect ratio, and orientation statistics can be readily computed. If needed, we can also reconstruct the pointwise orientation 6(x, y, z).
We first reconstruct slices I; of the x — y plane at different z, positions. For each grain g € G, we find its junction neighbors N, and
their coordinates. We draw a polygon using the junctions and set I;(x, y) = g at all interior pixels—at any desired pixel resolution. We
repeat it for n, grains. To combine all the I; slices we use piecewise constant interpolation in z: we assume that each reconstructed
I, has thickness Az and then stack them in z-direction to form the 3D grain index field Z. We currently neglect the excess volume
part of a grain in reconstructed 3D images. The final orientation field 6(x, y, z) = 0,(I(x,y,2)), where 0, is the orientation of a grain
with index g.

2.8. Discretization and numerical solution of the phase field PDE

We use a second-order finite difference discretization in space and a forward Euler time stepping in time. The phase field code is
implemented with Compute Unified Device Architecture (CUDA) in C++. Every grain is associated with a phase field function so one
simulation will require storage of n, phase field functions. To reduce the complexity, we adopt an active parameter tracking (APT)
algorithm [58] to reduce the number of phase field variables stored on each grid point to a constant number P. Each grid point stores
the largest P numbers of ¢, with its index « and treats all the other phase field variables as -1. In each time step at each grid point,
only a stored in the point itself and its six direct neighbors compute Eq. (2.1a), and the new P largest ¢, are found and stored. APT

13
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reduces the storage by a factor of n, /(2P). We find P =35 is sufficient for our simulation setup. We also utilize the moving-domain
technique [59] to reduce the height of the computational domain.® The convergence results of mesh size dx, interface width W}, the
number of phase field variables, and the height of the moving domain are reported in the appendix.

But why an explicit scheme? First, most practitioners [6,52] use explicit schemes so this comparison is the most informative.
Second, although there are situations in which linearly-implicit or implicit-explicit solvers are preferable, this is not usually the case
because in several rapid solidification regimes either the PDEs are not stiff or the implicit solvers become overly diffusive [53]. Third,
implicit solvers complicate the implementation of the active parameter tracking.

3. Results

In this section, we present training and testing experiments for GrainGNN. In Section 3.1 we discuss the data generation for
training, the network architecture parameters and number of parameters, metrics of comparison with simulations, and the training
accuracy we obtained. In Section 3.2 and Section 3.3, we discuss the testing accuracy. Recall that the input parameters to GrainGNN
are p = {G,, R,} (temperature profile), £ the grain initial condition at z, = z, (substrate of meltpool), and the domain dimensions
L=(L,,Ly,L,).For the temperature, we select a range of values for G, and R, and we select some values for training and different
values for testing. The range of values corresponds to temperature profiles in metal alloy rapid solidification conditions. For training
L is fixed to L = L0 and £ is sampled from a fixed distribution. For testing, we consider two settings for L and &. (1) In distribution
generalization (Section 3.2) we use L = L9 and & is sampled from the same distribution used for training. (2) In our Out of distribution
generalization experiments (Section 3.3), we use L # L? and & is sampled from a different distribution used in training. The latter is
critical because although we train for a relatively small number of grains, we can generalize GrainGNN to an arbitrary number of
grains and initial conditions without further training.

3.1. Training of LSTM regressor and classifier

Selecting input parameter values for training. We use phase field data of different £ and p as our training data. For each
simulation, we use the same domain size L°. We try to use as small L? as possible to minimize training costs. We choose Lg = Lg =

40 um to have a sufficient initial number of grains to avoid the effect of periodic boundary conditions. We choose L(Z) =50 pym to
have sufficient grain coarsening. The percentage of eliminated grains at z; = 50 um is typically 50%—70%. For p, we used a uniform
grid sampling with G, values in (0.5, 10) K/um [4-6], and R, values in (0.2,2) m/s [6,60]. The sampling grid is shown in Fig. 10a.
The mesh size we use is AG = 0.5 K/um and AR, = 0.2 m/s, thus the total number of sampled p points is 1443. For each p point we
sample a different £. Grain orientations are uniformly sampled from a unit sphere, as discussed in Section 2.1. The sampling of the
initial junction coordinates x? is as follows.

We first initialize grains as hexagonal lattices of the same size. Here we set their equivalent diameter dj, = 4.1 um [61]. The
junction coordinates of the hexagonal grid are X;. Then we add a perturbation x? =X; + O.ngn and # is sampled from a Gaussian
distribution # ~ N'(0, I). For training data, the initial number of grains is in the range of 110—125 and the grain sizes are in the range
of 2.7—-5.7 um. For in-distribution generalization, testing & is sampled using the same method. For out-of-distribution generalization,
we sample x;.) from a uniform distribution x% ~ U(0, 1) to test grain sizes with a larger variance.

Generating training data with phase field simulations. To generate training data we use high fidelity phase field simulations
with the discretization described in Section 2.8. We use the interface width W, = 0.1 pym and dx = 0.8W,. We performed the
convergence test to verify that this mesh size provides sufficient accuracy of quantities of interest for the p range we used. The
number of grid points used is 500 X 500 x 625. The time step is 2.42 nanoseconds. The simulation is stopped when the SLI reaches
50 pm. The number of time steps varies between 10K for R, =2 m/s to 100K for R, =0.2 m/s. The total cost for generating training
data was about 15 hours on 24 NVIDIA A100 GPUs.

From each simulation, we extract graph pairs (G,_;, G)). For z; = L(Z’ =50 pm, the number of eliminated grains varies between
0—84 so the number of extracted layers per simulation n; is 2—21. The total number of graph pairs created is 40K (38K for training
and 2K for validation). We first train the regressor network R for 50 epochs with the Adam optimizer [62]. The learning rate was
set to 50% decay every 10 epochs. Then we use R’s weights to initialize the encoder of C which is trained for an additional 20
epochs again using the Adam optimizer. The network hyperparameters—D),,, the number of LSTM layers, the batch size, and the
initial learning rate—were tuned by grid search. The tuned R, C have two LSTM layers with D, = 96 for a total 1.2 million weights
per network. The total training time was 12 hours on a single A100 GPU. We remark that C and R run on both CPUs and GPUs. But
during inference we also need operations O and O, which we have implemented only on CPUs. So currently we run our inference
only on CPUs and the inference can be further accelerated if we run C and R on GPUs.

Fig. 7 shows the training losses and accuracy of GrainGNN. For model R, the initial training and validation losses are 0.97 and
the final training and validation losses are 0.002. The corresponding accuracy of the output features is shown in Fig. 7c. At epoch
50, the RRMSE for Ax, Ay, As and v are 18.7%, 19.5%, 10.6%, and 7.9%, respectively. The average in-plane movement of a junction
between two sampled z; values is roughly 2—3 pixels in x and y direction. Thus, the error of the predicted junction coordinates is

3 We track a domain with a height smaller than the actual domain height L. The domain is placed around the SLI and moves with the SLI. As the SLI moves one
grid point in the z-direction, we add a new layer of liquid on the top of the domain and remove the bottom layer of the solidified part. The removed layer is stored
and remains “frozen” till the end of the simulation.
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Fig. 7. Training losses and accuracy. (a) Training and validation losses of the regressor R. (b) Training and validation losses of the classifier C. (c) Relative errors
(RRMSE) of the regression outputs for validation data. Ax,Ay, As, and v. (d) The area under the Precision-Recall curve (PR AUC) of the predictions of the grain
elimination events and neighbor-switching events.

about half a pixel per graph update. Accuracy of grain events and edges events is shown as the black and red line in Fig. 7d. The
final AUCs of grain events and edge events are 0.941 and 0.923 respectively. The optimal classification threshold for grain events we
find on the precision-recall curves is e; = 107#; the corresponding precision and recall are 0.95 and 0.92. For edge events, we find
eg = 0.6; precision is 0.91 and recall is 0.87.

Next we evaluate the accuracy of GrainGNN-predicted microstructure. I, is the PDE-to-image translation of £, the initial condition
for both GrainGNN and phase field PDE. We extract G, F, from I, and compare the final predicted microstructure with phase field
simulations. We use a pixel misclassification rate (MR) to measure pointwise errors. MR(z;) is as the number of grid points classified
to a wrong grain, normalized by the total number of pixels:

1
MR(z)) = I z Z L, )T, o () (3.1
i

MR is zero when all grain boundaries are exactly reconstructed. For the quantities of interest, we measure the distributional error
for grain sizes predicted by phase field simulations and GrainGNN. We use the two-sample Kolmogorov-Smirnov (KS) statistics
KS = sup, | Dpg(x) — Dgyn(x)|. D represents the empirical cumulative distribution function (eCDF) of grain sizes. KS statistics quantify
the maximum discrepancy between the predicted and the ground truth grain size distributions. The smaller the KS value is the closer
the two distributions are. More details about how to interpret KS statistics are provided in the appendix.

3.2. In-distribution generalization

By in-distribution generalization we refer to GrainGNN inference for L = L°, unseen (during training) p values, and unseen & val-
ues sampled by the same procedure we used for training. We show an example of test case in Fig. 8 with p = (1.904 K/um, 0.558 m/s).
Using nearest neighbor interpolation in p space we determine that GrainGNN should be used with Az =2.4 um, which determines
the number of GrainGNN steps. Fig. 8a shows the grain microstructure at four different heights. At each height z;, we show the G,
and /; with 500 X 500 spatial resolution. We compare the reconstructed image with the phase field data at the same height. The mis-
classified grid points are marked in dark red. The error images indicate that the GrainGNN predictions are accurate representations of
the microstructure obtained by our phase field simulations. The last two columns compare the evolution of the 3D microstructure for
GrainGNN and phase field predictions. We select two grains to illustrate the grain shape evolution. Fig. 8b-e are different measures
of GrainGNN accuracy. Fig. 8b shows the cumulative grain elimination events when the SLI reaches different heights. The blue, red,
and dashed red lines depict grain eliminations that happened in the phase field simulation only, GrainGNN inference only, and in
both, respectively. We can see that the number of eliminations predicted by GrainGNN is overall accurate but lagged after z; =24 pm
compared to the phase field result. At z; =50 um, three grains that should be eliminated still exist on the graph, and only one grain
is falsely eliminated by GrainGNN. The precision and recall for grain events are 72/73 and 72/75 respectively. Fig. 8c plots MR
for reconstructed images at different heights. MR is 2.4% initially at z, =2 um because the curvature of the grains is neglected in
reconstructed images. MR is 11.3% at z; = 50 pm. Fig. 8d shows the evolution of the volume-averaged misorientation as the height
of the SLI increases; the curve is well captured by GrainGNN. The initial average misorientation angle is 23.8° and it decreases to
13.8°, which indicates the grains are more aligned with the temperature gradients after the epitaxial growth. Fig. 8e shows the grain
size distribution when the SLI reaches 50 um. The final average grain size is 9.9 um. The KS statistic between the phase field and
GrainGNN distributions is 0.034, which means the two distributions are nearly identical.

We test the accuracy of GrainGNN inference for different values of p. In our first test, we select four values of p, each of which we
sample ten £ to compute microstructure statistics. In Fig. 9, the 2D images show the grain microstructure at height z; = 50 ym. We
can see that lower G, and higher R, result in more grain eliminations and more misclassified pixels. The MR average and standard
deviation at z; = 50 pm for the four values of p are 16.2%+1.7%, 23.1%=+3.2%, 8.6%+0.5%, and 18.8%x2.3%, respectively. The
blue and red lines are the mean and standard deviation of the phase field and GrainGNN predictions. The KS average and standard
deviation at z; = 50 pm are 4.7%=+0.7%, 5.4%=0.9%, 5.2%+0.9%, and 4.4%=+0.6% for the four p values.

We further test GrainGNN’s MR accuracy on 100 randomly selected p with a single random & for each value of p (see Fig. 10a).
Fig. 10b show the MR averaged over z; for each testing case. MR increases with increasing R, and decreasing G; the highest MR
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Fig. 8. GrainGNN prediction for one testing case with G, = 1.904 K/pm and R, = 0.558 m/s. (a) The time evolution of the grain microstructure when the
solid-liquid interface z, reaches different heights. At each height from left to right, we show the graph that GrainGNN predicts, the reconstructed microstructure at the
current height, the corresponding phase field simulation, the pointwise error between the GrainGNN image and the phase field result, the GrainGNN grain structures
which are formed by stacking reconstructed images, and the phase field microstructures. We also explicitly show two of the grains to illustrate the evolution of the
grain shape. (b) The number of accumulated grain elimination events when SLI reaches different heights. The solid blue line is the phase field result. The red line is
predicted by GrainGNN. The red dashed line is the number of true positive (TP) events among the elimination events predicted by GrainGNN. (c) Misclassification
rate (MR) at different heights. (d) Evolution of volume-average misorientation as the SLI reaches different heights. (e) The grain size distribution when z; = 50 pm.
The blue solid line and the red dashed line are phase field and GrainGNN predictions, respectively.

is 17% for G, =2.450 K/pm, R, = 1.753 m/s and G, = 3.764 K/pm, R, = 1.901 m/s. We didn’t find a correlation between KS and
p; the maximum KS is 0.11 for G, =5.826 K/um, R, = 1.165 m/s. Fig. 10d shows MR as a function of the height z,;. At the height
z; =50 pm, the mean and standard deviation are 15.3%=+3.8% for 100 p. The total number of grain elimination events across the
100 cases is 6,597; the number of true positives predicted by GrainGNN is 6,088; the number of false positives is 124.

3.3. Out-of-distribution generalization

Recall that L9 = (40 um, 40 pum, 50 um), mean substrate grain size d, = 4.1 um, and grain orientations from the unit sphere. We
examine GrainGNN’s ability to predict 3D grain formation and Qols for larger L without changing the ¢ distribution. We also test
GrainGNN'’s accuracy for different £ distributions. Note that these generalizations do not require any retraining of GrainGNN and
only involve small modifications when L > L°. We explain each generalization below.

Domain width L, L,: A larger domain width with the same grain size distribution is equivalent to a larger number of grains.
As discussed in Section 2.3, the dimensional features in Eq. (2.5) and Eq. (2.4), for example X}, VjsSg, U, ar€ normalized by the
training domain size L9, L9, L. Although we change the domain size, we still normalize with L. As shown in Fig. 11a, we have a
testing case with domain width L, = L, = 120 um. After normalization, the junction coordinates are in the range of [0, 3]. As the
transformer encodes relative distances between a vertex and its neighbors, adding offsets to the coordinates won’t change the hidden
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Fig. 9. GrainGNN predictions compared to phase field simulations of different p. We run 10 £ for each p. The simulations are initialized with the same
& distribution. The 2D images show the grain structures at height z, = 50 pm. Different p result in different numbers of grain eliminations and final grain size
distributions. Each blue/red line shows the mean and standard deviation of the 10 & realizations.

states output by the encoder. Thus, we expect no difficulties in using a large domain. We simply evolve GrainGNN on the entire
graph and reconstruct the microstructure from the evolved graph.

Fig. 11a shows an example of GrainGNN prediction for a case with domain size (120 pm, 120 pm,50 pm). G, = 10 K/um, R, =
2 m/s. The initial number of grains is 1043. At the end of the simulation, the number of eliminated grains is 704, of which 644 grains
are predicted by GrainGNN. The MR at the top layer is 18.2% and the KS statistic for the grain size distribution is 0.021. We further
test 20 randomly sampled pairs of (G, R) with domain size (80 pm, 80 um, 50 um), and repeat for domain size (120 um, 120 um, 50 pm).
Their MR statistics are shown in Fig. 10f and Fig. 10e. At z; = 50 pm, their average MR and standard deviation are 14.4%=+4.0% and
13.9%=+3.6%, respectively. Compared to 15.3%=+3.8% for in-distribution generalization (Fig. 10d), we don’t observe a noticeable
increase in pointwise error when increasing the domain width. The accuracy of accumulative grain events is 92.1% (4,271/4,638)
for L, =210 and 92.6% (8,956/9,672) for L, =3LY, which is close to 92.3% for L, = L. In Fig. 11c, we showcase a GrainGNN
inference with a large domain width L, = L, = IOL?C. The total number of grains is 11,600. The number of vertex features of the
graph is 313K. The final grain microstructure only requires 15 iterations of the graph, which takes about 220 seconds on one CPU.
If we run a phase field simulation with the same configuration, the total number of grid points is 5000 x 5000 x 100 = 2.5 billion. At
each grid point if we store five phase field variables and their grain indices, the storage required is 25 billion numbers. The number
of time steps for the phase field solver is 50K.

Domain height L_: In practice the domain height L, is determined by the meltpool depth. Here we test the ability of GrainGNN
to generalize for L, > L(z) by simply taking more iterations. Recall that we used L(z) =50 um. We assume for z; > L(z), the graph
evolution follows the same pattern as the previous graph step. In the network inference when z; > L(Z’, we set z; as L(Z) in Eq. (2.4)
and Eq. (2.5). As shown in Fig. 10f, we extend the predictions of the 20 runs with width L, = 2L2 to the height z; = 98 um. From
z; =50 um to z; =98 pm, MR increases from 14.4%=+4.0% to 26.6%=+11.6% and the grain elimination accuracy drops from 92.1%
to 90.6% (5,729/6,323). We can see from 50 to 90 pym MR increases almost linearly with the distance the SLI traveled. From 90 to
98 um, the jump of the MR is due to the drastic increase of error for a case with G, = 1.774 and R, = 1.471, whose MR reaches
71.5% at z =98 um. Fig. 11b shows one case with G, =4.827 K/pm, R, = 0.690 m/s. The KS of grain size distribution is 0.024 for
z; =50 pm and 0.028 for z; =98 pym.

Initial grain size and orientation: We set L = (80 um,80 um,50 um) # L° and also vary £. As mentioned in Section 3.1, the
initial junction coordinates are randomly selected from [0, 1]. We change the average grain size by varying the number of sampled
junctions. Fig. 12 shows the initial (z = 0) and final (z = L,) grain distributions under G, =4 K/pm and R, = 0.8 m/s; we also
test another four p with the values in Fig. 9. For each p, we test ten different size distributions with mean ranging from dy =2 um
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Fig. 10. Error statistics for in-distribution and out-of-distribution generalization. (a) Black lines are p grid used for training and validation. Black dots are
100 p values for testing. (b) Misclassification rate (MR) averaged across sampled heights z, for each testing p. (c) KS statistics (KS) of grain size distribution at
the end of simulations for testing p. (d) MR mean and standard deviation for 100 testing p with domain size (40 um,40 um,50 um). (e) MR for domain size
(120 pm, 120 pm, 50 pm). (f) MR for domain size (80 pm, 80 pm, 100 pm). (g) MR and KS for different initial mean grain sizes d,. (h) MR and KS for different initial
grain orientation distributions. 6, is the most frequent misorientation angle between the grain orientation and the z-axis.

(Fig. 12a) to dy = 7.4 um (Fig. 12b). Their MR and KS are shown in Fig. 10g where each point is averaged across five different p.
For d; in the 4-6 um range, MR and KS are close to in-distribution errors. MR is higher for runs with smaller grains and is almost
doubled for dy =2 um. One reason is smaller grains have a higher surface area-to-volume ratio thus higher percentage of pixels
will update their grain indices under the same physical parameters. Another reason is smaller d;, has higher grain and edge event
densities thus introducing larger errors. For larger grains d; > 6 pm, we observe higher variance for different p. For G, = 1 K/um
and R, = 1.6 m/s, MR increases when d;, > 6 um while MR decreases for the other four p. The overall MR for all d;, is 13.9% and
grain elimination accuracy is 92.3% (14,590/15,801).

In the modified orientation distribution, we select dominant grain misorientation angle 6, with respect to the z-axis. We vary 6,
from O to z/4 with ten values sampled for each p and we sample the five p as discussed for grain size distribution. Fig. 12c and
Fig. 12d show the initial orientation distribution with 6, =0 and 6, = 7 /4 respectively. As shown in Fig. 10h, MR is slightly higher
for larger 6, which is associated with more grain eliminations we observed for misaligned grains. KS is almost the same for different
0y. The overall MR and grain elimination accuracy are 12.0% and 91.0% (10,529/11,569), respectively.

4. Discussion
4.1. Accuracy

These results suggest that GrainGNN can predict well the microstructure evolution and the statistics of quantities of interest
when compared to the phase field simulations. It can also generalize to unseen G, and R, values, domain width and height, and
initial grain configurations—without retraining. For pointwise microstructure comparisons, the in-distribution generalization errors

are in the 4%—17% range, with higher errors occurring when we have more grain eliminations. The out-of-distribution error is not
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Fig. 11. Generalization with the domain size and the number of grains. (a) Domain size (120 pm, 120 pm, 50 um) with 1043 grains. G, = 10 K/ pm, R, =2 m/s.
The total number of eliminated grains is 704, among which 644 grains are predicted by GrainGNN. The KS statistic for the grain size distribution is 0.021. (b) Domain
size (80 pm, 80 pm, 100 pm) with 461 grains. G, = 4.827 K/ um, R, = 0.690 m/s. The left and right plots are GrainGNN predictions at z, = 50 ym and z, = 98 um,
respectively. Their KS for grain size distribution are 0.024 and 0.028. (c) GrainGNN prediction for a case with domain size (400 pm,400 pm,50 pm), which is 100
times the training domain size. The total number of grains is 11600. G, =2 K/pm, R, = 0.4 m/s. The GrainGNN inference time is 220 seconds on one CPU.

sensitive to the domain width or the number of grains but increases with decreasing initial grain size. The pointwise errors increase
gradually with the height of the SLI. When comparing the statistics quantities of interest, we find the distributional error of grain
size distribution is not sensitive to G, R, and the domain size. The KS statistics are in the 0.03-0.06 range. In all test cases, grain
elimination accuracy is above 90%. In total, we ran 280 test phase field simulations with random initial realization and the number of
grains ranging from 100 to 1600. Demonstrating its robustness, GrainGNN successfully completed all 280 inferences, among which
only one test case, with L, = 2L(Z), yielded significantly different results.

We compare GrainGNN’s accuracy with three other models, (i) a graph convolution LSTM (GC-LSTM) [48], (ii) a graph trans-
former operator (TransformerConv) [57], and (iii) a graph convolutional operator (GraphConv) [43]. We use the same training data
and 2.4 million weights for all models. The metrics we used are RRMSE for |Ax| = y/Ax2 + Ay? and As, AUC for both events, and
the average MR for the 100 testing simulations. Compared to GC-LSTM, GrainGNN adds the attention coefficient f; ; in Eq. (2.9). As
shown in Table 2, GrainGNN outperforms GC-LSTM for all the metrics. The self-attention mechanism of GrainGNN is important to
learn the spatial correlations between different nodes. If we drop LSTM and only keep the TransformerConv as an encoder, regression
accuracy RRMSE-|Ax| and RRMSE-As decrease significantly. GraphConv has a higher AUC-G but lower RRMSE-|Ax|, RRMSE-As,
and AUC-E compared to TransformerConv. We also compute the average MR of 100 testing simulations for different models and
GrainGNN produces the most accurate microstructure images.

We also investigate the effect of the amount of training data on the GrainGNN accuracy. From Table 2, adding more training
data generally improves the accuracy of GrainGNN. The regression model R is less sensitive to the size of training data. From 5K
training pairs to 38K training pairs, the relative error of |Ax| and As improve 1% every doubling the training size, and the AUC
for grain elimination events stays around 94%. In contrast, the AUC for the neighbor-switching events improves significantly from
85.2% to 92.3%. The difference between the two types of events is that the neighbor-switching events are highly imbalanced. The
positive-to-negative ratio is about 1 to 30. Because the positive neighbor-switching events are deficient, adding more training graph
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Fig. 12. Generalization with different initial grain configurations. We use L, = L, =80 pm, G, =4 K/um, and R, = 0.8 m/s for all four cases shown above. (a)
Initial size distribution with mean d, =2 pm. (b) Initial size distribution with mean d, = 7.4 um. (c) Initial orientation distribution with the maximum frequency at
6, =0°. (d) Initial orientation distribution with the maximum frequency at 6, =45°.

pairs can largely enhance the classification precision. To deal with the data imbalance, we have tried to increase the weights of the
positive events in Eq. (2.14) and downsampled the negative events; the improvement, however, is limited. We plan to use more data
augmentation techniques to balance the labels and improve the accuracy of edge events.

The ordering of grain and edge events when updating the graph is another factor that affects the accuracy of the prediction. We
currently choose the sorting method based on the classifier probabilities; we have not tested alternatives. One constraint of using
Algorithm 1 is the input graph can only have triple junctions and the output graph is guaranteed to have only triple junctions.
Algorithm 1 has two noteworthy limitations, although they do not seem to limit the overall GrainGNN accuracy. One is the approx-
imation of new coordinates of j, j, in an edge event. The other is GrainGNN doesn’t guarantee planar graph outputs, which means
non-physical edge intersections are possible. The intersections could cause grains to have overlapping areas or create holes in the
reconstructed images. We currently ignore this issue since it won’t break Algorithm 1 or calculations of quantities of interest.

4.2. Computational efficiency

GrainGNN achieves a substantial reduction in the storage of variables and the number of required time steps, which leads to
significant speedups over phase field simulations. For the training domain size, the required number of phase field variables is about
500M despite using the active parameter tracking and moving-domain algorithms, while the number of features of GrainGNN is
about 3.2K. The network has about 2.4M parameters. Thus, GrainGNN requires 10? — 10° times less storage than the phase field
solver. The computation efficiency of our phase field solver and GrainGNN is listed in Table 3. Our phase field solver is optimized
with GPUs [53]. For the G, and R, values investigated in this paper, the time cost per phase field simulation is 300—3000 seconds
on one A100 GPU, while the time cost of GrainGNN is 0.2—3 seconds. GrainGNN on a single CPU achieves 150x-2000x speedup
over our phase field code.

The number of GrainGNN iterations »; scales linearly with the number of eliminated grains; therefore », is a function of G,
and R,. In Table 3, n; =5 for G, =8 K/um and R, = 0.4 m/s and n; = 20 for other three parameters. We also compute the time
consumed by network inferences with the domain width of 2L2,3Lg, 10L2. The number of grains per simulation is roughly 400,
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Table 2

Model accuracy comparison for three network architectures and different numbers of training graph pairs. The
total number of trainable parameters is roughly 2.4 million for all the models. For the regression tasks, we compute
the Relative Root Mean Square Error (RRMSE) of |Ax| and As; for the classification tasks, we compare the area
under the precision-recall curve (AUC) for neighbor-switching events (AUC-E) and grain elimination events (AUC-
G). These metrics are evaluated on the same validation datasets. We also compute the average of misclassification
rate (MR) for the 100 testing simulations with different p.

model #training pairs ~ RRMSE-|Ax| RRMSE-As  AUC-E  AUC-G MR
GrainGNN: LSTM + 5K 0.225 0.143 0.852 0.938 0.140
TransformerConv 10K 0.208 0.128 0.864 0.947 0.127
20K 0.197 0.119 0.892 0.953 0.121
38K 0.187 0.106 0.923 0.941 0.106
LSTM + GraphConv [48] 38K 0.231 0.137 0.908 0.930 0.122
TransformerConv [57] 38K 0.311 0.322 0.902 0.919 0.201
GraphConv [43] 38K 0.388 0.394 0.847 0.936 0.250

Table 3

Computational efficiency of GrainGNN for different p and domain size L. Time for solving phase field equations was measured on
one NVIDIA A100 GPU with 40 GB memory. The domain size is (40 pm,40 pm, 50 um). GrainGNN inference time was measured on
a single AMD EPYC 7763 CPU core. a, X a, X a_ represents the GrainGNN inference time for a domain size of (a, Lg,ay L[}’_,aZ Lg).
Every measured time is averaged across 10 initial realizations of grains.

Physical parameters storage time (seconds)

G, (K/pm) R (m/s) PF GrainGNN PF GrainGNN 2x2x1 3x3x1 10x10x 1 2x2x%x2
1 0.4 14746 29 10.2 23.2 297.0 15.5

1 1.6 478.7 2.6 8.2 20.3 271.2 13.2

8 0.4 S00M - 3.2K 14409 09 3.5 7.8 69.5 6.4

8 1.6 413.4 2.8 9.6 21.8 278.7 15.1

1000, and 10,000, respectively. We can see the time cost scales linearly with the domain size and with the number of grains. If
further increasing the number of grains to n, > 10*, the O(nz) graph update may start to dominate the cost. In this case, we plan
to store a hash table of a node to its neighbors. Thus the cost per event can be reduced from O(n,) to O(l). Another benefit of
GrainGNN is that the cost doesn’t increase with the grain size and number of grid points per grain. With increasing L, the graph
size and inference time decrease due to grain eliminations. The inference time for L, = 98 pm is only approximately 1.5 times the
inference time for L, = 50 pm (compared to approximately 2 times, if each height increment required a fixed amount of time).

4.3. Extensions and limitations

There are several planned extensions to the current framework of GrainGNN. One is generalizing the computational domain to no-
flux boundary conditions and non-rectangular geometries. For no-flux boundary conditions, we consider padding domain boundaries
with halo grains that have mirrored properties (e.g., orientation) with respect to the grains on the boundary. The number of padding
grains depends on the domain and physical parameters. For domain geometry, we plan to follow the rectangular-to-curvilinear do-
main mapping strategy presented in GrainNN [17]. The idea is to find geometric coefficients that map a curved surface to a 2D plane.
We run GrainGNN in a rectangular domain and use the geometric coefficients to scale the network outputs for example the junction
displacements. The output structure is mapped back to the original geometry. A second extension is to improve the representations
of grain boundaries. We neglect the in-plane curvature of the grain boundaries, which can be significant for high R, values. Another
goal is to use experimental design and active learning [63,64] methods for sampling physical parameters used for training. Currently,
we use a uniform grid of G, and R, to generate training data. The MR plot in Fig. 10 indicates that more data should be drawn
from the region with high R, and low G, to reduce the pointwise error. To make the data generation computationally trackable for
higher dimensional parameter space, an efficient adaptive sampling algorithm needs to be developed. From the network architecture
perspective, the current one-to-one LSTM prediction can be extended to sequence-to-sequence prediction to improve accuracy as we
did in [17]. However it is unclear how to handle topological changes in sequence-to-sequence configurations.

Limitations. The two major limitations of GrainGNN are dealing with complex meltpool geometries and ignoring grain nucle-
ation. We discussed geometry in the previous paragraph. Grain nucleation introduces new grains to the system thus adding vertices
and edges to the graph. The modifications of the graph are two kinds depending on the nucleation density. For dilute nucleation, we
can still utilize GrainGNN. We will introduce a new operation Oy that adds vertices and edges, which will be the inverse operation
of Og. For dense nucleation, the equiaxed growth dominates the grain formation. This evolution is substantially different enough
from epitaxial growth that a third network (beyond R and C) will have to be added to predict the graph generation during grain
nucleation. A third more fundamental limitation is detecting failure cases, in short some kind of a posteriori error estimates for
network predictions. GrainGNN doesn’t have any performance guarantees other than the empirical evaluation we discussed. A fourth
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limitation is that the inference phase of GrainGNN runs only CPUs, and thus potential speedups are still possible. We are currently
working to address these challenges.

5. Conclusions

We presented a surrogate for microstructure evolution in 3D epitaxial grain formation. We introduced a heterogeneous graph
model and hand-crafted graph features that combined to achieve a significant spatiotemporal compression of grain microstructure.
We proposed an image-to-graph method to extract graphs from phase field data. We modeled microstructure formation with graph-
to-graph evolution, where we decomposed the evolution into feature changes and topological events. GrainGNN is implemented
with an LSTM-based regressor and classifier to predict the features and events. The LSTMs include graph transformers and can
scale to a larger number of grains than those used for training. We also proposed graph and microstructure reconstruction methods
to address topological changes. GrainGNN is trained with phase field data in a wide range of G and R values in AM process
conditions. It can predict both quantities of interest and pointwise accurate microstructure for unseen process parameters and initial
grain configurations. We also showed that GrainGNN generalizes to domain size, number of grains, and initial grain parameters.
GrainGNN is orders of magnitude faster than high fidelity simulations and scalable to a large number of grains.

What about training costs? Consider 3D printing a 1 cm?® volume part with an average 10° um® meltpool. Directly simulating
solidification of the entire part would require one million phase field meltpool solidification calculations—without accounting for
ensemble calculations and meltpool overlaps. Such calculations are currently infeasible. A GPU-optimized GrainGNN on a multi-GPU
leadership system could perform such a calculation in less than a day. Our long-term goal is to train GrainGNN using 1000s of
phase field simulations using a small domain and then, by accounting for meltpool geometry, deploy it for inference for entire-part
microstructure prediction. Thus, training costs will be amortized across the entire build and insignificant compared to the potential
overall speedup.
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Appendix A. Phase field solver

The material parameters of stainless steel 316L are listed in Table A.1. Given values of I', L,/C,, and p,,, phase field parameters
A and 1, can be derived using asymptotic analysis [53,56]:

'S —dy=a, 0 (A1)
L, 0ThT :
C T W

- Eﬂozal_o —a,az—o, (A.2)
Ly W, D,

where a; = 5\/5/ 8, ay =47/75; d, is the thermal capillarity length; f, is the kinetic coefficient; D,, is the heat diffusion coefficient.
The obstacle parameter w in Eq. (2.1a) is set to Au/I, where u is the nondimensional undercooling and I is a constant, here we
choose I =1/12 [3]. The anisotropy of r, requires the spatial derivatives of ¢ in the rotated coordinates with angle 6. Let 6, be the
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Table A.1
Material parameters for stainless steel 316L.
symbol  meaning (units) value [4,6]
r Gibbs-Thompson coefficient (Km)  3.47 x 1077
L,/C, latent heat/heat capacity (K) 229
Hy linear kinetic coefficient (m/s/K) 0.217
A thermal coupling constant 58.3
W, length scale (um) 0.1
7 time scale (ns) 40
Ty melting temperature (K) 1783
€ kinetic anisotropy coefficient 0.11
k partition coefficient 0.791
D, heat diffusion coefficient (m?/s) 3.6x107°
AT, freezing range (K) 15.7
v, absolute stability velocity (m/s) 0.17

—— training data

Wy = 0.05um
0.151 —— dx = 0.4W,
— L= 16um
— #PF =10
0.10 1
Q
0.05 1
0.00 1
0 10 20

d (um)

Fig. A.1. Convergence test for a phase field simulation. G, = 10 K/um R, =2 m/s. The number of grains is 463. The simulation parameters used for generating
the training data (blue line) are interface width W, = 0.1 um, mesh size dx = 0.8W,, moving-domain height L’ =8 um, and five phase field variables per grid point.
The yellow and green lines show the convergence of the discretizations by halving W}, or dx. The red line shows the convergence of the moving-domain algorithm by
doubling the moving-domain width. The convergence of the blue and purple lines indicates the negligible difference between storing five phase fields and ten phase
fields.

angle between the z-axis and the preferred growth direction <100> and ¢, be the angle between the x-axis and the projection of
<100> direction on the x-y plane. The derivatives appearing in Eq. (2.2b) should be replaced with:

0.9’ cos(0,)cos(0,) sin(d,)cos(d,) —sin(b,) 0,9
0,¢" |= —sin(6,) cos(6,) 0 | 9,0 (A.3)
0,¢' cos(d,)sin(d,) sin(f,)sin(d,) cos(f,) 0.¢

Because the capillary anisotropy is much weaker than kinetic anisotropy in the rapid solidification regime, we set €, = 0.

The phase field solver is available at https://github.com/YigongQin/cuPF. The CUDA functions have been optimized. The most
expensive right-hand side calculations have the performance of 270 GFlops on one Nvidia A100 GPU. We use CUDA-aware MPI
which scales well on multiple GPUs and multiple nodes.

Fig. A.1 shows the convergence results for dx, W}, the height of the moving domain, and the number of phase field variables
per grid point used in the active parameter tracking algorithm. The training data is generated using the configuration: W;, =0.1 pm,
dx =0.8W,,, L’ =8 um, and five phase fields. We can see that the grain size distributions converge well when we halve the mesh

z
size or increase the domain height or the number of phase fields.

Appendix B. Kolmogorov-Smirnov test

Kolmogorov-Smirnov test can be used to compare two samples and test whether the two samples could have come from the same
distribution. If sample A has m data points and sample B has »n data points, the null hypothesis that two samples coming from the
same distribution is rejected when:

(B.1)
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where KS is the Kolmogorov-Smirnov statistic and «a is the confidence level. For our setup, if a testing case has n = 120 grains and we

think GrainGNN and phase field results are the same with a 95% confidence level, the critical KS value is KS, = 1 /—In (%) /120=

0.079. As discussed in Section 3.2, the KS values for in-distribution generalization are mostly in the range of 0.03—0.06, meaning
that GrainGNN predicts the same grain size distribution as the phase field model. For out-of-distribution generalization we change
the number of grains. KS, is 0.043 for n =400 and 0.022 for n = 1600. In Fig. 10h we vary the initial orientation distribution with
n =400. We can see KS ~ KS, for all ,, which means we have 95% confidence GrainGNN and phase field have the same grain
size distributions. In Fig. 10g when we decrease initial grain sizes, KS > KS, for d, < 3 um, which indicates a higher distribution
mismatch for smaller grains.

Appendix C. Code and data availability

GrainGNN codes are available at https://github.com/YigongQin/GrainGraphNN. Codes contain how to create a graph using the
Voronoi diagram and how to extract a graph from grain microstructure images. The neural networks are developed based on the
Pytorch Geometric Library. Training and testing of the networks with comparisons against the phase field results are provided. The
GitHub repository also provides the trained models including the regressor and the classifier. The phase field data used for training
can be reproduced with the CUDA codes at https://github.com/YigongQin/cuPF.
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