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ABSTRACT

With the increasing use of computers and smartphones by children,
their online safety has become a major concern due to the lack of se-
curity awareness. Prior studies pointed to children’s poor password
habit and vague perceptions on the significance of passwords. While
users must be sufficiently motivated to perform a target behavior,
a little study to date, focused on understanding how we can en-
courage children towards strong password creation. As we begin to
address this gap, we examined children’s perceptions of adversary’s
actions that instill fear in the context of password compromise. Our
semi-structured interviews with 20 children (aged between 8 and
12) reveal their concerns around a hacker, which inform future
designs how fear appeal can be leveraged as a motivational tool for
children towards strong passwords.
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1 INTRODUCTION

In 2015, 94% of children in the United States, ranging from 3 to
18 years old, had access to a computer at home, with 86% hav-
ing Internet connectivity [29]. By 2019, ownership of smartphones
among children as young as 11 reached 53%, escalating to 84%
among teenagers [44]. While security breaches have alarmingly
risen in recent years [22, 54], it is particularly concerning for chil-
dren [14, 27, 41, 52, 58], where despite the existence of laws (e.g.,
COPPA: Children’s Online Privacy Protection Act) to protect chil-
dren in the digital world, a wide array of applications are found
collecting their personal information [39]. To this end, it has become
more important than anytime before to understand the security and
privacy perceptions of children, where a body of work [9, 39, 52]
emphasized a strong foundation in children’s password practices — a
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crucial step towards their online security protection. In this section,
we first present a brief overview of prior work on children’s pass-
word practices and highlight the gap in existing literature that we
addressed in our work, followed by a summary of our contributions.

1.1 Background and Motivation

A longitudinal study [58] conducted over eight years demonstrated
an increase in children’s use of technology without a parallel im-
provement in their safety awareness. Children are found more
vulnerable to cyberattacks and identity theft than adults due to
their limited concerns and awareness [53, 57]. To this end, the
studies [26, 27, 40] focusing on children’s password composition
strategies reveal that most of them use predictable items in pass-
words, making them vulnerable to guessing attacks, where younger
children’s passwords are easier to guess due to simplicity. Despite
creating a weak password, children do not typically worry about the
risks associated with it [41], where they believe that their passwords
would be difficult to guess by strangers [27]. A recent study [52]
further revealed their poor password habit and vague perceptions
on the significance of passwords. In another study [24], Kumar
et al. explored children’s strategies that they employ to address
their privacy and security concerns. Despite acknowledging these
concerns, children are found to share personal information that
could lead to privacy vulnerabilities. Here, authors did not delve
into how children perceive adversaries and how they form these
perceptions [24]; we have addressed these gaps in our work.

In order to perform a target behavior, users must be sufficiently
motivated, be prompted, and attain the ability, as asserted by Fogg’s
Behavior Model (FBM) [18]. Although the use of digital technology
by children has substantially increased in recent years [19, 38], they
are not aware and motivated to adopt secure online behavior, e.g.,
the creation of strong passwords [9, 39, 40]. While prior research,
as noted above explored the aspects of ability (e.g., how children
create passwords), there is a dearth in existing literature on how
to motivate children towards strong password creation. Here, FBM
emphasizes fear appeal, i.e., anticipation of something bad to hap-
pen, to encourage people towards desired behavior [18, 33]. To this
end, we investigated the following research question in our work:
How do children perceive an adversary and their actions that instill
fear in the context of password compromise?

1.2 Contributions

To address our research question, we conducted semi-structured
interviews with 20 children in the USA, who use computer and
were between 8 and 12 years old !. The findings from our study

'We chose this age group as per the guideline from prior studies [10, 20, 57].
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PID Gender Age Race SchoolLevel No. of Passwords
P1 Girl 9  White Elementary 1-3
P2 Boy 12 White Middle More than 10
P3 Girl 10  White  Elementary 4-7
P4 Boy 11 White  Elementary 8-10
P5 Boy 11 White  Elementary 1-3
P6 Girl 9  White Elementary 1-3
pP7 Girl 9  White Elementary 1-3
P8 Boy 10  White  Elementary 1-3
P9 Girl 10  White  Elementary 4-7

P10 Girl 12 White Middle 4-7

P11 Girl 8  White Elementary 1-3

P12 Boy 10  White  Elementary 1-3

P13 Girl 10  White  Elementary 1-3

P14 Boy 8  White Elementary 1-3

P15 Boy 9  White Elementary 1-3

P16 Girl 11 White  Elementary 1-3

P17 Boy 9  White Elementary 1-3

P18 Girl 11  White  Elementary 4-7

P19 Boy 8  White Elementary 4-7

P20 Boy 11 White Middle 1-3

Table 1: Demographics and Number of Passwords of Children

shed light on children’s perceptions of an adversary’s % actions
and intentions, contributing to our understanding of fear appeal in
protecting their devices and accounts. Getting their academic work
sabotaged represents a common fear among children. They reported
similar concerns about photos and email in the realm of exploiting
personal information. We observe that children’s concerns extend
beyond an individual’s personal space, including the leakage of
sensitive information and credentials of others (e.g., friends and
family) from a shared device. We also found instances reflecting
children’s fear to be tracked by an adversary, and getting exposed
to inappropriate digital contents. Here, children perceive personal
grudge or anger as the motive behind hacking.

While fear appeal is an effective tool in encouraging users to-
wards desired behavior [17, 18, 33, 48], it is crucial to understand
the perceptions of target population for its effective use in specific
contexts. To the best of our knowledge, our work is the first to un-
pack children’s perceptions and concerns around a hacker, which
informs how fear appeal can be leveraged in future designs to moti-
vate children towards secure passwords. For instance, the password
creation interface of a website could present a visual design in the
form of a story depicting the consequences of a weak password; in
such context, our findings on children’s perceptions of adversary’s
actions offer insights into leveraging the fear appeal.

2 METHODS

2.1 Participant Recruitment
We conducted one-on-one interviews with 20 children. To take part

in our study, a child had to be between 8 and 12 years old, who uses

%In this paper, the terms: ‘hacker’ and ‘adversary’ are used interchangeably in the
contexts of password guessing attacks.
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computer. We reached out to potential participants through their
parents. To this end, we contacted the employees at our university
over email, and used snowball sampling recruiting a few partici-
pants from the recommendation of participants’ parents who had
taken part in our study. Our study was approved by the Institutional
Review Board (IRB) at our university.

2.2 Procedure

When the parent emailed us informing about their child’s interest
to take part in our study, we emailed them the Informed Consent
Document (ICD), which included Parental Consent and Child As-
sent forms. As they agreed to ICD, we scheduled a study session.
During the study conducted over Zoom (recorded), we first asked
children about their general computer usage. Thereafter, we pre-
sented participants with a scenario prompting them to imagine that
an adversary has hacked the password and got access to their com-
puter; we then asked about their perceptions on the intention of
hacker behind such act, and the possible consequences of this inci-
dent, i.e., how they could exploit the information they gained access
to. Then the participants responded to a set of demographic ques-
tions, hosted in Qualtrics 3. 0n average, each session took between
15 and 20 minutes to complete. Each participant was compensated
with a $15 Amazon.com gift card.

2.3 Analysis

We performed thematic analysis [5-7] on the transcription of audio
recordings, where we took an inductive approach. In this ground-up
approach, codes are derived from the data without preconceived

3Qualtrics is an online survey platform used to create, distribute, collect, and analyze
survey data (www.qualtrics.com)
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Hacker, Their Actions, and Fear Appeal: A First Look Through the Lens of Children

Participant 1 2 3 4 5
Percentage of Themes Covered | 20 | 40 | 40 | 60 | 80
Participant 6 7 8 9 10
Percentage of Themes Covered | 80 | 80 | 80 | 100 | 100
Participant 11 | 12 | 13 | 14 | 15
Percentage of Themes Covered | 100 | 100 | 100 | 100 | 100
Participant 16 | 17 | 18 | 19 | 20
Percentage of Themes Covered | 100 | 100 | 100 | 100 | 100

Table 2: Attaining Theoretical Saturation

notions, which allows the narrative to emerge from the raw data
itself without trying to fit it into the preconceptions [5-7]. We then
organized the codes into higher level categories. Each participant’s
data was coded by two researchers. They read through all the
transcripts together at the same time, and came up with the codes
that they discussed, and resolved the conflicts if exist.

3 RESULTS

In this section, we present the findings from our study, repre-
senting children’s perceptions of adversary’s actions (see §3.2-
§3.6) and motives (see §3.7). Following the guideline from prior re-
search [35, 49, 51], for consistency, we use these terms throughout
the manuscript based on the frequency of comments in participants’
responses: a few (0-10%), several (10-25%), some (25-40%), about
half (40-60%), most (60-80%), and almost all (80-100%).

3.1 Participants

A total of 20 children (10 girls, 10 boys), aged between 8 and 12
years, participated in the study. All participants identified as White.
Seventeen of our participants were in elementary school, and the
other three children were in middle school (see Table 1 for details).
As we inquired about their computer usage, we found that all of
them regularly use computer for educational purposes, including
schoolwork, assignments, and learning new languages. They also
mentioned using the computer for recreational activities, such as
playing games, watching YouTube videos, sports, and movies. Most
participants reported having one to three passwords in real life.

3.2 Exploitation of Personal Information

Several participants pointed to the identity theft and financial fraud
as consequences of personal information compromise. P19 said,
“.If...they have like your name and stuff, they could write, like a
check to them...if they have...your name, they could use your name
on different things...like if they did a crime...they would use your
name...they could use your email for something...like payments...”
Several participants expressed concern that the adversary could
assume their identity and engage in revengeful activities by sending
inappropriate messages from their hacked account; for instance,
P18 mentioned, “I'm not okay with just random people hacking into
my emails and texts, because they can also email and text those
people from that position and say things that can ruin friendships,
and relationships in general”
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A few of our participants were concerned about the possibility of
an adversary stealing their information and selling it to others for
financial gain, where P4 mentioned, ..I'd learn that...they can like
sell it to people, I think...It can just...take the stuff and sell it to other
people.” We found instances where participants pointed out that
an adversary, upon gaining access to their online account, could
exploit their personal information for targeted advertisement and
clickbait. For example, P9 commented, “And maybe the things I like,
like, if I go on to Amazon, they can see what I like to buy. So send me
ads...like clickbait.”

Some participants reported concern about an adversary getting
access to their personal photos, resulting in exploitation or destruc-
tion. For instance, P18 said, “..My photos, I have pictures of people
and times and places...they’re special and important to me...I don’t
want somebody getting in and destroying, erasing them, ruining them,
exploiting them.” Another participant (P13) worried that an adver-
sary could cause physical harm to them upon finding their address
of residence through hacking their online account: “Um, I don’t
want to get hurt by them...they could like find my address and do
something...”

3.3 Sabotaging Academic Work

About half of the children in our study perceived an adversary’s
actions as potentially destructive, envisioning scenarios where the
adversary could sabotage their academic work. P17 elaborated: “So
with Google Docs, they can delete any of my writing...they can read
it, and then like, make comments about it. And they can just learn...a
lot about my life. And then with grades...the hacker...might try to get
my grades lower...they could like hide them from me...then it might
be harder for me in school...if he or she made comments about me on
my Google Docs [it] might make me feel bad...it would be harder for
me to access my accounts and stuff.”

Our participants expressed concern about an adversary ruining
their assignments; for instance, P1 commented, “They could ruin
those [assignments] and do really anything like they could delete...type
in...bad things and add bad things...” They also pointed to the poten-
tial waste of time and effort due to an adversary’s action; P6 said,
“Because if you work on something really hard, and then someone just
ruins it, then you’ll have to do it all over again.” P5 echoed similar
sentiment: “And with the messing with my assignment. I don’t want
to like restart on most of my assignments I've worked hard on...”

Children expressed concern about the potential impact of an ad-
versary’s action on their academic performance, particularly fearing
that it could lower their grades. For instance, P10 said, “Because on
my school account, I like doing things correctly...I like getting good
grades...So um, it would not be good because they could...submit some
other things to the teachers that are not like, right, and then my grade
could drop because they did that.” Another participant (P11) echoed
the similar sentiment: ‘It might accidentally erase off or...like typing
random things...like typing a book I haven’t read...and then take a
test on it. And that could get me [low grades]. Well, I love points. And
I 'won’t be able to get the big prize...”

3.4 Beyond Personal Harm

Our participants reported concern about the safety of others, high-
lighting their fear that adversaries might target people they care
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about, if they gain access to their information. P3 stated, “Because of
the safety of others, because I don’t want other people to get targeted
too and I don’t want them to feel unsafe, or those kinds of things...They
could send like bad emails. And...it’s like trying to scare...threaten
[them]...” Several participants were particularly worried about the
potential compromise of their parents’ information from a shared
family computer. For instance, P2 said, “..my parent’s computer like
their social security number...or other personal items that I need to
keep confident...With my email, they could attack me and use it to...get
a hold of the things that I need for school or that I've been sent by other
people that has important information on it.” P10 also mentioned the
potential impact on their parents highlighting consequences that
could extend beyond an individual’s personal space: “..And with
mom’s Girl Scout things, it’s like she runs two troops. So that’s a lot
of things on there like a lot of ideas and a lot of things on there that
are very important to in order to run meetings correctly. And it would
not be good at all if they did something with that”

Our participants also pointed to the possible financial loss of
their parents and family members if a hacker gets access to their
online accounts; where P15 mentioned, “..the Amazon account...they
can just steal all your Amazon money. And then...Google account..they
could steal lots of things off of it...they probably [can] buy new games
on it” A few participants reported concern that if an adversary
hacks into their email account, they could access others’ sensitive
information and personal photos and leak them online. P18 elabo-
rated, “My emails and texts...they can be about serious things that like
people have problems with and they [hackers] can give away...other
people’s personal information, which I wouldn’t want to be the reason
that I give away one of my friend’s information, or like an embar-
rassing moment that I have a funny picture of and I wouldn’t want
that all over the Internet...”

3.5 Tracking Individuals

Several participants pointed to how an adversary might use their
information to stalk and track them in both the digital and physical
realm. For instance, P18 commented, “..my personal information
is personal for a reason. You know, like, I wouldn’t want somebody
in internet stalking me like...how healthy I was, how tall, how much
I weighed...gender...when people like, get into my photos, they can
also see other things about me...who my family is...what I do, where
I live...They they’ll have an easier time stalking me finding where I
live...” Another participant (P9) talked about the hacker accessing
search history on their computer and exploiting that to track their
online activities: “..And search history it’s like, they know what I'm
doing like maybe if I'm listening to audiobooks, they know that I'm
on the audiobooks...they can find me there.”

3.6 Challenging Moral Compass

Several participants expressed concern about an adversary exposing
them to inappropriate content on YouTube, which might go against
their personal values. For instance, P5 commented, “Umm for bad
stuff on YouTube, I kind of just don’t want to be watching stuff, I
shouldn’t because if I do or like accidentally do I'd just feel really
guilty..And umm the music, I kind of just feel like with the YouTube.
I just don’t want to be listening to bad music because, again, it makes
me feel guilty.” This emphasizes participant’s moral considerations
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and the potential impact of inappropriate content on their well-
being. In these contexts, participants also reported concern about
the potential manipulation of their preferences by an adversary,
where P12 stated, “..if they got into my stuff on my computer, they
could know what, what I like, and what I like to watch, [and they]
might be able to, like influence that in a bad way.”

3.7 Children’s View towards Adversary’s
Motives

In exploring children’s perceptions of an adversary’s sentiment

related to hacking, we observed them associating it with anger

or passion. We found evidences where participants perceived per-
sonal conflict as a trigger behind hacking. For instance, P17 said,

“..Mad...because they...really want to hack into your computer and...they’re

mad at you...” Similar sentiment was echoed by P13: “..[they are]
angry at you...they know who you are and they are...trying to do it
[hack] because you...did something to them.”

Some participants see hacking as an act of passion, associating
it with a feeling of thrill and achievement. P7 explained, “Because
they like doing it...they might do it a lot and they feel happy about
it.” Similar sentiment was echoed by P5: “Because people can get
happy, whenever they’re like, Oh, I got this guy’s information..” A
few participants pointed to the excitement of an adversary as they
successfully hack in pursuit of taking a revenge. For instance, P2
commented, “..they could be excited...happy that they got in...it’s
somebody that they know and they’re mad at them...” P10 further
elaborated, “..He [adversary] would...feel accomplished...because he
got through your computer, and also probably happy because that’s
what he wanted to do.”

4 DISCUSSION

A body of work [11, 25, 55] shed light on adults’ mental models
of privacy and security. Younger adults define privacy in terms of
the control over information and consent before disclosure, while
older adults often relate privacy to their personal space [25]. A
sense of futility is reported by users about their ability to protect
themselves online [11, 50], where the unexpected consequences,
often related to potential misuse and unintended use of security
tools can arise from partial or incomplete security mental models
of users [16, 36, 45, 47]. In this regard, users are found to prioritize
protection strategies against online threats based on their concep-
tualizations of adversaries [4, 55]. Thus, it is crucial to understand
user’s perceptions and concerns around an adversary.

As we begin to address this gap, we focused on children in
our study. In particular, the findings from our study shed light
on children’s perceptions of adversary’s actions and intentions,
contributing to our understanding of the factors that create fear
appeal for them in protecting their devices and accounts. In this
section, we discuss the implications of our findings leading to design
recommendations and guideline for future research (see Figure 1
for an overview of our findings and corresponding implications.).

4.1 Interplay between Motives and Actions

Our participants view hacking as an act of either revenge or pas-
sion, associating these intentions with the familiarity between an
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Figure 1: Overview of Findings and Implications

adversary and the victim. They perceive that when there is no per-
sonal connection between an adversary and the victim, senses of
passion and thrill ignite the hacker’s intention to break into other’s
accounts. On the other hand, they believe that an adversary who
knows the victim, would commit hacking only for the purpose of
taking a personal revenge. According to them, a hacker’s grudge
against an individual could result in varying consequences; for
instances, destroying personal photos and academic work, chal-
lenging their moral compass through inappropriate videos, and
damaging their relationship with others through impersonation.
Here, children see a clear motive behind hacking when an adver-
sary personally knows the victim. That means, they comprehend
password hacking as a form of targeted attack, e.g., guessing by an
acquaintance [2, 34, 43].

Our findings support the essence from prior work that pointed
to children’s overall lack of understanding of security vulnerabili-
ties [26, 27, 53, 57]. They perceive hacking as a ‘distant harm’ [31],
where our findings offer a possible explanation to their perceptions.
We found children viewing personal revenge as a motive behind
hacking, and thus, it is possible that not finding such intentions
among the people within their family and social circle could lead
to an optimism bias that their devices and accounts are safe from
being a target of hacking. To address such limited understanding
of password guessing, our findings indicate the need of making
children aware of diverse forms of hacking, including brute-force
and dictionary attacks [53, 57].

4.2 Design Implications

Fogg’s Behavior Model [18, 33, 48] points to the potential of lever-
aging fear appeal in designs aimed at motivating people towards
desired behavior. To this end, the findings from our study provide
guideline for future research to investigate design opportunities in
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motivating children towards strong passwords. In one such direc-
tion, we will create and evaluate digital storytelling 4 based designs
to show the consequences of weak passwords. Such a visual design
would be presented prior to password creation, with a goal of en-
couraging users towards a strong password. Further, we encourage
future research to build on our findings and conduct a large-scale
study with the participants from diverse demographics to unveil
the differences in their perceptions around adversaries, which in
turn, would provide more in-depth insights into leveraging fear
appeal in security designs, contextualized to the demographic traits
of users.

Our study builds the foundation to create storytelling based secu-
rity designs for children, where their perceptions of the adversary’s
actions offer insights into leveraging fear appeal in these contexts.
For example, our findings shed light on the personal information
children care about, e.g., photos, schoolwork, email, etc., which
could be depicted as accessed by an adversary in a design aimed at
portraying personal loss as a result of hacking. In another instance,
we observe that children’s concern around adversary’s actions ex-
tend beyond their personal loss, where they worry that hacking
into their computer or account could lead to the leakage of oth-
ers’ (e.g., friends and family) personal information and credentials.
These findings are in line with prior work [21, 30] on empathy and
social cognition in the contexts of adults showing that people do
not typically want others to suffer as a result of their action. To
this end, we will explore designs for children illustrating the social
implications of hacking; for instance, portraying the consequence
as a social harm, where hacking may impact not only an individual
but also the people they are associated with.

“Digital storytelling represents a form of art that combines graphics and text to be
able to tell a story about a subject or topic [28, 37, 42, 56]
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Our results indicate that children see personal revenge as a pri-
mary motive of an adversary to hack into their account; we found
instances where their understanding is limited to a specific conse-
quence (e.g., sabotaging academic work). Building on the insights
from our findings towards the necessity of broadening their vision
on password vulnerabilities, we believe that tailoring the conse-
quences of a weak password to children’s understanding and expe-
rience of an online platform would better help them to comprehend
the potential risks of losing valuable information and sensitive
credentials. We found that children avail a wide range of online
services (e.g., email, games, video streaming, etc.) in addition to
accessing their school account. To this end, we will create and
evaluate designs for children, where the consequences of a weak
password would be tailored to the type of a website presenting that
design during password creation. Here, the type of information
vulnerable to be accessed by an adversary can vary across online
services; for instances, an unauthorized access to a child’s school ac-
count can result in the loss or manipulation of assignments, grades,
and personal information of the child and their guardians, where
for a gaming account, the loss may include the achievements (e.g.,
badges) and progress in a game.

4.3 Privacy Implications

In this section, we highlight the implications of our results that
extend beyond our focus on authentication. The findings from our
study point to children’s perceptions of targeted advertisement,
who believe that the adversary needs to garner user’s personal
information through hacking, in order to send them targeted adver-
tisement. While personal information leaked through hacking could
be exploited in tracking individuals, it is unclear whether the chil-
dren see hacking as an essential step towards tracking users. While
online tracking is a major concern in privacy landscape [1, 23],
children, the next-generation Internet users demand appropriate
attention from the privacy designers and practitioners to build
capacity in identifying privacy-invasive Web services and applica-
tions.

We also observed children’s misconceptions around tracking,
where in one instance, the participant reported that an adversary
could access their search history on computer browser upon hack-
ing, and use that information to track their online presence, e.g.,
what they do on a particular website at a given time. While cookies
are often used to track individual’s online activities [8, 32], chil-
dren’s perceptions of cookies is unclear from our study - also, out
of the scope of this work. We found evidences of children’s use
of varying Web services; we suspect, many of those websites ask
them to set cookie preferences — a common practice in today’s Web
usage. We thus, encourage future research to investigate children’s
perceptions of cookies, and their understanding of underlying set-
tings. Such insights could lead to customize the design of cookie
consent notice as per children’s comprehension and preferences.

5 LIMITATIONS AND CONCLUSION

We followed the widely-used methods for qualitative research [3,
5, 6, 12, 13] focusing in depth on a small number of participants
and continuing the study until no new themes emerged (Table 2
illustrates how we have reached saturation). We acknowledge the
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limitations of these studies that a different set of samples might
yield varying results [15, 46]. Thus, we do not draw any quantifiable,
generalizable conclusion from this study. A few of our participants
were recruited via snowball sampling. In snowball sampling, par-
ticipants who have taken part in the study nominate people for
recruitment whom they know well; thus, it may suffer from sam-
pling bias. In addition, self-reported data might have limitations,
like recall and observer bias.

Despite these limitations, our study makes valuable contribu-
tions in understanding children’s perceptions and concerns around
a hacker, which inform future designs how fear appeal can be lever-
aged to motivate children towards strong passwords. In the next
step, we will conduct participatory design sessions with children
towards the creation and evaluation of storytelling based designs,
centered around hacker’s actions and intentions reported in this
paper. We encourage CSCW community to extend the findings of
this work in the contexts of different domains and field sites, and
use other methods as well, if required.
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