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Abstract— Affective states play an important role in human
behavior and decision-making. In recent years, several affective
brain-computer interface (aBCI) studies have focused on developing
an emotion classifier based on elicited emotions within the user.
However, it is difficult to achieve consistency in elicited emotions
across populations, which can lead to dataset imbalances. Observing
facial expressions is one method humans use to estimate the internal
state of another individual and has been found to elicit more
consistent emotions across cultures. The experimental design
presented in this paper seeks to avoid consistency issues by asking
the participant to classify the emotion portrayed in images of facial
expressions, rather than their own emotions. Priming is also a
common technique used in psychology studies that is known to
influence emotional perception. To improve participant accuracy, we
investigated correct and incorrect word priming for the facial
expression images. Electro-encephalogram (EEG) data were used to
develop a novel classifier that generates an image as an input for a
Big Transfer model to classify emotional states. The primed images
resulted in higher classification accuracy overall. Further, by
building different classifier models for both incorrectly primed
images and correctly primed images, we were able to achieve
classification accuracies above 90%. We also investigated the effects
of providing the classifier with the true labels of the photographs
instead of the labels provided by the participants and achieved
similar results. The experimental paradigm of measuring brain
activity during the emotional classification of another individual
provides consistently high, balanced classification accuracies.
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I. INTRODUCTION

Brain-computer interfaces (BCIs) are systems that measure
brain activity and often allow brain signals to control an external
device [1]. BCIs can also be used to extract specific features
from brain signals for analysis of the brain state. In recent
decades, emotion classification has become of interest to
researchers in many areas of study. Affective brain-computer
interfaces (aBCIs) are systems specifically designed for
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classifying human affect from brain signals [2]. However,
despite the popularity of these interfaces in the research
community, many design challenges remain. The present work
focuses on the creation of reliable emotion elicitation, through
the investigation of multiple techniques.

Affect is not a simple phenomenon. Several models have
been created for measuring affect. One such model, which
examines the link between affective states and facial
expressions, is the discrete model of emotions. This model,
proposed by Ekman, considers a set of six basic emotions:
sadness, happiness, disgust, anger, fear, and surprise [3]. In
contrast, J. A. Russel proposed the circumplex model that
provides a spectrum of emotions based on two perpendicular
axes. The first axis is arousal, which measures the level of
activation. The second axis is valence, which measures the level
of pleasantness [4-6]. In this work, we will use the discrete
model of emotions.

To train and test emotion classification methods, researchers
typically seek to elicit a range of emotions in their research
participants using stimuli such as images, videos, and audio
recordings. Images from the International Affective Picture
System (IAPS) are commonly used as visual stimuli because
they are standardized according to the arousal and valence
emotional dimensions [7]. A second common database used to
investigate brain activity and affective states is the DEAP
database, a publicly available, multimodal dataset comprised of
32-channel EEG and other physiological signals. The
experiment consisted of presenting participants with 40 one-
minute long music videos and asking them to rate the video on
each axis of the circumplex model [8].

An issue with most, if not all, emotion elicitation paradigms
is the difficulty in eliciting the same emotion using the same
stimulus on different users. For example, one picture in the
IAPS is a gun laying on a table. Although the average population
response has been well characterized, guns provoke varying
emotions in individuals based on their background. This can



lead to a lack of consistency and potentially cause dataset
imbalance.

Other studies have used facial expression images because
doing so limits the variability across cultures [8]. Following this
paradigm, our emotion elicitation paradigm seeks to avoid
consistency issues by asking our participants to identify the
emotion of the individual in a photograph rather than their own
emotions. We used images from the Pictures of Facial Affect
(POFA) image set.

In addition to using the POFA, we chose to investigate word
priming. Priming is a common psychology technique known to
have non-linear effects on emotional perception — as an
example, in [9], both matching and mismatched word/picture
pairs were shown to participants while measuring emotion
recognition time. The response time and accuracy were both
improved by matching priming cues, while mismatched priming
cues did not adversely affect response time or accuracy relative
to no priming. Here, we investigated the effects of word priming
on our system accuracy.

II. METHODS

A. Participants

Nine (9) participants completed this experiment (6 males and
3 females). All participants were either graduate students or
employees of Kansas State University. The range of ages was 29
to 71 with a mean age of 47.4 (STD = 17.6). All participants had
normal or corrected-to-normal vision. Only one participant
indicated previous use of a BCI. Six (6) participants were right-
handed and two (2) were left-handed (one did not specify
handedness).
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Fig. 2. Heat map of a single trial for a single participant. The real images used
as an input for the BiT-MR101x1 model did not include the axis labels.

B. Experimental Setup

This experiment used 60 gray scale images from the Pictures
of Facial Affect (POFA) image set. Each image consists of an
actor expressing one of the following emotional states: happy,
sad, anger, disgust, fear, and surprise. In previous experiments,
the images were ranked by the percent of participants who
correctly identified the portrayed emotion [10]. The ten (10)
images with the lowest percent of each emotion class were
selected for this study. A set of word primes was also created for
each of the emotional states. The images were presented on a
15-inch PC monitor with a refresh rate of 60Hz and resolution

of 1920 x 1080. Participants were seated approximately 2 feet
away from the monitor. A 64-channel Cognioncs Mobile 72
EEG was placed according to the international 10-20 system and
used to record signals at a sampling rate of 500 Hz. ABRALYT
High-Chloride gel was used to reduce the impedance below 50
kQ.

C. Experimental Design

The experiment involved two sessions of 1 hour, including
time for setting up the BCI. The sessions were further split into
five separate runs to limit participant fatigue. Each run consisted
of'a BCI2000 stimulus presentation task using 12 facial images,
totaling 60 images for the session. Alternating images were
preceded by a word prime, of which half correctly matched the
emotional state of the image. The images selected to be primed
were chosen randomly. The word primes were displayed for one
second and the facial images were displayed for five seconds.
After each facial image, a 10 second blank image was shown to
allow the participant time to identify the emotion portraying in
the facial image on a response sheet. The participant was also
asked to provide an estimate of their confidence in their ability
to correctly identify the emotion. The confidence rating was on
a scale of one to five. The design of the stimuli presentation
pattern is displayed in Fig. 1 below. In the second session, the
same 60 images were used; however, the primed and unprimed
images from the first session were swapped.
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Fig. 1. Graphical representation of stimuli presentation. The ovals represent
the word primes, the triangles represent the images, and the lines represent
the blanks. The different colors are distinct emotions. When the oval
matches in color with the succeeding triangle, the image is correctly
primed. When the triangle is not preceded by an oval, the image is
unprimed. The figure is made to scale to represent 1 second for the word
prime, 5 seconds for the image, and 10 seconds for the blank. The pattern
in the figure repeats three (3) times during a run.

D. Data Preprocessing

The EEG signal was filtered using an 8" order lowpass
infinite impulse response (IIR) filter with a cutoff frequency of
45 Hz. The signal was then split into one trial per facial image
using a 0 to 900 millisecond window, where the initial
timepoint corresponds to the stimulus onset. The 500
milliseconds preceding the word prime, if present, or facial
image was selected as the baseline for the trial. The Fourier
transform was applied to both the baseline and the signal for
each channel, trial, and participant. The resulting frequency
coefficients for the baseline and signal were separated into bins
with a size of 2 Hz, ranging from 2 Hz to 44 Hz. Finally, the
coefficients in each bin were summed and the values were used
to convert to decibels. A heat map representation of channel by



frequency was created for each trial for each participant to use
as an input for the BiT-MR101x1 model [11] and is shown
in Fig. 2 below.

TABLE L. CLASSIFIER ACCURACY USING PARTICIPANT LABELS
Participant Labels
ey | Bl | e re
Unprimed 64.81% 63.25% 60
Primed 66.67% 64.80% 60
Correctly Primed 92.59% 89.63% 30
Incorrectly Primed 92.59% 92.78% 30

E. Emotion Classification

After the heat maps were generated for each trial, they were
resized to 512 by 512 pixelsand the color values were
normalized. Images of the heat maps were taken and divided to
use 70% for the training set and 30% for the test set. The
images were then input into the BiT-M R101x1 model, which
was used as the classifier. A separate classifier was trained over
30 epochs, with 10 steps per epoch, for each participant. The
neural network was set to use a Stochastic Gradient Descent
Optimizer and a Sparse Categorical Cross entropy loss
function. The high-performance computing cluster, Beocat, at
Kansas State University was used to decrease the training time
by allowing for the training of multiple -classifiers

simultaneously.
TABLE IL CLASSIFIER ACCURACY USING PARTICIPANT LABELS
Image Labels
Balanced Images per
Accuracy Accuracy Participant
Unprimed 71.60% 73.83% 60
Primed 71.53% 71.87% 60
Correctly Primed 92.59% 95.12% 30
Incorrectly Primed 88.89% 88.70% 30

III. RESULTS

In this experiment, we introduced word priming to measure
the effects on our ability to classify the emotion portrayed in the
image based on participant EEG data. The EEG recordings from
each trial were used to estimate the affective state of the
participants in response to attempting to identify the emotion in
the photograph. Table I displays the emotion classification
accuracies of the different stimuli configurations based on the
labels provided by the participants. The primed images resulted
in a higher emotion classification accuracy than the unprimed
images. The incorrectly primed images also had a slightly higher
balanced accuracy than the correctly primed. The images per
participant used to for each stimuli configuration are also
notable because fewer images could be used to train each of the
correctly and incorrectly primed classifiers.

The EEG recordings from each trial were also used to
estimate the affective state based on the true labels of the facial
images. The classifier accuracies for each of the stimuli
configurations are included in Table II. For the primed and
unprimed images, the accuracies were higher using the image
labels than using the participant labels. The correctly primed
images also had higher accuracies, while the incorrectly primed
had lower accuracies relative to Table I. Using the image labels,
the difference between the correctly and incorrectly primed
classification accuracy is larger.

In Fig. 3. we plotted the accuracy values for all classifiers.
All classifiers showed significantly higher accuracy than
chance. We also see no significant difference between the
unprimed and primed classifiers using either labeling scheme.
However, both the incorrectly primed and correctly primed
classifiers yielded significantly higher accuracy than the
unprimed classifier, regardless of the labeling scheme.
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Fig. 3. Emotion classification accuracies based on participant labels (blue)
and true image labels (orange). The confidence bounds for each accuracy per
each stimuli configuration are displayed.

IV. CONCLUSION

Overall, the experiment resulted in reliable accuracy values;
the classification accuracy of all image configurations was
significantly higher than chance accuracy. While we saw no
significant difference between the primed and unprimed
classifiers, we were able to achieve significantly higher
accuracies when we further separated the primed images into
incorrectly primed and correctly primed.

Although the results are promising, the experiment has
several limitations. Typically, aBCI studies seek to elicit
emotion and record the corresponding physiological signals.
Our study did not seek to elicit an emotional state and, instead,
had participants estimate the emotional state of a person in a
photograph. Therefore, we may not be performing emotional
classification of the participant. We estimate that 20 participants
would have 92% of the power to detect a 10% difference in
accuracy; however, our study currently includes nine (9)
participants. This study is ongoing, and we plan to continue until
we reach 20 participants.



V. DISCUSSION

Most common aBClI research involves eliciting emotions in
the research participants for affective state classification.
However, due to the complexity of affect and variability in
elicited responses, this experimental paradigm can lead to
inconsistency issues, such as dataset imbalance. The present
work focuses on the creation of reliable emotion elicitation,
through the investigation of multiple techniques. One of which
is a new experimental paradigm where we asked participants
to identify the emotion portrayed in photographs of facial
expressions using the six (6) emotions from the discrete model
of emotions. The second is preceding alternating images with
word primes, which would either match the emotional state of
the image or be the word of one of the other five (5) emotional
states. During this process, we collected EEG signals from 64
channels to create image representations of their neurological
state and an image classifier to determine which of the six
(6) emotions the participant selected. We found that, if we built
different models for both incorrectly primed images and
correctly primed images, we were able to achieve accuracies
above 90%. We also investigated the effects of providing
the classifier with the true labels of the photographs instead of
the labels provided by the participants and achieved very
similar results.
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