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A B S T R A C T 

In this paper, we construct the circular velocity curve of the Milky Way out to ∼30 kpc, providing an updated model of the dark 

matter density profile. We derive precise parallaxes for 120 309 stars with a data-driven model, using APOGEE DR17 spectra 

combined with Gaia DR3, 2MASS , and WISE photometry. At outer galactic radii up to 30 kpc, we find a significantly faster 

decline in the circular v elocity curv e compared to the inner parts. This decline is better fit with a cored Einasto profile with a 

slope parameter 0 . 91 
+ 0 . 04 
−0 . 05 than a generalized Navarro–Frenk–White (NFW) profile. The virial mass of the best-fitting dark matter 

halo profile is only 1 . 81 
+ 0 . 06 
−0 . 05 × 10 

11 M �, significantly lower than what a generalized NFW profile delivers. We present a study 

of the potential systematics, affecting mainly large radii. Such a low mass for the Galaxy is driven by the functional forms tested, 

given that it probes beyond our measurements. It is found to be in tension with mass measurements from globular clusters, dwarf 

satellites, and streams. Our best-fitting profile also lowers the expected dark matter annihilation signal flux from the galactic 

centre by more than an order of magnitude, compared to an NFW profile-fit. In future work, we will explore profiles with more 

flexible functional forms to more fully leverage the circular velocity curve and observationally constrain the properties of the 

Milky Way’s dark matter halo. 
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1  I N T RO D U C T I O N  

The rotation/circular velocity curve of a disc galaxy represents how 

fast an object would mo v e at a given radial distance from the centre 

of the galaxy, assuming it is in a perfectly circular orbit. It measures 

the galaxy’s mass as a function of the radial distance and has led 

to one of the strongest pieces of evidence for the unseen dark 

matter (DM) haloes surrounding almost all extragalactic galaxies 

we observe (Rubin, Ford & Thonnard 1980 ). 

The circular v elocity curv e has long been used within our Galaxy 

to constrain the Milky Way mass and mass distribution. Specifically, 

since the masses of galaxies like our Milky Way are primarily made 

up of DM (Faber & Gallagher 1979 ), the dynamics of luminous 

components are dominated by the DM potential, providing an indirect 

probe to the DM. The underlying DM density profile can thus be in- 

ferred from the circular v elocity curv e. Such information is crucial for 

both direct and indirect detection of DM: first, the local DM density at 

the solar position is directly proportional to the expected rate of DM 

direct detection events (Goodman & Witten 1985 ; Drukier, Freese & 

Spergel 1986 ; Jungman, Kamionkowski & Griest 1996 ). Second, the 

DM profile in the inner part of the Galaxy is important in estimating 
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the integrated DM density at the galactic centre, which is key in DM 

indirect detection searches (Abdallah et al. 2016 ; Ackermann et al. 

2017 ; Abeysekara et al. 2018 ; Acharyya et al. 2021 ). 

The circular velocity curve has been measured with various tracers, 

ranging from molecular clouds to masers to bright stellar tracers: At 

galactocentric radii within the solar radius, the tangent-point method 

derives the rotation curve from measuring the radio emission from H I 

and CO lines of the interstellar medium, assuming the gas mo v es in 

purely circular orbit (Gunn, Knapp & Tremaine 1979 ; Fich, Blitz & 

Stark 1989 ; Levine, Heiles & Blitz 2008 ; Sofue, Honma & Omodaka 

2009 ). At galactocentric radii outside of the solar radius, tracers with 

relatively easily measurable distances, proper motions, and(or) line- 

of-sight velocities have been used to constrain the rotation curve. 

Namely, the stellar standard candles of classical cepheids (Pont et al. 

1997 ), red clump giants (Bovy et al. 2012 ; Huang et al. 2016 ), 

RR Lyrae stars (Ablimit & Zhao 2017 ; Wegg, Gerhard & Bieth 

2019 ), and blue horizontal branch stars (Xue, Rix & Zhao 2009 ; 

Kafle et al. 2012 ) with radial velocity measurements are viable 

tracers but are often rare or not bright enough to be observable 

at large distances. Other non-stellar tracers such as the thickness 

of the H I layer (Merrifield 1992 ), spectrophotometric distances of 

H II regions combined with radial velocities of associated molecular 

clouds (Fich, Blitz & Stark 1989 ; Brand & Blitz 1993 ), planetary 

nebulae (Schneider & Terzian 1983 ), and masers in high-mass star- 

forming regions (Reid et al. 2014 ) are also either rare or indirectly 
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Figure 1. Comparison between the Gaia astrometric parallax ( � 
( a) 
m ) and our predicted spectrophotometric parallaxes ( � 

( sp) 
m ). The left-hand panel shows the 

full sample, whereas the middle and right-hand panels include only the stars with high signal-to-noise measurements from Gaia ( parallax over error 

> 20). For this subset of stars with reliable Gaia parallax, the median fractional difference between the two parallax measurements is ∼ 7 . 5 per cent , and the 

median absolute difference is ∼0.012 mas. We observe no obvious trend for the median absolute difference as a function of the Gaia astrometric parallax. 

connected with the rotation curve through simplifying modelling and 

assumptions. 

The advent of large astrometric surv e ys like Gaia has greatly 

expanded the range of high precision parallax and proper motion 

measurements for stars (Gaia Collaboration 2016 , 2018 , 2021 ). 

Combined with line-of-sight velocity measurements from large 

spectroscopic surv e ys such as APOGEE (Majewski et al. 2017 ), 

the circular velocity curve of the Galaxy can be mapped out to 

large galactocentric distances. One limiting factor, ho we ver, is the 

precision of the parallax measurements at heliocentric distances 

greater than ∼5 kpc. 

Efforts have been made to improve the precision of astrometric 

parallaxes/distances measured by Gaia with the goal of better 

constraining the circular velocity curve to large heliocentric distances 

( > 10 kpc). Previous studies by Hogg, Eilers & Rix ( 2019 ) have 

demonstrated that using a simple data-driven model trained on 

photometric and spectroscopic features of luminous RGB stars can 

help greatly impro v e the precision of the astrometric parallaxes. In 

Eilers et al. ( 2019 ), these new parallaxes yielded a much tighter 

constraint on the circular velocity curve of the Milky Way out to 

galactocentric distances of ∼25 kpc. Wang et al. ( 2023 ) applied 

a statistical deconvolution of the parallax errors based on Lucy’s 

inversion method (LIM) to the Gaia third data release (DR3) sources 

and obtained the circular velocity curve of the Milky Way out to 

∼30 kpc. Zhou et al. ( 2023 ) used a supervised machine learning 

algorithm trained on Gaia astrometric distances to predict distances 

to luminous bright RGBs based on photometric and spectroscopic 

features. 

In this study, we present an updated circular velocity curve out to 

galactocentric radius ∼30 kpc using a similar procedure as performed 

in Eilers et al. ( 2019 ). With the new data from Gaia DR3 and 

APOGEE DR17, we are able to measure the curve to a further 

distance with higher precision. We study the implication of the new 

impro v ed circular velocity curve on the Milky Way DM density 

profile. Specifically, we briefly describe the data set used for this 

study in Section 2 . We lay out the process of deriving precise 

parallaxes with a data-driven model in Section 3 , using APOGEE 

DR17 spectra combined with photometry measurements from Gaia , 

2MASS , and WISE . Section 4 co v ers the assumption and model used 

to measure the circular velocity curve of the Milky Way out to 

∼30 kpc using the spectrophotometric parallaxes. The DM profile 

analysis procedure is described in Section 5 , and the results are 

shown in Section 6 . We discuss the implications of our results in 

Section 7 and conclude with Section 8 . 

2  DATA  

We use luminous red giant branch (RGB) stars as tracers for 

measuring the circular v elocity curv e in this study. RGB stars are 

an ideal tracer of the galactic disc due to their high luminosities 

and, thus, large observable volume. It is also principally possible 

to predict the luminosity of an RGB star given its spectroscopy 

(for stellar parameters) and photometry (for extinction correction) 

measurements. Their luminosities are simple functions of their 

composition, surface gravity, temperature, and age, which can be 

derived by spectroscopic observation. Their location on a colour–

magnitude diagram is photometrically near-orthogonal to reddening 

vectors by dust and, thus, can be relatively easily de-reddened. 

In this study, we utilize a data-driven model to predict RGB 

star parallaxes using photometric and spectroscopic measurements, 

which we describe in more detail in Section 3 . We refer to the 

predicted parallaxes as the spectrophotometric parallaxes, in contrast 

with the astrometric parallaxes measured by Gaia . Based on the 

physical expectation listed above, we allow the data-driven model 

to learn patterns in a given data set and discover the relationships 

between spectral features in the spectra of the stars, photometry 

(including colours), and parallax (or distance). For spectroscopic 

observation, we take spectra from APOGEE DR17 (Majewski et al. 

2017 ). For photometry, we combine measurements from Gaia 

DR3 (Gaia Collaboration 2021 ), WISE (Wright et al. 2010 ), and 

2MASS (Skrutskie et al. 2006 ). Specifically, we include photometric 

magnitudes in G , G BP , G RP , W 1 , W 2 , J , H , and K bands for this study, 

following Hogg, Eilers & Rix ( 2019 ). 

We select RGB stars from APOGEE DR17 by requiring surface 

gravity (log g ) between 0.0 and 2.2. This cut selects all stars more 

luminous than the red clump stars. While the range of log g spans 

o v er two dex, the derived circular velocity curve and the DM profile 

result do not show systematic differences as a function of log g . 

We crossmatch the selected RGB stars from APOGEE with Gaia 

DR3. WISE and 2MASS photometries are pre-matched with Gaia 

and APOGEE , respectively, in the data releases and taken as is. We 

additionally apply two quality cuts on colours, as described in Hogg, 

Eilers & Rix ( 2019; see Fig. 1 ), to remo v e stars with obviously 
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contaminated or outlying photometry. Specifically, we require that 

( J − K) < ( + 0 . 4 mag ) + 0 . 45 × (G BP − G RP ) 

( H − W 2 ) > ( −0 . 05 mag ) . 
(1) 

These cuts remo v e 2.5 per cent of the APOGEE sample. The final 

parent sample suitable for spectrophotometric parallax calculation 

contains 120 309 stars, nearly tripled compared to the previous study 

with APOGEE DR14 with 44 784 stars (Eilers et al. 2019 ). 

3  SPECTROP HOTO METRIC  PA R A L L A X E S  

We follow the same procedure from Hogg, Eilers & Rix ( 2019 ) 

to derive the spectrophotometric parallaxes. We briefly re vie w the 

methodology here, but readers are encouraged to go through the 

original paper for more details. We emphasize here that the goal of 

the model training and prediction is not to produce new parallax 

estimates for new stars without Gaia measurements. We solely 

aim to re-estimate parallaxes with higher precision by introducing 

additional spectrophotometric information. 

The data-driven model fundamentally assumes that the parallaxes 

of all RGB stars selected can be completely described by photometric 

and spectroscopic information. For RGB stars, we assume the 

photometric and spectroscopic information are sufficient to predict 

the parallax in the face of variations in stellar age, evolutionary 

phase, composition, interstellar extinction, and other parameters. 

Specifically, the model assumes that the logarithm of the true parallax 

can be expressed as a linear combination of the components of a D - 

dimensional feature vector � x n and a D -dimensional coefficient vector 
� θ . 1 The model is thus expressed by 

� 
( a) 
n = exp ( � θ · � x n ) + noise . (2) 

� 
a 
n is the astrometric parallax measurement from Gaia of star n . 

The feature vector � x n contains the photometric magnitudes and spec- 

troscopic normalized 2 fluxes and thus consists of eight photometric 

features ( G , G BP , G RP , J , H , K , W 1 , and W 2 ) and 7451 spectroscopic 

features (after removing CCD chip gaps and flagged bad pixels from 

the 8575-pixel APOGEE spectra). This results in D = 7460, where 

we also added one additional constant term. We apply a constant 

offset of �� 
( a) 
n = 17 μas to all astrometric parallaxes to account 

for the reported median parallax bias in Gaia DR3 (Lindegren et al. 

2021 ). 

In order to optimize the coefficient vector, we adopt the log- 

likelihood function 

log L = −
1 

2 
χ2 ( � θ ) = −

N 
∑ 

n = 1 

[ � 
( a) 
n − exp ( � θ · � x n ) ] 

2 

2 σ
( a)2 
n 

, (3) 

where σ ( a) 
n is the uncertainty on Gaia parallax. As described in 

Hogg, Eilers & Rix ( 2019 ), we do not expect all spectral pixels 

in the normalized spectra to contain information about the physical 

properties of the star according to the sparsity assumption. Only a 

small subset of the full set of APOGEE spectral pixels will provide 

information for the prediction of parallax. We thus apply an additional 

term (regularization term) to the likelihood function and optimize the 

re gularized objectiv e function (equation 4 ) to account for the sparsity 

assumption. This function essentially allows the model to under-fit 

1 Note that equation ( 2 ) is a non-linear model since it is non-linear in the 

parameters � θ . 
2 Spectra are normalized using spectral analysis tools developed by A. Ji: 

https:// github.com/ alexji/ alexmods . 

in regions of the spectra that do not contain spectral features rele v ant 

to the luminosity and distance of the star. We note that this function 

is a variation of the Lasso (least absolute shrinkage and selection 

operator) function, which pushes the coefficient in a generalized 

regression model ( � θ ) that corresponds to uninformative features 

towards zero (Tibshirani 1996 ). The Lasso function is applied in 

a variety of statistical models. In this study, the regularized objective 

function, 

ˆ � θ ← − argmin 
� θ

[

1 

2 
χ2 ( � θ ) + λ|| P · � θ || 1 1 

]

, (4) 

introduces λ, the regularization parameter, and P , a projection 

operator that selects only features corresponding to the APOGEE 

spectral pixels, i.e. the regularization only applies to the spectral 

pixels. 

In order to predict spectrophotometric parallaxes for our entire 

sample, we decided to split the parent sample randomly into two 

sub-samples A and B. We then use sample A as the training sample 

to predict values for sample B as the validation sample and vice- 

versa. 

We derive predicted spectrophotometric parallax for the validation 

sample based on the optimized � θ from the training set using the 

following definition: 

� 
( sp)2 
m ← − exp ( � θ · � x m ) . (5) 

Uncertainties are then estimated from propagating uncertainties from 

the feature inputs to the spectrophotometric parallaxes following 

σ 2 

� 
( sp ) 
m 

← − � 
( sp)2 
m 

ˆ θT · C m · ˆ θ, (6) 

where σ
� 

( sp ) 
m 

is the uncertainty on the predicted spectrophotometric 

parallax � 
( sp) 
m . The right-hand side is a scalar product, and C m is the 

covariance matrix of the input features. In practice, C m is a diagonal 

matrix with the uncertainty variances of the elements of x n along 

the diagonal, as we assume that input features are independently 

measured. 

Using the optimized coefficient vector 
ˆ � θ from each of the two 

training sets, we infer the spectrophotometric parallax estimates 

for stars in the corresponding validation set. We then compare the 

predicted results, � 
( sp ) , with the existing Gaia astrometric parallaxes, 

� 
(a) , to validate our predictions. When using the model to predict 

the spectrophotometric parallax estimates, we set the value of λ to 

140 via cross-validation between the two sub-samples. This means 

we vary λ from 10 to 240 to find where the fractional differences 

between the � 
(a) and � 

( sp ) is at minimum. 

With the final adopted λ = 140, the median absolute differ- 

ence between the astrometric and spectrophotometric parallaxes 

( � abs � = Med ( | � 
( sp ) − � 

(a) | )) is ∼0.012 mas for stars with par- 

allax over error larger than 20 from Gaia , whereas the frac- 

tional difference ( � frac � = Med ( | � 
(a) − � 

(a) | /� 
(a) )) is approxi- 

mately 7.5 per cent. Fig. 1 shows the agreement between the two 

parallax values, both for the full, re-combined sample and for 

the subset of stars with high signal-to-noise astrometric parallax 

measurements from Gaia . 

To examine the improvement in precision, we also e v aluate the 

relative uncertainty in the predicted spectrophotometric parallax 

( σ� ( sp ) /� 
( sp ) ) for each star and compare it with the relative uncer- 

tainty in the Gaia parallax ( σ� (a) /� 
(a) ), as shown in Fig. 2 . For 

the full sample, we obtain a median relative uncertainty in spec- 

trophotometric parallax ∼ 8 per cent . Compared to ∼ 14 per cent 

for Gaia parallax of the full sample used in this study, our results show 

∼ 40 per cent impro v ement. At a heliocentric distance greater than 3 
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Figure 2. Comparison between the relative uncertainties of the Gaia as- 

trometric parallax ( � 
( a) 
m ) and our predicted spectrophotometric parallaxes 

( � 
( sp) 
m ). The black-filled histogram shows the distribution of the relative 

uncertainties of the Gaia astrometric parallaxes. The red-hatched histogram 

shows the distribution of the relative uncertainties of the spectrophotometric 

astrometric parallaxes. 

and 18 kpc, the spectrophotometric parallaxes are approximately 2.5 

and 10 times, respectively, as precise as the Gaia parallaxes, which 

allows us to map the circular velocity curve out to a radial galactic 

distance of 30 kpc. As shown in Hogg, Eilers & Rix ( 2019 ), the 

model is stable with respect to how the sample is split into two sub- 

samples A and B. The impro v ement in precision is consistent with 

repeated training and prediction using different randomly generated 

sub-samples A and B. 

We then proceed to select disc stars from this sample of 120 309 

stars, where we select disc stars based on the kinematic signature 

rather than the quality of the astrometry. 

4  C I R C U L A R  VELOCITY  C U RV E  

We use the estimated spectrophotometric parallaxes, discussed in 

Section 3 , to derive the circular velocity curve. To this end, 

we apply the coordinate transformation to galactocentric coordi- 

nates assuming a distance from the Sun to the galactic centre 

of 8.178 kpc (GRAVITY Collaboration 2019 ), a height of the 

Sun abo v e the galactic plane of 0.0208 kpc (Bennett & Bo vy 

2019 ), and solar galactocentric velocities of ( v x , v y , v z ) ∼ (5.1, 

247.3, 7.8) km s −1 -(Reid & Brunthaler 2004 ; Sch ̈onrich, Binney & 

Dehnen 2010 ; GRAVITY Collaboration 2019 ). Uncertainties in 

proper motion, spectrophotometric parallax, and radial velocities 

are propagated to the final galactocentric positions and velocities. 

All reported measurement uncertainties are assumed to describe 

Gaussian noise and thus can be propagated directly through the 

coordinate transformation, which involves only matrix multiplica- 

tion. Correlations between proper motions, as reported by Gaia , are 

included. 

We select disc stars with the same cuts used in Eilers et al. ( 2019 ). 

Namely, we require that the α-element abundances measured by 

APOGEE [ α/ Fe ] < 0 . 12 to a v oid large asymmetric drift corrections. 

To remo v e contamination from the halo and account for a possible 

flaring in the outer disc, we select stars with velocity perpendicular 

to the galactic plane | v z | < 100 km s −1 in velocity space and height 

abo v e the galactic plane | z| < 1 kpc or within 6 ◦ from the galactic 

plane | z| / R < tan π /30 in position space. 3 We also limit our sample 

to within a wedge of 60 circ from the galactic centre toward the 

direction of the Sun and remo v e stars potentially affected by the non- 

axisymmetric potential near the galactic bar at R < 6 kpc. The final 

sample size for calculating circular velocity is 33 335, ∼ 50 per cent 

more than the previous study with 23 129 stars (Eilers et al. 2019 ). 

Fig. 3 shows the vector map of the final disc sample used for 

calculating the circular velocity curve. The sample populates well 

out to R ∼ 25 kpc, and sparsely out to R ∼ 30 kpc (20 stars in total 

at R > 25 kpc). 

Assuming the galactic potential outside of R ∼ 6 kpc is axisym- 

metric, we use Jeans’ equation to measure the circular velocity curve 

with this sample via 

∂ ν〈 v 2 R 〉 

∂ R 
+ 

∂ ν〈 v R v z 〉 

∂ z 
+ ν

( 

〈 v 2 R 〉 − 〈 v 2 ϕ 〉 

R 
+ 

∂ 
 

∂ R 

) 

= 0 , (7) 

where ν is the density distribution of the tracer population; we ap- 

proximate the radial profile of the tracer population by an exponential 

function with a scale length of 3 kpc due to a lack of knowledge of 

the selection function. The choice of functional form and associated 

parameter(s) can induce systematic uncertainties up to ∼ 2 per cent 

in the final circular velocity curve measurements (Eilers et al. 2019 ). 

The circular velocity is then calculated using 

v 2 c ( R) = 〈 v 2 ϕ 〉 − 〈 v 2 R 〉 

(

1 + 
∂ ln ν

∂ ln R 
+ 

∂ ln 〈 v 2 R 〉 

∂ ln R 

)

, (8) 

where the second term in equation ( 7 ) is omitted for it is ∼2–3 orders 

of magnitude smaller than other terms in the equation and introduces 

systematic uncertainties only at the ∼ 1 per cent level (Eilers et al. 

2019 ). 

The calculation is carried out in the same way described in Eilers 

et al. ( 2019 ), to which readers may refer for more details. We reiterate 

a few key ingredients here. The radial density profile is modeled by 

an exponential function with a fixed scale length of 3 kpc, consistent 

with recent studies (Bland-Hawthorn & Gerhard 2016 ). The radial 

velocity tensor ( 〈 v 2 R 〉 ) profile is also modeled by an exponential 

function but with an estimated scale length of ∼25 kpc based on the 

data, as shown in Fig. 4 . Since there are fewer stars at large distances, 

the estimated scale length is primarily determined by the stars within 

20 kpc. Masking stars beyond 20 kpc results in only ∼0.5 kpc change 

in the estimated scale length, which translates to a negligible change 

( � 0.01 km s −1 ) in the final circular velocity curve. We report the 

final radial velocities measurements in Table 1 . We note that R is not 

e xactly ev enly spaced but rather calculated from the weighted mean 

of stars in each bin. We adjust the bin size at larger R to impro v e the 

statistics within each bin, i.e. each bin contains at least five stars. 

Fig. 5 shows our final circular velocity curve. We observe a shallow 

and steady decline in the curve, from 234.14 km s -1 at R = 7.86 kpc 

to 172.98 km s −1 at R = 27.31 kpc. The curve is smooth and declines 

slowly between R = 7–17 kpc with a difference in velocities of 

approximately 20 km s −1 . The velocity drops faster between R = 

17–27 kpc with a difference of 40 km s -1 . 

In Fig. 6 , we examine the systematic uncertainties that originated 

from (i) the assumed functional form for the radial density profile, (ii) 

the uncertainties in the exponential scale length of the radial density 

profile, (iii) splitting the sample into two distinct wedges, and (iv) the 

neglected asymmetric correction term in equation ( 7 ). The individual 

3 We follow the standard notations ( r , φ, θ ) and ( R , φ, z) for cylindrical 

and spherical coordinates, respectively, in the galactocentric frame, unless 

otherwise noted. 
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Figure 3. Galactocentric XY -plane map of the 33 335 stars used for calculating circular velocities, plotted in 0.5 kpc bins. The vectors represent the mean 

velocity of stars within each bin, colour coded by the number of stars in each bin. 

systematic uncertainties range between 1 and 5 per cent up to R = 

22 kpc, with a total systematic uncertainty between 2 and 4 per cent . 

At R > 22 kpc, the total systematic uncertainty is dominated by 

the neglected asymmetric drift correction term 

(

∂ ν〈 v R v z 〉 
∂ z 

)

, reaching 

o v er 15 per cent. Moreo v er, the outermost data points suffer from 

the lack of stars at that distance, preventing an accurate estimate of 

the neglected asymmetric drift correction term. It is, thus, difficult to 

properly apply the asymmetric drift correction at this galactic radius 

and fair to assume larger uncertainties at that distance. 

Comparing our result and those from Eilers et al. ( 2019 ) in Fig. 5 , 

we see good agreements at R < 15 kpc, with a systematic offset of 

∼5 km s −1 , which is of the same order as the systematic uncertainties 

in Eilers et al. ( 2019 ), i.e. different choices of solar position and 

velocity with respect to the galactic centre, tracer population scale 

length, and functional form of the tracer population (see Fig. 6 ). 

Specifically, systematic uncertainties on the < 1 per cent level could 

arise from different values for the assumed solar distance from the 

galactic centre and the solar vertical height above the galactic plane, 

where Eilers et al. ( 2019 ) adopted values from Gravity Collaboration 

( 2018 ) and Juri ́c et al. ( 2008 ), respectively, while in this work we 

use the more recent measurements from GRAVITY Collaboration 

( 2019 ) and Bennett & Bovy ( 2019 ). Our solar velocities with respect 

to the galactic centre are calculated similarly using proper motion 

measurements of Sgr A 
∗ from Reid & Brunthaler ( 2004 ) and the 

Solar motion along the line-of-sight to Sgr A 
∗ from Sch ̈onrich, 

Binney & Dehnen ( 2010 ). Nevertheless, with updated Solar distance 

and correction on the Solar motion along the line-of-sight to Sgr A 
∗, 

we adopt different solar velocities from Eilers et al. ( 2019 ). 

At large R > 15 kpc, our result agrees with Eilers et al. ( 2019 ) 

within 1 σ , but is much smoother and extends to larger R with smaller 

uncertainties. Most importantly, we see more clearly a steady and fast 

decline in the curve at outer galactic radii ( R > 20 kpc). Note that 

the decline is unlikely to be a result of contaminants from the stellar 

halo (see Appendix A ). 

5  DA R K  MATTER  PROFILE  ANALYS IS  

We model the circular velocity curve obtained above as a result of 

gravitational potential composed of baryonic and DM components. 

For simplicity of the analysis, we assume the baryonic potential is 
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Figure 4. Radial profiles of the components of equation ( 7 ) ( 

√ 

〈 v 2 R 〉 (top) 

and 
√ 

〈 v 2 ϕ 〉 (bottom)). Grey dots in the background represent individual stars. 

Black dots are the ensemble averages of the stars in the same R bins used 

in calculating the circular velocities, with the uncertainties estimated via 

bootstrapping with 100 samples. The fitted dependency of 

√ 

〈 v 2 R 〉 is shown 

with the yellow dashed curve in the top panel. 

fixed and derive the DM potential necessary to reproduce the mea- 

sured circular v elocity curv e. Future work will include a discussion 

of different baryonic potentials. 

The baryonic potential for the rest of the study is chosen and 

fixed to replicate the model B2 described in de Salas et al. ( 2019 ). 

The model (and the rele v ant parameters) is primarily based on 

studies from Misiriotis et al. ( 2006 ), whereas the bulge model is 

proposed in de Salas et al. ( 2019 ). This model is designed to address 

issues with the o v erestimated mass of the baryons towards the outer 

galactic radii from model B1 in the same study (also the one used 

originally in Eilers et al. 2019 ), which w as tak en from Pouliasis, Di 

Matteo & Haywood ( 2017 , model I). Thus, by design, the baryonic 

potential adopted in this study is o v erall less massiv e than what was 

used in Eilers et al. ( 2019 ). We describe the model in more detail 

below. 

The model comprises six axisymmetric components: two stellar 

components for the disc and the bulge, two dust components (cold 

and warm), and the molecular H 2 and atomic H I gas. All except for 

Table 1. Measurements of the circular velocity of the Milky Way. 

R v c σ+ 
v c σ−

v c N star 

[kpc] [km s -1 )] [km s -1 )] [km s -1 )] 

6.27 231 .07 1 .28 1 .00 764 

6.78 230 .93 0 .97 0 .97 676 

7.28 232 .87 1 .13 0 .79 812 

7.86 234 .14 0 .63 0 .62 1631 

8.19 232 .83 0 .56 0 .55 2270 

8.71 231 .27 0 .54 0 .66 1445 

9.23 230 .47 0 .44 0 .46 2179 

9.72 229 .16 0 .54 0 .43 2505 

10.24 229 .37 0 .25 0 .50 2560 

10.74 227 .95 0 .53 0 .34 2528 

11.23 227 .09 0 .44 0 .46 2692 

11.73 227 .15 0 .35 0 .45 2419 

12.23 226 .90 0 .39 0 .41 2285 

12.73 225 .61 0 .64 0 .53 1994 

13.22 224 .95 0 .66 0 .69 1665 

13.72 222 .79 0 .68 0 .53 1308 

14.22 222 .13 1 .04 0 .64 938 

14.73 220 .08 0 .65 0 .89 641 

15.24 218 .25 1 .14 0 .79 449 

15.72 221 .16 1 .06 1 .24 322 

16.24 218 .30 2 .17 1 .88 243 

16.77 217 .07 1 .39 1 .35 164 

17.21 219 .56 1 .80 1 .69 150 

17.77 215 .49 1 .98 2 .08 114 

18.23 214 .62 2 .24 1 .59 102 

18.73 210 .89 1 .42 1 .32 94 

19.22 208 .48 2 .20 1 .65 71 

19.71 205 .97 1 .20 1 .55 70 

20.22 202 .97 1 .55 2 .25 65 

20.72 195 .16 2 .60 1 .97 46 

21.22 200 .20 2 .84 1 .45 38 

21.72 201 .11 2 .72 3 .81 30 

22.27 196 .79 4 .82 6 .25 14 

22.71 218 .65 14 .93 17 .54 11 

23.40 192 .49 4 .25 4 .8 22 

25.02 191 .48 6 .41 9 .61 11 

27.31 172 .98 15 .82 17 .07 7 

the bulge are modelled as double exponential profiles expressed as 

ρ( R , z) = 
M 0 

4 πz d R 
2 
d 

exp 

(

−
R 

R d 
−

| z| 

z d 

)

, (9) 

where M 0 is the mass normalization, and R d and z d are the scale 

length and height, respectively. Mancera Pi ̃ na et al. ( 2022 ) has 

shown that gas disc flaring has minimal effect on circular velocity 

curve analysis in non-gas-dominated galaxies. We thus do not model 

potential flaring in the Milky Way gas disc. 

The bulge is modelled with a Hernquist potential 

ρ( r) = −
GM 0 

r b + r 
, (10) 

where M 0 is the mass normalization and r d is the scale radius. The 

rele v ant parameters for the double exponential profiles are taken 

from Misiriotis et al. ( 2006 ), whereas the bulge profile parameters 

are taken from de Salas et al. ( 2019 ). Values of the parameters are 

summarized in Table 2 . 

We apply the Markov Chain Monte Carlo affine invariant sampler 

EMCEE (F oreman-Macke y et al. 2013 ) to fit the DM halo models. 

We fit two models, generalized-NFW (gNFW) and Einasto pro- 

files, separately to test how well each can reco v er the declining 

behaviour of the circular velocity at outer galactic radii. The gNFW 
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Figure 5. Comparison between the circular velocity curve measured from Eilers et al. ( 2019 ) (black) and this work (red). The best-fitting Einasto DM profile, 

with the baryonic model from de Salas et al. ( 2019 ), is also shown here. The grey shaded region represents the bulge region, which we do not model due to the 

non-axisymmetric potential near the galactic bar. The red shaded region represents the total uncertainty estimate from the dominating systematic sources, as 

shown in Fig. 6 . 

profile is a generalization to the well-known NFW profile, which 

is a common approximation to DM density profiles found in 

cosmological simulations (Navarro, Frenk & White 1997 ). Unlike 

the standard cuspy NFW profile, which di verges to wards smaller 

r , the gNFW profile adds a free parameter that modulates the 

inner and outer asymptotic power law slope of the standard NFW 

profile, allowing it to be completely cored with a power law slope 

down to −3 in density at radii larger than the scale radius. The 

Einasto profile is also widely used to describe the density profile 

of galaxies (Einasto 1965 ; Retana-Montenegro et al. 2012 ). The 

functional form of an Einasto profile also allows for a cuspy or 

cored profile. Unlike the asymptotic power-law behaviour for an 

NFW/gNFW profile, the Einasto profile has an exponential decrease 

in density outside the centre region. In light of the steady decrease 

we observe in the measured circular velocity curve, we test which 

model provides a better fit to the new data presented in this 

work. 
For the gNFW profile, we calculate the circular velocity curve 

based on the density profile of the form 

ρgNFW ( r ) = 
M 0 

4 πr 3 s 

1 

( r /r s ) β (1 + r/r s ) 3 −β
, (11) 

where M 0 is the mass normalization, r s is the scale radius, and β

is the characteristic power for the inner part of the potential. When 

β = 1, we reco v er the standard NFW profile. The Einasto profile is 

defined as 

ρEin ( r ) = 
M 0 

4 πr 3 s 

exp ( −( r /r s ) 
α) , (12) 

where M 0 and r s are defined similarly as in equation ( 11 ), and α

determines how fast the density distribution falls with galactic radius. 

The model circular velocity at any given R is then computed from 

the total enclosed mass, calculated by integrating the density profile. 

6  RESULTS  

The posterior distributions for both profile fits are shown in Fig. 7 . 

We take the median of the posterior distribution as the final fitted 

parameters for the DM profiles, listed in Table 3 . The statistical 

uncertainties are estimated with the 16 th and 84 th percentiles in the 

posterior distributions. Virial masses ( M 200 ) and radii ( r 200 ), as well 

as concentration parameters ( c 200 ), are calculated based on the best- 

fitting parameters in the density profiles, assuming the cosmological 

parameters from Planck Collaboration VI ( 2020 ). They are defined 

such that the average energy density within r 200 is 200 times the 
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Figure 6. Summary of systematic uncertainties in the circular velocity curve. The systematic uncertainties from assuming a power law with an index of −2.7 

instead of an exponential function for the radial density profile of the tracer population (cyan dashed line), from varying the scale length in the exponential radial 

density profile (yellow dashed–dotted line), and from splitting the sample into two distinct wedges (green dashed–double-dotted line) are moderate between 

∼ 1 per cent and ∼ 3 per cent . Similarly, we see very moderate uncertainties from the assumed solar distance from the galactic centre (magenta dashed line) 

and the proper motion of Sgr A ∗ (grey solid line) at < 1 per cent level. The uncertainty from the neglected term in equation ( 7 ) (red dotted line) is very moderate 

( < 1 per cent ) up to R = 20 kpc but increases and dominates at larger radii. The total systematic uncertainty (black solid line) ranges between 1 and 5 per cent 

up to R = 22 kpc, increasing to 15 per cent due to the large asymmetric drift correction as described in Section 4 . 

Table 2. Input parameters for the baryonic model. 

Normalization mass ( M 0 ) Scale length ( R d , r b ) Scale height ( z d ) 

[M �] [kpc] [kpc] 

Disc a 3.65 × 10 10 2 .35 0.14 

Warm dust a 2.20 × 10 5 3 .30 0.09 

Cold dust a 7.00 × 10 7 5 .00 0.10 

H I gas a 8.20 × 10 9 18 .24 0.52 

H 2 gas a 1.30 × 10 9 2 .57 0.08 

Bulge b 1.55 × 10 10 0 .70 –

a Double exponential profiles (Misiriotis et al. 2006 ). 
b Hernquist profile (de Salas et al. 2019 ). 

critical density of the Universe today, with M 200 the corresponding 

mass enclosed within this radius. c 200 is then defined as 

c 200 = 
r 200 

r −2 
, (13) 

where r −2 is the radius at which the slope of the density profile 
d ln ρ
d ln r = −2. Given the definition of the profiles in equation ( 11 ) and 

( 12 ), r −2 = (2 − β) r s for the gNFW profile and r −2 = (2/ α) 1/ αr s 
for the Einasto profile. We additionally compute quantities rele v ant 

to DM detection experiments, specifically the local DM density and 

J -factor. 

The result suggests a highly cored DM profile in both models. 

Inspecting the two models further, we observe a clear distinction in 

the quality of the fit arising from the two profiles. We note that the 

best-fitting model for the gNFW model has an inner power-law slope 

β very close to 0, the edge of the prior. This is a clear sign of a 

problematic fit, as one can also see from the model circular velocity 

and the reduced χ2 values shown in Fig. 8 . We report the final fitted 

values for the gNFW profile here in Table 3 merely for illustrative 

purposes and do not recommend using them for further analysis, 

given its reduced χ2 of 7.79. The Einasto profile, on the other hand, 

presents a much better fit to the data with a reduced χ2 of 2.97, as 

shown in the right-hand panel of Fig. 8 . The likelihood ratio test 

also strongly prefers the Einasto model, with the ratio between the 

Einasto model maximum likelihood and the gNFW model maximum 

likelihood at ∼10 35 . 

We note that the best-fitting parameter uncertainties are purely 

statistical and thus the lower limits of any expected total uncertainties. 

The systematic uncertainties, as shown in Fig. 6 , can reach o v er 15 

per cent at R > 22 kpc, significantly increasing the total uncertainties 

on the last few data points of the curve, which is expected from the 

lack of stars. 

A detailed study of the systematic uncertainties effect on the fit, 

along with concurrent fits of both the baryonic and DM components, 
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Figure 7. Posterior distribution of parameters for the Einasto (left) and gNFW (right) profile fit. The red line marks the median of the distribution, with the 

shaded region representing the 16th to 84th percentile. Note that the gNFW inner slope parameter β posterior converges at 0 (edge of the prior), suggesting a 

problematic fit as described in Section 7.2 . 

Table 3. EMCEE fitted results for Einasto and gNFW dark matter halo profiles. We report the median of the posterior distribution and the 

16th to 84th percentile as uncertainties. The uncertainties reported are purely statistical, as described in Section 7.4 . NOTE: the Einasto is the 

best-fitting profile; the gNFW profile fit is shown for comparison as discussed in Section 6 . 

Einasto gNFW Prior 

Normalization mass ( M 0 ) 0 . 62 + 0 . 12 
−0 . 11 × 10 11 M � 3 . 21 + 0 . 07 

−0 . 07 × 10 11 M � [0.1, 1000] × 10 11 M �
a 

Scale radius ( r s ) 3 . 86 + 0 . 35 
−0 . 38 kpc 5 . 26 + 0 . 15 

−0 . 11 kpc [0,20] kpc 

Slope parameter ( α, β) 0 . 91 + 0 . 04 
−0 . 05 0 . 0258 + 0 . 0416 

−0 . 0192 [0,2] 

Virial mass ( M 200 ) 1 . 81 + 0 . 06 
−0 . 05 × 10 11 M � 6 . 94 + 0 . 12 

−0 . 11 × 10 11 M � –

Virial radius ( r 200 ) 119 . 35 + 1 . 37 
−1 . 21 kpc 186 . 81 + 1 . 07 

−1 . 04 kpc –

Concentration ( c 200 ) 13 . 02 + 0 . 11 
−0 . 10 18 . 02 + 0 . 18 

−0 . 18 –

Local dark matter density ( ρDM, �) 0 . 447 + 0 . 004 
−0 . 004 GeV cm −3 0 . 405 + 0 . 001 

−0 . 001 GeV cm −3 –

J -factor ( J ( θ < 15 ◦)) 15 . 8 + 1 . 08 
−0 . 93 × 10 22 GeV 2 cm −5 33 . 1 + 1 . 38 

−1 . 08 × 10 22 GeV 2 cm −5 –

χ2 per d.o.f. ( χ2 
ν ) 2.97 7.79 –

a Fitted in logarithmic scale. 

will be shown in an upcoming work. Ho we ver, we do not expect 

these uncertainties to result in a qualitative difference in the final 

results. We note that the systematic uncertainties are insufficient 

to explain the decline in the circular velocity curve starting at 

R ∼ 15 kpc, as shown in Fig. 5 . While the dominant systematic 

uncertainty from the neglected asymmetric drift correction term 

can potentially make the outermost circular velocity measurement 

to be consistent with ∼220 km s -1 , we note that the decline is, 

in fact, established with measurements between R = 15–25 kpc, 

factoring in the systematic uncertainties. Furthermore, as shown 

in de Salas et al. ( 2019 ), factoring systematics uncertainties up 

to 12 per cent in the circular velocity measurements and vary- 

ing baryonic model parameters primarily broaden the posterior 

distribution of the DM halo parameters. Additionally, in Sec- 

tions 7.3 and 7.4 , we show that our results are consistent with 

recent simulation studies. Also shown in Section 7.3 , they are also 

consistent with observational studies of the galactic centre DM 

profile. 

7  DISCUSSION  A N D  INTE RPRE TATION  

This section is structured as follows. We compare our circular veloc- 

ity curve measurements to results from the literature in Section 7.1 , 

where we find good agreements with other circular velocity curve 

studies. We discuss the DM profile fit results in Sections 7.2 , 7.3 and 

7.4 , focusing on the origin of the cored centre and its implication on 

the formation history and predicted virial masses of the Milky Way. 

We expand the discussion on the Milky Way mass to the context of 

the local group in Section 7.5 before moving on to Sections 7.6 and 

7.7 , where we discuss the best-fitting Einasto profile in the context 

of DM direct and indirect detection experiments, respectively. 

7.1 Circular velocity curve comparison with previous work 

Fig. 9 shows a summary of our data and best-fitting model circular 

v elocity curv e using the Einasto DM profile, combined with obser- 

vational data from the literature. Our data and model show good 
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Figure 8. Comparison between Einasto (left) and gNFW (right) profile fit to our data. NOTE: the Einasto is the best-fitting profile; the gNFW profile fit is 

shown for comparison as discussed in Section 6 . 

consistency with those reported recently in Wang et al. ( 2023 ), who 

also use the Gaia DR3 parallaxes with a statistical deconvolution 

on the errors. In particular, Wang et al. ( 2023 ) also measure a 

significantly declining circular velocity at galactic radii greater than 

25 kpc. 

On the other hand, our results are systematically lower than those 

measured by Huang et al. ( 2016 ), although statistically consistent 

within 2 σ . As pointed out in Eilers et al. ( 2019 ), we suspect such 

differences result from different tracer populations used for the 

analyses. 

At even larger galactic radii (lower panel of Fig. 9 ), our circular 

v elocity curv e model shows significant disagreement with circular 

velocities calculated from the Milky Way virial mass measurements 

(Callingham et al. 2019 ; Eadie & Juri ́c 2019 ; Posti & Helmi 2019 ; 

Watkins et al. 2019 ). These studies use globular clusters and satellite 

galaxies around the Milky Way to estimate the enclosed mass of the 

Galaxy at large galactic radii (typically out to R ∼ 50–150 kpc) where 

individual stellar tracers are not available. We apply a conversion 

from the reported enclosed mass (or M 200 ) estimates in these studies 

to circular velocity estimates using the following relation: 

v circ = 

√ 
GM 

R 
, (14) 

where G is the gravitational constant and M is the enclosed mass 

within some radius R . In the case of M 200 , we compute R 200 first 

assuming the cosmological parameter from Planck Collaboration VI 

( 2020 ). 

Our best-fitting Einasto DM halo model predicts a circular velocity 

significantly lower than the values computed from the enclosed mass 

estimates. At R ∼ 110 kpc, the circular v elocities conv erted from 

enclosed mass estimates from Eadie & Juri ́c ( 2019 ) and Callingham 

et al. ( 2019 ) are in the range of 130 −150 km s -1 , whereas our best- 

fitting model predicts ∼50 km s −1 at this distance from the galactic 

centre. Such disagreement is expected and in line with the fact that 

the best-fitting parameters of our density profile predict a virial mass 

significantly lower than and inconsistent with those from any of the 

aforementioned studies. We further discuss these discrepancies and 

their potential causes in Section 7.4 . 

7.2 Cor ed centr e: wher e does it come fr om? 

We discuss the cause of the highly cored galactic centre in the Einasto 

and gNFW profile fits. As shown in Section 6 , our measured circular 

v elocity curv e strongly prefers a core at the galactic centre. We argue 

that it is mainly driven by the curve’s sharp decrease at R > 20 kpc. 

While the fast decline in the circular velocity curve cannot be 

fully modelled by the gNFW profile, the posterior distribution of the 

inner power-law slope in Fig. 7 provides some hints as to why a 

cored centre is fa v oured. The problematic behaviour in the posterior 

distribution is expected when one considers the functional form of 

the gNFW profile. To begin with, the most well-measured data points 

at the inner galactic radius constrain the total mass enclosed up to 

R ∼ 20 kpc, where the drop in circular velocity begins. These data 

points thus apply a tight constraint on the normalization mass of 

the profile. As the galactic radius increases, the power law slope 

for the outer part of a gNFW profile is (3 − β), which, even at a 

maximum of 3, is not decreasing sharply enough to explain the drop 

in the data at R > 20 kpc. Thus the posterior distribution for β drifts 

towards 0, and the scale length prefers a smaller value than what has 

been reported in the literature to allow for the full −3 power-law 

decrease in density to start as early as possible. Consequently, this 

indicates that even though the gNFW profile is, by design, a bad 

model for our data, it is informative in pointing out the direction 

towards a different functional form that would allow both a core at 

the centre and a faster drop-off in density at larger radii as a function 

of galactocentric radius. 

The Einasto profile, therefore, presents itself as an ideal next 

choice, similarly preferring a core at the galactic centre. The 

exponential decrease of the profile allows for a much faster drop- 

off in density than the gNFW profile can at outer galactic radii. 

Compared to previous studies, we find a smaller scale radius and 

an α value ∼2 σ larger than 1. Again, these parameters suggest an 

extremely cored DM profile with faster than exponential drop off at 

galactic radii larger than 5.57 kpc. 

It is thus essential to point out that the cored centre is partially 

driven by the functional form of the two profiles adopted in this 

study. The resulting best-fitting profiles are principally only valid 

in the regime where there are circular velocity measurements 

available. Any inferences on the DM centre profile are built on 

the assumption that the functional form we choose to adopt is 
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Figure 9. Best-fitting model circular velocity curve (red curve) using the Einasto profile with circular velocity measurements from this study and previous 

literature values. The top (bottom) panel shows data for R ranging from ∼0 to 30 (110) kpc. Values are taken directly from the corresponding literature for 

Huang et al. ( 2016 ) and Wang et al. ( 2023 ). For the virial/enclosed masses reported in Callingham et al. ( 2019 ), Eadie & Juri ́c ( 2019 ), Posti & Helmi ( 2019 ), 

Watkins et al. ( 2019 ), the circular velocities are calculated at virial/given radii. 

representative of the true profile. It is well possible that a more flexible 

profile could allow for a more cuspy centre and simultaneously 

predict circular velocities consistent with our measurements. A 

follow up study will focus on testing profiles with more flexi- 

ble functional forms. For this study, we assume that the cored 

centre is physical and discuss the implications in the following 

sections. 

7.3 Dark matter core in the Milky Way 

While DM-only simulations generally predict cuspy DM profiles, 

recent studies have shown that cores can form in Milky Way- 

mass haloes when incorporating baryonic feedback into simulations 

(Hydro simulations). Lazar et al. ( 2020 ), using the Feedback In 

Realistic Environments (FIRE)-2 simulation, found that cores of 

sizes 0.5–2 kpc can be produced by feedback for galaxies with 

halo mass ∼10 12 M �. This phenomenon is consistent with previous 

studies using different simulation suites (e.g. FIRE-1 from Chan 

et al. 2015 and NIHAO from Tollet et al. 2016 ). These hydrodynamic 

simulations show a consistent picture of core formation in galaxies 

evolving as a function of their stellar-to-halo mass ratio ( M/M halo ). 

The cores are found to be most significant (with core radii ∼1–5 kpc) 

for bright dwarf galaxies with M/M halo ∼ 5 × 10 −3 ( M ∼ 10 9 M �) 

(see e.g. Lazar et al. 2020 , fig. 7). As galaxies continue to grow and 

approach the size of the Milky Way (increasing M/M halo to ∼10 −1 ), 

the size of the DM core presents a significant scatter, indicating a 
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complex picture of galaxies either retaining or destroying their cores. 

As pointed out by Chan et al. ( 2015 ), whether the cores remain 

depends on the star formation episodes and DM accretion rates in 

the central regions of the galaxies. A survived core could indicate 

one or multiple starbursts after the central DM accretion has slowed 

down. A more detailed analysis is required to model if that is the 

case for the Milky Way, which is outside the scope of this study. 

Evidence of a shallow cusp or core density profile for the Milky 

Way has also been found in previous dynamical studies of the galactic 

bulge. Portail et al. ( 2017 ) found that a power-law slope shallower 

than −0.6 is needed for the DM profile in the bulge re gion. The y noted 

that an NFW profile could not simultaneously explain their best- 

fitting baryonic mass distribution in the bulge and the flat rotation 

curv e between 6–8 kpc. F orcing both constraints requires the DM 

density to fall off more steeply than −1. At the same time, to a v oid 

o v erpredicting the DM mass in the bulge, the slope must be shallower 

further in. This behaviour in the inner and outer slope is similar in 

spirit to what was described in Section 7.2 . The fast decline in the 

circular v elocity curv e at outer galactic radii requires a steeper slope, 

whereas the flat (slowly declining) inner curve forces the slope to be 

shallow in the centre. 

Our results provide further evidence of a core DM density profile 

for the Milky Way. By examining the Milky Way mass haloes in 

the hydrodynamic simulations, we emphasize that the DM density 

profile of the Milky Way cannot be described by a universal picture 

but should be carefully considered in the context of galaxy formation. 

7.4 Virial masses: gNFW versus Einasto 

We discuss the differences in the DM profile fitting result and its 

implication in this section. In particular, we focus on the different 

virial masses predicted by the two profiles. For the gNFW profile 

fit, we find the virial mass at 186 . 81 + 1 . 07 
−1 . 04 kpc for the Milky Way 

DM halo at 6 . 94 + 0 . 12 
−0 . 11 × 10 11 M �. For the Einasto profile fit, we 

find the virial mass at r 200 = 119 . 35 + 1 . 37 
−1 . 21 kpc for the Milky Way 

DM halo at 1 . 81 + 0 . 06 
−0 . 05 × 10 11 M �. Such drastic differences in virial 

mass estimates between the Einasto profile and the NFW/gNFW 

profile model have been studied in previous papers (de Salas et al. 

2019 ; Jiao et al. 2021 ). de Salas et al. ( 2019 ) compared the results 

between a gNFW and Einasto profile fit using the same baryonic 

model (model B2 in the original study) of this study. They find that 

the Einasto profile consistently results in a lower virial mass estimate, 

with the gNFW profile giving 6 . 3 + 3 . 4 
−1 . 3 × 10 11 M � and the Einasto 

profile giving 3 . 0 + 5 . 7 
−1 . 2 × 10 11 M �. Our estimates, despite the poor fit 

in the gNFW case, are consistent with de Salas et al. ( 2019 ). Similarly, 

Jiao et al. ( 2021 ) attempted to better account for the decline in the 

circular v elocity curv e found in Eilers et al. ( 2019 ) measurements. 

They found that the Milky Way virial mass could be as low as 

2.60 × 10 11 M � with an Einasto profile fit, where the fit is mostly 

constrained by the last few data points from Eilers et al. ( 2019 ). 

They concluded, ho we ver, that a higher virial mass up to 1.80 × 10 12 

M � still could not be excluded when allowing the fit to be a little 

worse by forcing the gNFW profile. We see the same trend of the 

gNFW profile giving a systematically higher mass estimate than 

the Einasto profile. The data, especially at outer galactic radii ( R > 

20 kpc), strongly prefer the Einasto profile. Sylos Labini et al. ( 2023 ) 

combined the circular v elocity curv es from Eilers et al. ( 2019 ) and 

Wang et al. ( 2023 ) to study three DM models: an NFW halo model, a 

DM disc (DMD) model, and a model based on the Modified Newton 

Dynamics (MOND) theory. They find a similarly low virial mass 

with the NFW profile fit at 6 . 5 + 3 
−3 × 10 11 M �, consistent with our 

gNFW result. The DMD model, on the other hand, predicts an even 

lower DM mass at ∼0.8 × 10 11 M �. 

The inconsistencies between results from disc stars and globular 

clusters/satellites as enclosed mass estimators likely come from 

systematics underlying the physical assumptions and different tracer 

populations. To estimate the enclosed mass from globular clusters or 

satellite tracers, it is often the case that some simplifying assumptions 

have to be made about the DM profile and that the final estimates 

are not sensitive to the inner structure of the halo. On the other 

hand, circular v elocity curv e measurements and modelling rely on 

stellar tracers and the assumption of an axisymmetric potential. 

The constraint on the density profile is only principally valid out 

to the innermost/outermost stars, and virial mass estimate is an 

extrapolation. Further analyses on the bound/unbound scenarios of 

individual satellites and globular clusters, given the density profile 

found in this study, are needed. We also call for more rigorous 

studies examining potential issues with assumptions that go into both 

methods for mapping the DM profile and mass. A more detailed and 

e xtensiv e analysis of systematics, such as various baryonic potential 

models, will be conducted in a future study. 

7.5 Milky Way mass in the big picture 

Aside from the inconsistency described above, it is perhaps not 

too surprising that the Milky Way is not as massive as thus far 

assumed. Specifically, while the mass estimates on the local group 

(LG) have been mostly steady at ∼4 − 5 × 10 12 M � (see e.g. 

table 4 of Chamberlain et al. 2023 ), the mass of M31 has been 

steadily trending up from ∼1.0 × 10 12 to ∼2.5 × 10 12 M � with new 

data and techniques becoming available (see e.g. fig. 4 of Patel & 

Mandel 2023 ). While this does not indicate a Milky Way mass as 

low as what we find in this study, the general trend hints at a larger 

M31 to Milky Way mass ratio than previously used. If one makes a 

naive calculation by taking the lower LG mass estimates 3.4 × 10 12 

M � from Benisty et al. ( 2022 ) and the higher M31 mass estimates 

3.02 × 10 12 M � from Patel & Mandel ( 2023 ) in the Gaia era, we 

see it is not entirely impossible that the Milky Way is an order of 

magnitude less massive than M31. We caution that this calculation 

is an o v ersimplification, not accounting for systematics concerning 

mass estimates from different methods, and should not be taken as a 

rigorous estimate of the Milky Way mass. 

7.6 Constraints on local DM density 

Given the best-fitting Einasto DM halo, the local DM density 

translates to 0 . 447 + 0 . 004 
−0 . 004 GeV cm 

−3 . Despite the difference in the 

density profile model and the resulting virial mass, the local DM 

density we get is consistent with literature values, using either gNFW 

or Einasto profile. de Salas et al. ( 2019 ), using the circular velocity 

curve measured by Eilers et al. ( 2019 ), found 0 . 387 + 0 . 034 
−0 . 036 GeV cm 

−3 

with a gNFW profile fit and 0 . 384 + 0 . 038 
−0 . 034 GeV cm 

−3 with an Einasto 

profile fit. Both are consistent with our results. 

This local DM density is also consistent with studies that ex- 

clusively use NFW/gNFW, with different input circular velocity 

curves and baryonic models. Global measurements from the pre- 

Gaia era have been yielding values for the local DM density ∼0.4 

GeV cm 
−3 (see e.g. Read 2014 , table 4; McMillan 2017 ). More 

recent studies such as Zhou et al. ( 2023 ) also find 0.39 ± 0.03 

GeV cm 
−3 with a gNFW profile combined with flexible disc scale 

radii, despite having systematically different circular velocity curve 

measurements. As discussed in McMillan ( 2017 ), the local DM 
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density is not particularly sensitive to the inner power-law density 

slope of the profile. 

7.7 Constraints on Indirect DM detections 

It is also interesting to consider the implication a highly cored Milky 

Way DM density profile has on the detectability of DM annihilation 

signals from the galactic centre. The J -factor, which incorporates 

the distribution of DM in an astrophysical system and determines 

the strength of the signal from annihilating DM, is essentially the 

square of the DM density integrated along the line-of-sight towards 

the galactic centre (Cirelli et al. 2011 ). For velocity-dependent DM 

annihilation, the factor is additionally dependent on the velocity 

distribution of the DM. This factor is crucial in modelling and 

translating the observed annihilation signal into the particle nature of 

DM (e.g. DM particle mass, annihilation cross-section, and Standard 

Model final states). Most studies on the Milky Way gamma-ray 

excess (Hooper & Goodenough 2011 ; Daylan et al. 2016 ) have been 

assuming an NFW or modified NFW profiles when carrying out the 

calculation of this factor, whether from an observing perspective 

(Ackermann et al. 2017 ) or theory perspective (Boddy, Kumar & 

Strigari 2018 ). A highly-cored Einasto profile will no doubt have 

a significant impact on the inferred J factor, and so far, studies are 

limited on this topic. Hooper, Kelso & Queiroz ( 2013 ) discussed 

the constraining power of potential DM annihilation signals from 

the galactic centre assuming different density profiles, including an 

Einasto and a constant core profile. They concluded that, even in the 

most conserv ati ve case, the galactic centre still provides a constraint 

on the dark matter annihilation cross-section as tight as those from 

dwarf galaxies with NFW profiles. 

Here, we consider the simple case of self-annihilating DM signal 

as a result of our DM profile. We find the expected J factor from 

a 15 ◦ view angle towards the galactic centre to be 15 . 8 + 1 . 08 
−0 . 93 × 10 22 

GeV 
2 cm 

−5 for the best-fitting Einasto profile. We additionally take 

the NFW profile parameters from Cirelli et al. ( 2011 ) to calculate the 

J -factor, which yields ∼118 × 10 22 GeV 
2 cm 

−5 . As expected, our J - 

factor value is significantly lower than that of the NFW profile. Even 

in the case of the poorly fit gNFW profile case, our J -factor estimate 

is < 25 per cent that of the NFW profile. Assuming some given 

DM particle property, our low J -factor estimates suggest an expected 

annihilating DM signal of only 10–20 per cent of the current expected 

signal using the NFW profile. We do point out that the highly cored 

DM profile may provide new insights into the particle nature of DM 

particles, so a dedicated study is needed to ascertain the effect of our 

best-fitting DM profile on the expected annihilation signal. Carrying 

out such a study is, unfortunately, outside the scope of this study. 

8  C O N C L U S I O N S  

In conclusion, we present the circular velocity curve for the Milky 

Way for R ∼ 6–27.5 kpc. We derive precise spectrophotometric 

parallaxes for 120 309 luminous RGB stars using spectroscopic and 

photometric measurements. 33 335 stars are selected as disc stars for 

circular v elocity curv e calculation using Jeans’ equation. We e xtend 

the circular v elocity curv e be yond 25 kpc with smaller statistical 

uncertainties compared to a previous study using a similar technique, 

thanks to an ∼ 50 per cent increase in sample size (Eilers et al. 2019 ). 

Our circular velocity curve shows good agreement with other recent 

studies that utilize Gaia DR3 astrometry measurements. We find that 

the circular velocity curve declines at a faster rate at large galactic 

radii ( R > 20 kpc) compared to inner galactic radii. This trend was 

present, although not definitive, in Eilers et al. ( 2019 ) and is more 

clearly established in this study. 

We use the circular velocity curve to model the DM halo density 

profile, which is found to be likely cored. Two profiles, a gNFW 

profile and an Einasto profile, are fitted separately as the underlying 

DM profile for the Milky W ay. W e find that the Einasto profile 

presents a better fit to the data with the slope parameter α = 0 . 91 + 0 . 04 
−0 . 05 . 

The best-fitting parameters for both profiles indicate a Milky Way 

DM halo with a core. We provide a simple intuitive explanation 

for the connection between the core and the shape of the circular 

v elocity curv e, namely that the core is a result of both the slowly 

declining inner and rapidly declining outer portions of the curve. 

We point out that a DM density core for a Milky Way-like galaxy 

can form principally in simulations (Lazar et al. 2020 ). The previous 

dynamic study of the galactic bulge by Portail et al. ( 2017 ) also 

sho ws e vidence for a shallo w cusp or core DM profile. The core 

may indicate a formation history with starbursts happening after the 

central DM accretion slowed down, but separate analyses combining 

Milky Way star formation history and accretion history are needed 

to fully understand this behaviour. 

We discuss the implication of a cored Einasto profile on the virial 

mass estimates of the Milky Way. The predicted DM halo virial 

mass is 1 . 81 + 0 . 06 
−0 . 05 × 10 11 M �. While this value is o v erall lower than 

previous estimates, it is still consistent with recent studies which also 

use the circular v elocity curv e for virial mass estimates (de Salas et al. 

2019 ; Jiao et al. 2021 ; Sylos Labini et al. 2023 ). 

We stress that the cored profile and virial mass estimate are 

extrapolations from our measurements. Factoring in the potential 

systematics studied in this work, our circular velocity curve is only 

principally constraining between ∼6 and 25 kpc. We compare our 

results with mass estimates from Milky Way globular clusters and/or 

dwarf satellites dynamics (Callingham et al. 2019 ; Eadie & Juri ́c 

2019 ; Correa Magnus & Vasiliev 2022 ), as well as those from stellar 

streams (Vasiliev, Belokurov & Erkal 2021 ; Koposov et al. 2023 ). 

The discrepancy is most significant in regions outside of R > 30 kpc, 

where we do not directly probe. 

The cored centre and virial mass results are thus derived by 

assuming a functional form for the underlying DM profile. In our 

case, our data prefers an Einasto profile o v er a gNFW profile. Future 

observations may help alleviate the need for an assumed functional 

form and directly bridge the gap between the circular velocity 

curve and satellite/stream results by providing stellar kinematics at 

o v erlapping R . Testing the different methodologies on simulations 

will also help identify potential systematic uncertainties between 

them. 

In the context of DM detection experiments, we compute and 

discuss the local DM density and J -factor from our best-fitting DM 

profile. On the one hand, we find local DM density to be 0 . 447 + 0 . 004 
−0 . 004 

GeV cm 
−3 , consistent with the literature. On the other hand, the J - 

factor (15 . 8 + 1 . 08 
−0 . 93 × 10 22 GeV 

2 cm 
−5 ) is found to be ∼ 13 per cent 

of that from a standard NFW profile, which is commonly used in 

galactic centre excess gamma-ray studies. 

Despite the potential systematic uncertainties, our study further 

demonstrates the power of constructing the circular velocity curve 

with the goal of probing the potential of the Galaxy. With large 

astrometric surv e ys such as Gaia and a data-driven model, we are 

able to determine the circular velocity curve out to further distances 

for constraining the DM profile and formation history of the Milky 

Way. The results emphasize the uniqueness of the Milky Way DM 

halo and its potential implications on the nature of DM. This is a 

crucial step in eventually understanding the nature of DM and its 

role in galaxy formation in a cosmological context. 



706 X. Ou et al. 

MNRAS 528, 693–710 (2024) 

SOFTWARE  

The analysis for this work was coded in PYTHON v. 3.7.6 (Van 

Rossum & Drake 2009 ) and includes its packages IPYTHON (P ́erez & 

Granger 2007 ), NUMPY (van der Walt, Colbert & Varoquaux 2011 ), 

and SCIPY (Jones et al. 2001 ). We used ASTROPY (Astropy Collab- 

oration 2013 , 2018 ) and THE-ORIENT (Mardini et al. 2020 , 2022 ) 

for coordinate transformation and orbit integration. We used EMCEE 

(F oreman-Macke y et al. 2013 ) for fitting the DM profiles. Figures are 

generated with MATPLOTLIB (Hunter 2007 ). 
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AP PENDIX  A :  POTENTIAL  NON-D IS C  

C O N TA M I NA N T S  

We briefly discuss potential contaminants in our sample that could 

potentially bias the analysis. Fig. A1 shows the sample divided at 

R = 20 kpc in chemodynamic spaces with 33 091 stars for the ‘inner’ 

sample and 244 stars for the ‘outer’ sample. We find no significant 

halo star contamination in the outer disc sample based on the space 

velocities. Compared to the inner sample, the metallicity of the outer 

sample is systematically lower on average than that of the inner 

sample. This is expected due to the radial metallicity gradient in the 

disc (Majewski et al. 2017 ; Gaia Collaboration et al. 2023 ). Similarly, 

we expect the outer disc to have higher [ α/Fe] relative to the inner 

sample. 
We do note that there exist a few inner and outer stars with po- 

tentially high eccentricities (high v R and/or low v ϕ ). Removing them 

from the respective samples, however, makes minimal differences to 

the derived circular velocity curve. For simplicity, and the fact that 

our calculation is carried out on v R and v ϕ , we chose to not introduce 

any additional arbitrary manual cut on any of the velocities. Hence, 

we kept the high eccentricity stars, but we emphasize again that the 

result is qualitatively the same without these stars. 

We additionally perform orbital integrations with the THE- 

ORIENT package (Mardini et al. 2020 , 2022 ) to examine the orbits 

of all outer disc stars. Most stars exhibit orbits that are near circular, 

as expected for a disc star. An example is shown in Fig. A2 . Three 

stars with low v ϕ do present highly eccentric orbits, as shown with 

an example in Fig. A3 . 
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Figure A1. Comparison between stars with R < 20 kpc (blue) and stars with R > 20 kpc (red). The top-left panel shows the stars in cylindrical galactocentric 

coordinates. The top-right panel includes the α-element abundances ([ α/Fe]) as a function of metallicity ([Fe/H]) with value taken from APOGEE . The bottom 

two panels are the cylindrical velocities of the two samples. 
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Figure A2. Projections of an outer disc star, Gaia DR3 244707655774974464, with a disc-like orbit in the X-Y (top-left), X-Z (top-right), Y-Z (bottom-left), 

and R-Z (bottom-right) planes. The orbit is color-coded by the look back time. The majority of the outer sample exhibits these very similar orbits. 
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Figure A3. Projections of an outer disc star, Gaia DR3 3382839632449159040, with a highly eccentric orbit in the X-Y (top-left), X-Z (top-right), Y-Z 

(bottom-left), and R-Z (bottom-right) planes. The orbit is color-coded by the look back time. Only three out of the 244 outer sample stars present such an orbit. 
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