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Abstract This paper extends the theory of diagnosability by investigating
fault diagnosis in discrete event systems under sensor attacks using finite-state
automata as models. It assumes that an attacker has compromised the com-
munication channel between the system’s sensors and the diagnostic engine.
While the general attack model utilized by the attacker has been previously
studied in the context of supervisory control, its application to fault diagnosis
remains unexplored. The attacker possesses the capability to substitute each
compromised observable event with a string from an attack language. The
attack model incorporates event insertion and deletion, as well as static and
dynamic attacks. To formally capture the diagnostic engine’s ability to identify
faults in the presence of the attacker, a novel concept called CA-diagnosability
is introduced. This extends the existing notions of CA-controllability and CA-
observability. A testing procedure for CA-diagnosability is developed, and its
correctness is proven. Some sufficient conditions for CA-diagnosability that can
be easily checked are also proposed and proved. The paper then investigates
conditions under which the role of an attacker can be reverted from malicious
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to benevolent, that is, to help the diagnoser to diagnose faults. The paper fur-
ther applies diagnosability theory to investigate conditions under which the
presence of the attacker can be detected.

Keywords Discrete event systems, cyber attacks, diagnosability
Statements and Declarations: The authors have no competing interests to
declare that are relevant to the content of this article.

1 Introduction

We consider the standard set-up of event diagnosis in discrete event systems
modeled by finite-state automata, as in [1]. However, we assume that an at-
tacker has compromised a subset of the system’s sensors. This attacker can
initiate a sensor deception attack, i.e., it can edit the string of events input
to the diagnostic engine. Such attacks have been the subject of increasing at-
tention in state estimation, fault diagnosis, and supervisory control of discrete
event systems (DES) in recent years [2-8]; a list of references can be found
in a recent book [9] and a survey/tutorial paper [10]. The increased interest
in these problems is motivated by concerns regarding cyber-attacks on both
cyber and cyber-physical systems (CPS) [11-13]. In the context of CPS, their
higher-level control logic is often modeled as discrete transition systems and
thus studied in the context of DES [14-18].

In this paper, we consider a general nondeterministic attack model on
the sensors, where each compromised observable event can be edited, in a
nondeterministic manner, by a string in a language, thereby capturing event
insertion, deletion, and replacement. Moreover, this editing of compromised
events can be dynamic in the sense that the attack language is allowed to vary
for each compromised event, based on the string of events executed so far. This
attack model on sensors was introduced in [19] in the context of supervisory
control, where it led to the formalization of the notions of CA-controllability
and CA-observability (where CA stands for “cyber-attack”); these notions
extend the standard controllability and observability properties to the attack
scenario under consideration. In this paper, we name the sensor attack model
from [19] as the ALTER model! and study event diagnosis under this general
attack model. Specifically, we study diagnostic performance in the presence of
ALTER attacks, including both static and dynamic attacks. In our problem
formulation, the DES of interest is partially observed by a diagnostic engine
whose goal is to detect each occurrence of an unobservable event of interest
(e.g., a fault event) in a bounded number of events after the occurrence. The
property of diagnosability, originally defined in [1], captures this objective in
the absence of an attacker. Various techniques exist in the literature to test
diagnosability (see, e.g., [16]). We do not assume a specific diagnostic engine
in this paper, but it could be a diagnoser automaton, as defined in [1].

1 One could think of the acronym ALTER as capturing the keywords: Attack Language,
Transition-BasEd, Replacement.
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We first define the notion of CA-diagnosability that captures the ability
to still diagnose the occurrences of the unobservable event of interest in the
presence of an ALTER attack. This extends the results in [19], which focused
on supervisory control and introduced the corresponding properties of CA-
controllability and CA-observability, to the realm of event diagnosis. We then
present a testing procedure for CA-diagnosability that is based on transform-
ing the system model and testing the standard property of diagnosability on
the transformed model. The transformation procedure results in an extended
automaton that embeds the possible actions of the attacker into the original
automaton model of the system?. We prove the correctness of this approach
under some general assumptions about the attacker. This approach also allows
us to design a CA-diagnoser for a system under sensor attacks based on the ex-
tended automaton using the conventional design method, if CA-diagnosability
is satisfied.

Owing to the ALTER attack model considered in this paper and to the
formulation and study of the property of CA-diagnosability, our results differ
in nature and complement related recent work on state estimation and diag-
nosis of DES under lossy or tampered observations, as well as codiagnosability
of networked DES; see, e.g., [20-25]. ALTER attacks, as defined in Section 3,
allow any transition labeled by a compromised observable event to be replaced
by a string in a corresponding attack language. The notion of attack language
captures event deletion, insertion, and replacement, as well as nondetermin-
ism of the attacker. These features distinguish ALTER from the other attack
models in the works mentioned above.

We then investigate the question that if a system is diagnosable without
sensor attacks, will it remain CA-diagnosable under sensor attacks? We derive
some sufficient conditions on sensor attacks under which diagnosability implies
CA-diagnosability. One of the conditions is very easy to check. If this condition
is satisfied, then the sensor attacks can be overcome in the sense that a new
CA-diagnoser can be designed to diagnose the occurrences of the unobservable
event of interest in the presence of the attacker.

Next, we revert the role of the attacker from malicious to benevolent, i.e.,
we want to design a helper (rather than an attacker) to help a diagnoser
to diagnose the occurrences of the unobservable event of interest which the
diagnoser cannot do without the helper. Theoretically, this means to find a
helper so that although G is not diagnosable, it is CA-diagnosable with the
helper. We show that, in order for this to be possible, the helper needs to
observe more events than the diagnoser.

In the last part of the paper, we use the diagnosability theory itself to
detect the presence of an attacker, using the same general ALTER model.
We present a second model transformation procedure, where the unobservable
event to diagnose is an event that is introduced in the attacks of the considered
attacker. Under an assumption about the ALTER model, we show that if the

2 The technique of modifying the system model to embed attacks has been used in other
works that have considered attacks on DES, but the details often differ based on the type
of attack considered.
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attacker remains stealthy, as defined in the paper, then its presence will not
be detected by the diagnostic engine. The stealthiness of an attacker holds
whenever its edit actions remain contained in the original observed system
language. The special features of our ALTER model make these results novel
and distinct as compared to prior works on attack detection and stealthy (or
covert) attacks in the context of sensor deception attacks, such as the work
in [6,22,26-28].

The contributions described above extend the theory of diagnosability of
discrete event systems to account for the presence of sensor deception attacks
under a general attack model. In addition, we illustrate some of the results in
this paper with an example of a protection relay and a circuit breaker in a
power system, where the goal is to diagnose failures of the protection relay or
circuit breaker under sensor attacks. Discrete event system theory has been
applied to power systems before [29-34]; our focus on attacks on diagnosers
differentiates our results from these past works.

This paper is organized as follows. Section 2 presents some necessary back-
ground material on the theory of diagnosability of DES. Next, Section 3
describes the general attack model considered in this paper. A prototypical
power system example is introduced in Section 4, where the faults of interest
pertain to the circuit breaker and the protection relay. The results on CA-
diagnosability and its verification are presented in Section 5; the main result
therein is Theorem 1. The power system example is revisited in this section.
Section 6 presents some sufficient conditions on attack models under which
diagnosability implies CA-diagnosability. Section 7 considers how to design a
helper to help a diagnoser to diagnose faults that the diagnoser cannot di-
agnose without the helper. Then, the results on diagnosing the attack itself,
Theorems 5 and 6, are presented in Section 8. Section 9 concludes the paper.

A preliminary and partial version of this paper, without proofs and without
Sections 6 and 7 among other differences, appears in [35].

2 Diagnosability of Discrete Event Systems

Let us review the theory of diagnosability of DES in this section. As usual,
the DES of interest is modeled by a finite deterministic automaton [16,17,36]:

G = (Q7275a qO?QW))

where @ is the state set; X' is the event set; § : Q x X — @Q is the transition
function, generally, a partial function; g, is the initial state; and @, is the
marked state set. In this paper, we assume that all states in G are marked,
that is, Q,, = Q.

We use X* to denote the set of all finite strings over Y. The transition
function ¢ is extended to strings, that is, § : Q@ x X* — @ in the usual way [16].
If 5(q, s) is defined, we denote it by d(g, s)!. The language generated by G is
the set of all strings defined in G from the initial state:

L(G)={s € X" :6(qo, )}
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The language marked by G is the set of all strings defined in G from the initial
state and end in a marked state:

Lin(G) = {s € L(G) : (o, ) € Qm}-

In general, a language K C X* is a set of strings. The prefix closure of K is
the set of prefixes of strings in K. A language is prefix-closed if it equals its
prefix closure. The prefix closure of K is denoted by K. By definition, L(G) is
prefix-closed. The length of a string s € X* is denoted by |s|. The cardinality
(the number of its elements) of a set x C @ is denoted by |z|.

The set of observable events is denoted by X, (C X). X, = X — X, is
the set of unobservable events. With a slight abuse of notation, the set of all
transitions present in G is also denoted by d: § = {(q,0,¢') : §(¢,0) = ¢'}. We
will use e-transition (q,¢,q’), where ¢ is the empty string, when we consider
the partial observation below.

As in [1], we make the following two assumptions on G for the rest of this

paper:

Al. G is live (can always generate more events), that is, (Vg € Q)(Jo €
2)(q,0)!.

A2. There are no cycles of unobservable events in G, that is, (Vg € Q)(Vs €
X)0(q,8) =qNl|s| >0=s¢& X" .

These standard assumptions can be mitigated at the cost of extra techni-
calities to (i) deal with terminating traces and (ii) properly handle cycles of
unobservable events; see, e.g., Chapter 5 in [37]. To keep the treatment simpler
in this paper, we prefer to avoid these complications.

Faults in G are represented by some events. The set of events representing
faults is denoted by Xy C Y. To diagnose faults, a diagnoser is used, which
can observe observable events. We assume that all fault events are unobserv-
able, that is, Xy C X,,; otherwise, the diagnosis of the fault events is trivial.
Observation is described by the natural projection P : X* — X* defined as

P is extended to a language K C L(G) as P(K) = {P(s) : s € K}. The

inverse mapping of P is defined as P~1(w) = {s € X* : P(s) = w}. Pl is

extended to a language J C P(L(G)) as P~Y(J) ={s € X* : P(s) € J}.
Denote the set of strings in K C L(G) whose last event is a fault event as

V(K)={soe K:0e€ X}
The goal of diagnosis is to determine the occurrence of any string in ¥(L(G))

after finite delays measured by the number of events occurred afterwards.
Formally, diagnosability is defined in [1] as follows.
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Definition 1 [1]
A DES G is diagnosable with respect to P if

(In € N)(Vs € U(L(G)))(Vu € L(G)/s)

lu| > n = (Yo e P~} (P(su)) N L(G)) X} € v, W)

where N is the set of natural numbers, L(G)/s denotes the post language after
s:

L(G)/s={ue X" :sue L(G)}
and Xy € v means v contains at least one fault event:
(Fo € Zp)v =v'av”,
where v and v are substrings in X*.

In [1], different types of faults are considered. For simplicity, we consider
only one type of fault in this paper. The results of this paper can be extended
to multi-type faults at the expense of more complex notations.

We consider networked DES under sensor attacks in the next section.

3 Networked Discrete Event Systems under Sensor Attacks

The terminology “ALTER” is used in this paper to name the model introduced
in [19] and reviewed in [10]. In this section, we review the ALTER model and
then propose a method to implement the ALTER model.

3.1 ALTER Sensor Attack Model

As in [19], let us denote the set of observable events and transitions that
may be attacked by X% C X, and §* = {(q,0,¢') € 6 : 0 € X}, respectively.
We call events o € X attackable events and transitions tr = (¢, 0,¢") € 6°
attackable transitions.

For a given attackable transition tr = (¢,0,q¢’) € §%, we assume that an
attacker can change the event o to any string in an attack language A C X*.
In other words, if a string s = 0102...,05 € L(G) occurs in G, the set of
possible strings after attacks, denoted by ©%(s), is obtained as follows. Denote
qr = 6(go, 01+ 0k), k=1,2,...,|s|, then

@“(s) = LlLQ...L|S|,
where

I, — {on} if tr = (qr—1, 0k, qx) & 0° (2)
k At”r’ if tr = (qk—l,akaqk) S
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Note that ©%(s) may contain more than one string. Hence, ©% is a mapping
0% : L(G) — 2.

Note also that this general definition allows for nondeterministic attacks
and includes the following special cases. (1) No attack: if o € Ay and o is
altered to o (no change), then there is no attack. (2) Deletion: if the empty
string € € Ay and o is altered to €, then o is deleted. (3) Replacement:
if « € Ay and o is altered to «, then o is replaced by «a. (4) Insertion: if
oa € Ay (or ao € Ayy) and o is altered to oo (or ao), then « is inserted.

The observation mapping under partial observation and sensor attacks is
then given by

P%(s) = Po©%(s) = P(6"(s)). 3)

Hence, ¢° is a mapping $* : L(G) — 2%,
We extend ©% and $° from strings s to languages K C L(G) in the usual
way as

OYK)={0%s):s€ K}

P4 (K)={d%s):s€ K}. @

We add sensor attacks to G as follows. For each transition tr € 6%, let us
assume that A, is marked by an automaton Fj,., that is, A = L, (F}.) for
some

Ftr = (Qtry 2; 6tr7 Go,tr, Qm,tr)-

Note that not all states in Fy,. are marked. We assume that Fj,. is trim, that
is, all states are accessible from g, ¢ and co-accessible to Q. ¢

We replace each attackable transition tr = (q,0,q¢") € 6* by (¢, Fyr, q') as
follows.

Gt7'_>(Q7Ftr»q/) =(QUQu, Y, 5tr—>(q,qu/)’ %)

where 6tr~>(q,Ft7.7q’) = (5 - {(Q7Ua q/)}) U b U {(Qa57QO,tr)} U {(Qm,traaaq/) :
Gm,tr € Qm,tr}- In other words, Gy, (4, F,, /) contains all transitions in ¢ and
Otr, except (q,0,¢'), plus the e-transitions from ¢ to the initial state of Fj,
and from marked states of F}, to ¢'. If F}, has only one marked state, that is,
Qm.tr = {qm.r}, then we can use a shortcut by merging ¢ and ¢’ with go ¢
and ¢, i, respectively, without the e-transitions (g, €, go.tr) and (gm,ir,€,4’)-

Denote the extended automaton obtained after replacing all attackable
transitions as

Ge = (Qe)2766’q07Q$‘n) = (Q UéazvéeaqoaQ)

where Q = UjresaQyy is the set of states added during the replacement and
Q¢ = @ is the set of marked states. Note that G° is a nondeterministic
automaton and its transition function is a mapping 6¢ : Q¢ x X — 29", From
the construction of G¢, it is obvious that

Lin(G°) = ©%(L(G)), L(G%) = O0(L(G)). ()
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To describe the partial observation, we replace unobservable transitions in
G° by e-transitions and denote the resulting automaton as

G2 = (Q°, X0, 05,40, Q) = (QUQ, X0, 65,40, Q)

where 0¢ = {(¢,0,¢') : (¢,0,¢') € 6 No € X} U{(¢q,&,¢) : (q,0,¢') € 5¢No ¢
Xo}. Clearly, G¢ is a nondeterministic automaton.
G¢ marks the language ¢%(L(G)) because

L (G2) = P(Lin(G)) = P(O(L(G))) = *(L(G)). (6)

3.2 Implementation of the ALTER Model

We now consider how to implement the ALTER model, namely, how to
obtain a plant model GG such that the attack model, based on the capabilities
of the attacker, is consistent with the definitions in Section 3.1. Note that the
implementation is not trivial, because ALTER with the set of attack languages
{Ay : tr € §*} is transition-based with respect to the transitions of G while
the observations of the attackers are event-based.

We need to consider two possible cases. In the first case, sensor attacks
are “static,” that is, for any two transitions tr; = (q1,01,q)) € 6% and try =
(g2,02,q5) € 6° with the same event 01 = 09, we have Ay, = Ayp,. In this
case, Ay can also be written as A,. In the second case, sensor attacks are
“dynamic,” that is, Ay, # Ay, for some try = (q1,01,4;) € 0% and try =
(g2,02,¢5) € 6* with the same event o1 = os.

The results in this paper work for both static and dynamic attacks, pro-
vided the plant model G is adjusted in the case of dynamic attacks. Namely,
different implementations are needed for static attacks and dynamic attacks
as described below.

For static attacks, the implementation is simple: whenever an attacker sees
an event o € X9, it will replace o with some strings in the same A,. In this
case, the plant model G can be used as is and ALTER is defined as in Section
3.1 with the corresponding {A;,} sets.

For dynamic attacks, the implementation is more complex: when an at-
tacker sees an event ¢ € X¢, it has the option of choosing a different attack
language to use, since this language may not be the same for each occurrence
of 0. We assume that this decision depends on the string of events the attacker

has observed so far.

Formally, let X, be the set of events observable to the attacker. It is often
the case that X, = Y,. However, the approach proposed here works as long as
X8 C X0, that is, the attacker can observe all events that it wants to attack.
Let Py, : X* — X% be the natural projection from X* to X7 .
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An implementation is based on a finite automaton model of the dynamic
attacker3, with event set Xg,:

H= (Yv anv Cv Yo, Ym)

We assume that all states in H are marked, that is, Y,,, = Y. To ensure
that all strings observed by the attacker are defined in H, it is required that
P,,(L(G)) C L(H). For example, the dynamic attacker may be defined based
on the observer of G with respect to Py, as H. In that case, P,,(L(G)) = L(H).

The set of all possible transitions of H is denoted by ¢ = {(y,0,v’) :
¢(y,o) = y'}. The set of attackable transitions is denoted by ¢* = {(y,0,v’) €
¢ : 0 € X2} For each transition tr = (y,0,y’) € (%, we assume that the
capabilities of the dynamic attacker are as follows: it can change the event o
to any string in an attack language AL C ¥*. Note that, since the attacker
observes Y., it knows which state y € Y it is in. Hence, when it observes
an attackable event, it knows which attackable transition the attackable event
corresponds to. Therefore, in the case of dynamic attacks modeled by H and
the set {Af} as just described, we can obtain an attack model consistent
with the definitions of Section 3.1 if we embed H into G as follows. Take the

parallel composition of G and H [16]:

G =(Q,%,6,40,Qm) = G||H = (Q x Y, 5,6 x (, (4o, Y0), Q@ X Y),

where @ x Y denotes the product of sets and § x ¢ is defined, for (¢,y) € Q@ XY
and o € X, as

(0(q,0),¢(y,0)) ifoe Xy
(0(q,0),y) otherwise

(6 x¢)((g:9),0) = {
For a transition tr = (4,0,¢") = ((¢,v),0,(¢,y')) with o € X2, the corre-

sponding attack language is given by A, = Ag St

Since Pho(L(G)) C L(H) implies L(G) = L(G), in the rest of the paper,
we assume that, without loss of generality, G is already embedded with some
H. If not, we can take G = G||H, call G the new G, and work on the new G.

The ALTER model is both general and specific. It is general in the sense
that it includes deletion, insertion, and replacement as special cases. It is
specific in the sense that the attacks are specified by attack languages. This
makes ALTER different from related work reviewed in the introduction, as
attack languages are a general way of capturing two features: (i) the constraints
on insertion, deletion, and replacement; and (ii) the nondeterminism of the
attack.

Let us now illustrate the ALTER model using the following example.

3 In prior work, it is usually assumed that either an attack model is known or an “all-out”
attack model is used. We adopt the same viewpoint in this paper. Basically, if one is going
to test the vulnerabilities of a system, then one must start with potential vulnerabilities.
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Ezxample 1 Let us consider the discrete event system G in Fig. 1 with states
Q =1{1,2,3,4} and events X = {«, 8,7, u}. In the figures, symbol — denotes
the initial state and double circles denote marked states.

Fig. 1 Discrete event system G of Example 1.

Assume that event p is unobservable and event a may be attacked, that
is, Xy = {a, 8,7} and X% = {a}. The attack is dynamic and we assume that
it is implemented by the automaton H in Fig. 2 with X, = {a, 5}. In H,
there are two attackable transitions: (* = {try,tra}, where try = (A, «, A)
and try = (B,a, B). Let Afl = {a} and Afl, = {8}, that is, the attacker will
do nothing at state A and will replace o by (8 at state B. The corresponding
automaton for F! is shown in Fig. 3.

Fig. 2 The automaton H implementing the dynamic attack.

Fig. 3 Automaton F/I of attack language A for transition tro = (B, a, B) € ¢°.

The synchronous product G = G||H is shown in Fig. 4.

There are six attackable transitions in G: §% = {tr1,tro, tra, try, trs, tre},
where tr1 = ((1, 4), a, (2, A)), tra = ((2, A), a, (3, A)), tr3 = ((4, A), o, (3, A)),
try = (1, B),a, (2, B)), trs = ((2, B),, (3, B)), and tr¢ = ((4, B), , (3, B)).
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Fig. 4 The synchronous product G = G||H of Example 1.

We have AtArl = A{m = At}*g = Agl = {Oé} and AtAm = A{rs = A{rg =
Afl = {B}. The extended automaton Ge obtained after replacing all transi-

tions subject to attacks in G is shown in Fig. 5. Note that F}., has only one
marked state. So, we use the shortcut of merging ¢ and ¢’ with go ¢ and g ¢r,
respectively, without the e-transitions (g, €, go.¢r) and (gm ir, €, ')

Fig. 5 The extended automaton Ge
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4 Power System Example

In this section, we present an example of a protection relay and a circuit
breaker in a power system that will be used to illustrate the theoretical results
in this paper.

Ezxample 2 The system is shown in Fig. 6. The circuit breaker will be closed
or tripped when the corresponding closing coil (CC) or tripping coil (TC) is
energized. There are auxiliary contacts that assist with the functions of the
circuit breaker. The auxiliary normally-open (NO) contact a is closed when the
main circuit breaker is closed; otherwise, it is open when the circuit breaker is
open. The auxiliary normally-closed (NC) contact b is closed when the main
circuit breaker is open; otherwise, it is open when the circuit breaker is closed.
There can be additional TC and CC contacts that can be controlled remotely
or locally via manual operations.

The system works as follows. If there is a downed power line or other
accident that has occurred in the power system, causing an over current event
on the power line, as shown in Fig. 6, then the protection relay (PR) will be
triggered. When the PR is triggered, the corresponding PR contact is closed.
Then, the TC of the circuit breaker is energized to trip (open) the circuit
breaker to cut the faulty power line from the power system as the auxiliary
NO contact a is closed when the main circuit breaker is closed. After the circuit
breaker is open for a short period of time, it will automatically try to reclose
through a pre-defined reclosing command/procedure (RC). It is noted that
when the circuit breaker is open, the contact a is open, and the tripping coil
is cut from the control power. At the same time, the auxiliary normally-closed
(NC) contact b is closed when the main circuit breaker is open. Therefore,
when the RC contact is closed by the reclosing command, the CC is energized
to close the circuit breaker. If the over current disappears after the reclosure,
then the fault is temporal, and the line returns to normal operation. If the
over current stays after the reclosure, then the fault is permanent and the PR
will be tripped again, and the circuit breaker will return to and remain open
until the repair is made to the power line. It is worth noting that the diagram
shown in Fig. 6 is a much-simplified version of a real system. Nevertheless, the
main function of the system can be modeled by the automaton G shown in
Fig. 7. In the automaton G, the states are Q = {1,2,3,4,5,6} and the events
are

O.C. - Over current,

Z.C. - Zero current,

PRy - Protection relay tripped,
PRy - Protection relay failed,

C By - Circuit breaker tripped,
CBrF - Circuit breaker failed, and
R - Circuit breaker reclosed.
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BUS + Control Power
l Auxiliary normally-open Auxiliary normally-closed
a (NO) contact a is closed b ;f (NC) contact 4 is closed
when the main circuit when the main circuit
breaker is closed. breaker is open.

Circuit R

Breaker FE s @@

Protection Relay
3 PR _— —_— p— —— < Reclosing

PR TC cC RC Command
Over _
Current

Fig. 6 Protection relay and circuit breaker

. 0.C.

Fig. 7 Automaton G for protection relay and circuit breaker

We assume that only events O.C. and Z.C. are observable (that is, the
current can be measured). Hence, ¥, = {0.C., Z.C.}. We further assume that
Yo=Y =2,

We would like to diagnose faults in the system. Clearly, there are two fault
events: PRp and CBp. Hence, Xy = {PRp,CBp}. It can be checked that
without sensor attacks, G is diagnosable with respect to P [1,16]. Intuitively,
this is because, after the occurrence of either PR or CBp, a diagnoser will

see event O.C., while under normal operation, the diagnoser will see event
Z.C..

Let us now suppose that an attacker can change the transition tr =
(6,0.C.,6) to (6,2.C.,6), that is, A, = {Z.C.} with F;. shown in Fig. 8.
Note that G is already embedded with the attacker model H shown in Fig. 9
because G is isomorphic to G||H.

For the automaton G shown in Fig. 7, we can construct the extended
automaton G°¢ as shown in Fig. 10.
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—(®) @

Z.C.

Fig. 8 Automaton Fy, of attack language Ay, for transition tr = (6,0.C., 6)

0.C. .C.
Q2@ ) ot

Fig. 9 Automaton H implementing the dynamic attack

R

Z.C.
@

Z.C.

CBp

’ z.c.

PR}

Fig. 10 The extended automaton G*¢

5 Diagnosability under Sensor Attacks

Under sensor attacks, after the occurrence of s € L(G), a diagnoser ob-
serves one of the strings s’ € ¢*(s). Hence, we extend diagnosability to CA-
diagnosability as follows.

Definition 2 A DES G is CA-diagnosable with respect to @¢ if

(Fn e N)(Vs € U(L(G)))(Yu € L(G)/s) o
lu > n = (Vo € (@)1 (@ (su)) 1 L(G)Z; € o,

where (¢%)7! is the inverse mapping of @2, that is, (#%)~1(v') = {v € L(G) :
v € P*(v)}.

We first show that CA-diagnosability of G is equivalent to (conventional)
diagnosability of G¢ under the following assumptions:

A3. An attacker cannot delete or insert fault events, that is,
(Vv € L(Q)) (Vo' € O%(v) X dv e Xp & v (8)
A4. An attacker can only delete/insert a bounded number of events, that is,

(Vs € L(G))(Vu € L(G)/s) (Vs € ©%s))
(Vu' € OY(L(G))/s")(s'v € O%(su) (9)
= |(Jul = [u')] < d)
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for some integer d > 0.

Note that Assumption A3 will be satisfied if
(Vtr € §%) Ay C (X — Xp)".

Note also that Assumption A4 ensures that Assumption A2 is true under
attacks. Furthermore, Assumption A4 is needed in several proofs.
Let us now prove the following theorem.

Theorem 1 Under Assumptions A8 and A4, G is CA-diagnosable with re-
spect to @ if and only if G¢ is diagnosable with respect to P, that is,

(3n e N)(Vs € U(L(G)))(Yu € L(G)/s)
lu| > n = (Yo € (%) 1 (#%(su)) N L(G))Z; € v

if and only if

(In e N)(Vs € U(L(G?)))(Vu € L(G)/s)
lu| >n = (Yo € P~H(P(su)) N L(G%) X € v

Proof
The proof is in the Appendix.
]
Since CA-diagnosability of G is equivalent to diagnosability of G¢, all tech-
niques developed for diagnosability can be used to solve problems in CA-
diagnosability.

Ezxample 8 Let us continue with the example of a protection relay and a circuit
breaker in a power system discussed in the previous section. It can be checked
that Assumptions Al - A4 are all satisfied.

Using standard methods [1,16], we can check that G° is not diagnosable
with respect to P. Intuitively, this is because the attacker changes O.C. to
Z.C. So, after the occurrence of either PRr or CBp, a diagnoser will see
event Z.C'., which is same as it will see under normal operation.

By Theorem 1, G is not CA-diagnosable with respect to ¢. Hence, the
sensor attack makes a diagnosable system not CA-diagnosable.

If G is CA-diagnosable with respect to &%, then a new diagnoser, called CA-
diagnoser, can be designed for G to diagnose faults based on G° using standard
methods [1,16]. Let us illustrate this by the following modified power system
example.

Ezxample 4 Consider again the power system in Example 2, but with a different
attacker. The attacker inserts Z.C. after O.C., that is, for tr = (6,0.C.,0),
A, ={0.C. Z.C.} with F]. shown in Fig. 11.

Let us check if G under the new attacker is CA-diagnosable or not by
constructing a CA-diagnoser as follows.
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~® ® )

0.C. Z.C.

Fig. 11 The new automaton FY/,. of attack language A}, for transition ¢tr = (6,0.C.,6)

Fig. 12 The new extended automaton G’¢

Step 1: Construct the new extended automaton G’¢ as shown in Fig. 12.
Note that, since F}, has only one marked state, we eliminate e-transitions in
G'e.

Step 2: Construct the label automaton Gipe; as shown in Fig. 13. Note
that the fault events are PRr and C'Br. In the automaton Gipe;, N denotes
“normal” and F denotes “faulty”.

@——C) .,
CBp CBr
Fig. 13 Label automaton Gjape; for building CA-diagnoser

Step 3: Take parallel composition Ge = G'°|Graper as shown in Fig. 14.
Note that G¢ and G’¢ are isomorphic. However, states in G¢ are labeled with
NorF.

Step 4: Replace unobservable events in Ge by € to obtain nondeterministic
automaton G¢ as shown in Fig. 15.

Step 5: Convert nondeterministic automaton G’g to the equivalent deter-

ministic automaton (also called observer) G¢,  as shown in Fig. 16 (see [16]
for details). G¢,, is the diagnoser for G’°. We call G¢,, the CA-diagnoser for
G.

Since there is no indeterminate cycle in G’gbs, G'¢ is diagnosable with re-
spect to P. By Theorem 1, G is CA-diagnosable with respect to ¢'“.

Therefore, CA-diagnoser égbs can be used to diagnose the faults: When

G¢,, enters states BF or 6F, we know that a fault has occurred.
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Fig. 14 Parallel composition G¢ = G'®||Giaber

Fig. 15 Nondeterministic automaton ég

— IN H&ﬂ 2N, 3N, 4N, 6F

Z.C.

0.C.

Z.C.( II 1N, 5N II

Fig. 16 CA-diagnoser G¢,

0.C.

BF

Z.C. 0.C.

e |

6 Sufficient Conditions for CA-Diagnosability

In this section, we investigate the following question: If a system is diagnosable
without sensor attacks, under what types of sensor attacks, is it still diagnos-
able? In other words, we would like to find some (sufficient) conditions on
sensor attacks under which diagnosability implies CA-diagnosability. Let us

first prove the following theorem.

Theorem 2 The fact that G is diagnosable with respect to P implies that G

is CA-diagnosable with respect to ®* if

(Vs € L(G))

(%)~} (@°(s)) N L(G) € P~ (P(s)) N L(G).
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Proof
Clearly, the following is true:

P(s)) N L(G)
)

Su))ﬁL(G) P 1(P( w) N L(G)
)

Yo € P~Y(P(su)) N L(G ))Ef Ev
= (Vv € (%) 1P (su)) N L(G)) Xy € v

Therefore,

(In € N)(Vs € U(L(G)))(Vu € L(G)/s)

lu| > n = (Vo € P~L(P(su)) N L(G*))Z; € v
=(In € N)(Vs € U(L(G)))(Vu € L(G)/s)

[ul > n = (Yv e (8%)7H(9"(su)) N L(G))Zf € v

Let us model the sensor attacks described above by a mapping
2:6% — 2%
such that, for tr = (q,0,¢') € 6%, 2(tr) = A,. Extend 2 to
2:6—2%

as follows. For tr = (q,0,¢') € 4,

6tr) = {Q(tr) if tr € 5°

{o}  otherwise

In other words, if tr = (¢,0,¢') & 6%, then simply let A = {o} (replacing o
by o).

Theorem 3 The fact that G is diagnosable with respect to P implies that G
is CA-diagnosable with respect to ®* if

(Vir = (q1,0,q2) € 8)(Vtr' = (¢},0", q5) € 6)

o # o' = P(Q(tr)) N P(Q(tr) = 0. (10)

Proof
Let us first prove by contradiction that if Equation (10) is true, then, for
all s € L(G),

(%)~ (@°(s)) N L(G) € P~ (P(s)) N L(G).
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Suppose (¢%)~1(#%(s)) N L(G) € P~Y(P(s)) N L(G). Then

o) 12" (s)) N L(G) £ P~H(P(s)) N L(G)

(@)1 (s)) A" & PTH(P(s))
)N (s )%V)AP( )#P(S)

w=Pw) Aw = P{') A P(s') # P(s)
=(3s' € L(G))(Fv € ©%(s)) (T € ©%(s"))
P(v) = P(v') A P(s") # P(s).

P(s") # P(s) means that s and s’ are different for at least one observable
event. Without loss of generality, assume that s and s’ are different for exactly
one observable event, that is, s = s10s2 and s’ = sj0’s) such that P(s1) =
P(s}y) AP(s2) = P(sh) Ao # 0’ No,o’ € X,.

Denote the corresponding transitions of o and ¢’ by tr and ¢r' respectively.
Then,

(Fv € ©%(s))(F € ©%(s"))P(v) = P(v)
=(Ju € 2(tr))(Fu' € 2(tr"))P(u) = P(u')
(because tr and ¢’ must be replaced

by strings with the same projection)

=P(02(tr)) 0 P(2(tr')) # 0,

which contradicts Equation (10).
Since

(Vs € L(Q))
(@)~1(2(s)) N L(G) € P~ (P(s)) N L(G).

by Theorem 2, the fact that G is diagnosable with respect to P implies that
G is CA-diagnosable with respect to ®¢.
]

Theorem 3 says that, given a diagnosable G, for G to be CA-diagnosable,
the attacker cannot replace two different observable events with two strings
having the same projection.

If the sufficient condition in Theorems 2 or 3 is satisfied, then we can design
a CA-diagnoser to diagnose faults in G. In general, the CA-diagnoser may be
different from the original diagnoser.
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Note that Equation (10) is not satisfied in the power system example when
Ay = {Z.C.}, because

(3tr = (6,0.C,6) € §)(3tr' = (5, 2.C.,5) € )
0.C. £ Z.C. A P(Q(tr)) N P(2(tr')) = {Z2.C.} £ 0.

On the other hand, Equation (10) is satisfied in the power system exam-
ple when A, = {O0.C. Z.C.}. In particular, for tr = (6,0.C,6) and tr' =
(5,2.C.,5),

P(Q(tr)) N P(Q(tr')) = {2.0.3n{0.C. Z.C.} = 0.

7 From Attacker to Helper

In this section, we revert the role of the attacker from malicious to benevolent.
In other words, we consider the situation where the attacker is actually a
helper, whose goal is to help the diagnoser to diagnose faults in the sense that
while G is not diagnosable, it is CA-diagnosable. Intuitively, it would seem that
if the helper observes the same set of events as the diagnoser, it cannot help in
event diagnosis. On the other hand, if the helper has access to more observable
events, then it might be in a position to resolve lack of diagnosability. Let us
first show that this is possible using the following example.

Example 5 Let us consider the system modeled by G shown in Fig. 17. The
event set is X = {f,u,a, 8,7}, where f is the fault event. We assume that u
is not observable and ( is not observable to the diagnoser, but is observable
to the helper. We further assume that a can be edited by the helper. Hence,

Yo = {OZ?’Y}v Zg = {a}, and X,, = {Oéaﬁ,’Y}'

Fig. 17 Automaton G of the system in Example 5

It can be checked that G is not diagnosable with respect to P. Intuitively,
this is because the two strings Savy* and fa/8~* have the same projection a~vy*
and hence cannot be distinguished by the diagnoser.

Suppose that the helper can change the transition tr = (4, «, 6) to (4,7, 6),
that is, Ay = {7} with F},. shown in Fig. 18. Note that the helper can do
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so because event 8 is observable to the helper (but not observable to the
diagnoser). Hence, the helper can distinguish transition (4, «, 6) from (3, a, 5).

~® ©
Fig. 18 Automaton F}, of Example 5

The resulting extended automaton G¢ is shown in Fig. 19. It can be checked
that G is diagnosable with respect to P and hence G is CA-diagnosable with
respect to ®¢. Intuitively, this is because by replacing (4, o, 6) with (4,~,6),
string faBvy* become fvySy*. Since P(fv8v*) = yv*, while P(Bay*) = avy*,
the two strings fy8v* and Sfay* become distinguishable to the diagnoser.

Fig. 19 Extended automaton G€¢ of Example 5

In the above example, the reason that the helper can help the diagnoser
to diagnose the fault is that the helper can observe (3, while the diagnoser
cannot. Note that in Example 5 the helper is not inserting event 5, which is
unobservable to the diagnoser, but instead it replaces one occurrence of a by
~. This type of solution might be desirable in instances where communication
of certain events (here, §) must be avoided for various reasons (e.g., security).
The helper allows the diagnoser to work properly while keeping 5 unobservable
to the diagnoser. In the following theorem, we prove that this is necessary,
that is, if the helper observes less than or the same as the diagnoser, then it
cannot help the diagnoser.

Theorem 4 If X,, C X, and G is not diagnosable with respect to P, then G
is not C'A-diagnosable with respect to ®* for any @ satisfying Assumptions
A3 and A4.

Proof
Suppose X, C X, and G is not diagnosable with respect to P, that is,

—(In e N (Vs € U(L(Q)))(Vu € L(G)/s)
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[ul = n = (Vo € P~L(P(su)) N L(G)) Ty € v
& (Vn € N)(3s € ¥(L(G)))(3u € L(G)/s)
[ul >nA(Jve L(G)P(v) =P(su) NXf & v
We want to prove that for any @* satisfying Assumptions A3 and A4, G
is not CA-diagnosable with respect to @°. Let G¢ be the extended automaton

corresponding to . By Theorem 1, we only need to prove that G¢ is not
diagnosable with respect to P, that is,

=(3In' € N)(Vs' € U(L(G®)))(Vu' € L(G)/s)
lW'| >n' = (V' € P H(P(s'u)) N L(G*)) X € v
(V' e N)(3s' e U(L(G?)))(Fu' € L(G)/s)
[u'| > n' A (T € L(G?))P(') = P(sSu')ANXp &0

/_\\_/

Let us first prove

(s € ¥(L(G@)))(Fu € L(G)/s)
(Fv e L(G))P(v) = P(su) N Xy ¢ v

implies

(3s' e W(L(G))) (3’ € L(G)/s") (12)
(3" € L(G®))P(W') = P(s"u') AN Xy & 0'.

For s,u,v in (11), consider s'u’ € ©%(su) and v/ € ©%(v). Since s €
U(L(G)) = X € su. By Assumption A3, Xy € s'v/. Let s'u’ € O%(su) be
such that s’ € U(O*(L(G))) As' € O%s).

Since P(v) = P(su) and Xy, C Xy, we have Pyo(v) = Pao(su). Hence, any
transition ¢r along P,,(v) (= P,o(su)) is replaced by the same language Ay,
Let us pick the same string in Ay, for v’ as for s’u’. Then P(v') = P(s'u).

Because
su € L(G) = s € O4(L(G)) = v € O4(L(G))/s
v e LG) = € O(L(Q))
Yy g v= X &v'( by Assumption A3),
we have

(3s" € w(0°(L(())))(Fu’ € ©(L(G))/5)
(T € O(L(@)))P(W') = P(s'u') N X & 0.
that is, (12) is true.
Let us now prove

(Vn e N)(3s € ¥(L(G)))(Fu € L(G)/s)
lu| >nA(Jve L(G)P(v) = P(su) N Xy ¢ v
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implies

(Vn' e N)(3s' € U(L(G)))(Fu' € L(G?)/s)

[u'| >n' A (T € L(G?))P(v) = P(sS'u')NEy & 0. (14)

Suppose (13) is true. Then, for any n’ € N, let n = n’ +d, where d is given
in Assumption A4.
Because (11) = (12), we have

(s € ¥(L(G)))(Fu € L(G)/s)

[ul >nA(Jve L(G)P(v) =P(su) NXf ¢ v
=(3s' € ¥(O"(L(G)))) (T’ € O%(L(G))/s")
(F' € OU(L(G)P(V) = P(s'u') N Xy ¢ 0.

Furthermore, by the proof of (11) = (12),

se€ L(G)Aue L(G)/sNs € O%s)
Au' € OUL(Q)) /s A s'u' € O%(su)

By Assumption A4, we have |(Ju| — |v/|)| < d. Hence,

ul Zn A f(Jul = [u'])] < d
=Slul >nAlul— | <d
Sl = A ] > Ju] -
=S| >n—d=n'

Therefore, (14) is true.

8 Sensor Attack Detection

Diagnosability theory can also be used to detect sensor attacks. We show how
to do this in this section.

One obvious method to detect sensor attacks is to check if the observed
string is in P(L(G)) or not. If a string w ¢ P(L(G)) is observed, then a
sensor attack must have occurred. To avoid being detected, an attacker may
want to ensure that the attacks are “stealthy” (or covert) in the sense that
the observed language under sensor attacks is contained in P(L(G)), that is,
?(L(G)) C P(L(Q)) or equivalently ®2(L(G)) C P(L(G)) (since P(L(G)) is
prefix-closed). Stealthy attacks on sensors or actuators have been investigated
in the literature; see, e.g., [6,22,26-28].

Another method to detect sensor attacks is to translate the sensor attack
detection problem into a diagnosis problem. Other works have considered the
same approach for different attack models. In the case of ALTER, we propose
to proceed as follows. We insert an artificial (unobservable) fault event p after
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an event is altered by an attacker, as described below. Then, detecting a sensor
attack is equivalent to diagnosing the fault event p.

Formally, let the system under sensor attacks be G. Assume that G has no
fault events, because we want to focus on the sensor attack detection problem.
For any transition tr = (g,0,q’) € §%, we modify its corresponding language
Ay by adding p after o is altered by an attacker as follows.

Ay = (A —{o){p} U ({o} N Awr). (15)

We construct the extended automaton for Ay,. Since p € X, the resulting
extended automaton has one more unobservable event. To distinguish it from
the extended automaton in previous sections, let us denote it by

G = (Q, X U{p}, 0% qo)-

Since the artificial fault event p is inserted whenever an event o € X¢ is
altered by an attacker, all attacks can be detected within finite steps after the
attacks if and only if G¢ is diagnosable with respect to P and p.

To investigate the relationship between stealthiness and diagnosability, we
make the following assumption:

A5. An attacker can always choose not to alter an event, that is,
(Vtr = (q,0,q") € 6%)o € Ay, (16)

Note that Assumption A5 implies that L(G) C L(G®). Note further that, as
to be shown in Example 6, if Assumption A5 is not true, then the natural and
intuitive result that the attacker cannot be detected if the attacker is stealthy
is not true.

The following theorem shows that, under Assumption A5, if an attacker is
stealthy, then none of its attacks can be detected.

Theorem 5 If #°(L(G)) C P(L(G)) and 9 satisfies Assumption A5, then
no attack (event p) in the corresponding G¢ can be detected, that is,

(Vsp € L(G))(Vn € N)(Fu € L(G®)/sp)

lu| >n A (Fv € L(G®))P(v) = P(spu) A p & v. (17

Proof

Suppose &*(L(G)) C P(L(G)) and &* satisfies Assumption A5. We prove
that Equation (17) is true as follows.

For any sp € L(G®) and n € N, let u be a string in L,,(G®)/sp such that
|u| > n. By Assumption Al (G and hence G¢ is live), such a u exists.

Since ¢¢(L(G)) C P(L(G)) and u € L,,(G¢)/sp, we have

spu € Ly, (G°)
=spu € O°(L(G))
(because L,,(G) = O%(L(QG)))
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= P(spu) € P(O*(L(G))) = *(L(G)) € P(L(G))
=(Jv € L(@))P(v) = P(spu)
=(Jv € L(G%))P(v) = P(spu)

(by Assumption A5, L(G) C L(G?)).

Therefore,

(Vsp € L(G®))(Yn € N)(Ju € L, (G%)/sp)

lu| >n A (Fv € L(G%))P(v) = P(spu) AN\p & v
=(Vsp € L(G®))(Vn € N)(3u € L(G®)/sp)

lul > n A (Fv e L(G?))P(v) = P(spu) Ap g v

(since L,,(G) C L(G°)).

This completes the proof.
]
The following theorem shows that if an attacker is stealthy, then G€ is not
diagnosable with respect to P and p.

Theorem 6 If °(L(G)) C P(L(G)) and 9 satisfies Assumption A5, then
the corresponding G¢ is not diagnosable with respect to P and p.

Proof
Suppose &*(L(G)) C P(L(G)) and $“ satisfies Assumption A5. Since the
logic implication (Vz)A(z) = (3x)A(x) is always true, by Theorem 5,

(Vsp € L(G®))(Vn € N)(Fu € L(G)/sp)

jul > n A Bv € L(G))P(v) = P(spu) A p &
=(Vn € N)(Vsp € L(Ge))(EIu € L(G%)/sp)

lul > n A (v e L(G)P(v) = P(spu) A p g v

=(¥Yn € N)(3sp € L(G*))(3u € L(G®)/sp)

lul > n A (Jv e L(G®))P(v) = P(spu) Ap & v

==(3n € N)(Vsp € L(G))(Vu € L(G*)/sp)
il > n = (Vo € P~H(P(sw)) N L(G))p & .

Therefore, G¢ is not diagnosable with respect to P and p.
u

From Theorem 6 and its proof, we know that Equation (17) is stronger than
non-diagnosability. Intuitively, this is because Equation (17) requires that all
attackers are not detectable, while non-diagnosability only requires that some
attackers are not detectable.

The following example shows that if Assumption A5 is not satisfied, then
the result of Theorem 3 (and hence the result of Theorem 2) is not true.
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Fig. 20 Automaton G of the system in Example 6

Example 6 Let us consider the system modeled by G shown in Fig. 20. The
event set is X' = {u, v, o, B,v}. We assume that o and «y are observable to both
the diagnoser/attack detector and the attacker, that is X, = X, = {a,v}.
We further assume that « is attackable, that is, X¢ = {a}.

Suppose that the attacker can change the transitions (2, «, 5) and (6, «, 8)
to (2,aq,5) and (6, aa, 8), respectively, that is, the attacker can insert an
extra « in transitions (2, «,5) and (6, «, 8). Note that the attacker can do so
because, by observing ~, the attacker can distinguish transitions (2, a,5) and
(6,, 8) from transition (4, a, 7).

We modify the corresponding language Ay, = {@a} by adding p afterwards,
that is, A;,. = {@ap}. The corresponding Fj, is shown in Fig. 21.

a a 9,
O=O—0)
Fig. 21 Automaton F}, of Example 6

The resulting extended automaton G is shown in Fig. 22. It is not difficult
to see that ¢¢(L(G)) = P(L(G)) = o* + yaya*. Hence, &*(L(G)) C P(L(G))
and the attacks are stealthy.

On the other hand, it can be checked that G¢ is diagnosable with respect
to P and p. In fact, all attacks can be detected. Intuitively, this is because if
the diagnoser sees a before seeing 7y, then an attack has occurred. Note that
Assumption A5 is not satisfied, because o & Ay = {aac}.

9 Conclusion

We have studied the diagnosability properties of discrete event systems when
the communication channel from the sensors to the diagnoser is compromised
by sensor deception attacks in the context of a general attack model. This has
led to the formulation of the new notion of CA-diagnosability, which paral-
lels the notions of CA-controllability and CA-observability introduced in prior
works pertaining to supervisory control under attack. A testing procedure for
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Fig. 22 Extended automaton G¢ of Example 6

CA-diagnosability was presented, based on model transformation. This model
transformation also allows us to design a CA-diagnoser for a system under
sensor attacks if CA-diagnosability is satisfied. Some sufficient conditions were
derived on attackers, which can be easily checked, ensuring that diagnosabil-
ity implies CA-diagnosability. Conditions under which the role of an attacker
can be reverted from malicious to benevolent were also investigated. Finally,
the detection of the attacker was considered from the viewpoint of diagnos-
ing a triggering (unobservable) attack event embedded in the system model.
Results were obtained regarding the ability to detect such attacks using the
methodologies from the theory of diagnosability.

In future work, it would be of interest to study in more depth special
instances of the general attack model considered in this paper, in order to
allow for greater resilience of the diagnostic engine and/or for greater ability
at attack detection. It would also be of interest to further develop the case
study considered in this paper, where the goal is to achieve resilient diagnosis
of failures of the protection relay or the circuit breaker in a prototypical power
system.

10 Appendix

Proof of Theorem 1
Let us take negations of the conditions in Theorem 1 as follows.

=(In € N)(Vs € ¥(L(GR)))(Vu € L(G)/s)

lul > n = (Vo € (@)1 (@ (su)) 1 L(G))Z; € v

&(Yn e N)(Is €e U(L(G)))(Fu € L(G)/s)

(Jul > n = (Vv € (@) (D" (su)) N L(G)) X} € v)

o (Vn € N)(3s € W(L(G)) (Gu € L(G)/s)

[ul > n A (Vo € (8°)7H (@ (su)) N L(G)) Zy € v
&(Vn e N)(3s € U(L(G)))(Fu € L(G)/s)

ul > n A (o € (@) (#(su)) N L(C)) 5y & v
&(Yn e N)(3s e U(L(G)))(Fu € L(G)/s)
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jul > 1 A (B0 € L(G))o € (6) (@ (su) A Ty ¢ v
<(Vn e N)(3s € U(L(G)))(3u € L(G)/s)

lu] >n A (Jv e L(G))(Tw € &%(su))

€ () Hw)AXp v

& (Vn e N)(3s € U(L(G)))(Fu € L(G)/s)

lu| >n A (Fv e L(G))(Bw € %(su))

weP(v) ANy Eo
& (Vn e N)(3s € U(L(G)))(Fu € L(G)/s)

lu| >n A (Fv e L(G))P(v) NP (su) # DA Xy ¢ v

Similarly,

=(3In" e N)(Vs' € U(L(G®)))(Vu' € L(G)/s")
|| >n' = (Vo' € PHP(s'u)) N L(G*)Z; € v
(V' € N)(3s € B(L(GY)) G’ € LIG*)/s)

(|| = 0’ = (W € PTU(P(s'u')) N L(G) £ € o)
(V' € N)3s' € B(L(G)) G’ € L(G*)/s)
[u'| > n' A=(Vo' € P~H(P(s'u)) N L(G*) Xy € v
& (Vn' e N)(3s' € U(L(G))) (I’ € L(G)/s")
|| >n' A (F € PTHP(s'u)) N L(G) Xy ¢ o
&(vn' e N3 e U(L(G))) (3’ € L(G)/s")
|| >n' A (T € LG € PHP(s'W) ANy g0

&(vn' € N)(3s" € (L(GY)))(Fu' € L(G°)/s)

[u'| >n' A (T € L(G?))P(v') = P(sS'u') N Xp & 0.

Hence, equivalently, we need to prove

(¥n € N)(3s € B(L(G))(Gu € L(G)/s)
lu| > n A (Fv e L(G))P*(v) NP (su) # DA Xf & v

if and only if

(¥n' € N)(3s' € B(L(G)) (3 € L(G)/s)
[u'| >n' A (T € L(G))P(V') = P(sSu )N Xy &0

It is natural to define that a (non-prefix-closed) language is diagnosable
if and only if its prefix closure is diagnosable. Hence, we replace L(G¢) by
L., (G®) as

(Vn' € N)(3s' € U(L(G))) (3’ € L(G)/s")
[u'| >n' A (T € L(G))P(v') = P(sSu')NZr &0
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& (Vn' € N)(3s' € U(L,(G9))) (T € Ln(G)/s")

Wl >n' NG € Ly(G))PW)=PW)ANX, &0,
f

By Equation (5), L, (G¢) = ©*(L(G)). Thus,
(Vn' e N)(3s' € (L, (G9))) (3 € L,,,(G°)/s")
[u'| > n' A (' € L, (G9))P(V') = P(sSu')ANEy g0
(v e N)(3s' € ¥(0(L(G)))) (T’ € ©%(L(G))/)

)
W' =0 A (F € O%(L(G)))P

Therefore, equivalently, we need to prove

(¥n € N)(3s € B(L(G)))(Gu € L(G)/s)
lu| > n A (Fv € L(G))P*(v) NP (su) # DA X¢ & v

if and only if

(Vn' € N)(3s' € ¥(0(L(G)))) (3 € ©Y(L(G))/s")
[u'| >n' A (T € OL(G)))P(W') = P(sW)NXf 0.

Let us first prove

(s € ¥(L(Q)))(Fu € L(G)/s)
(Fv e L(@)P*(v) NP (su) DNy & v

if and only if

(3s" € ¥(0°(L(G)))) (T’ € O(L(G))/5)
(3 € O(L(@)))P(v') = P(s'u') N Xy & 0.

(V) =P(s'u' )N Xy 0.

(18)

(21)

Proof of (21) = (20): Suppose (21) is true. Then, for s’,u’, v’ in (21), we have

s'u' € ©*(L(G)) Av' € ©*(L(G))
=(3su € L(Q))s'u’ € ©%(su)
A(Fv e L(G))v' € O%(v).

ince s' € @ = € s'u’. By Assumption , € su. Let
S "e v(O“(L(G Xy "v'. By A ion A3, Xy L

su € L(G) be such that s € ¥(L(G)) A s’ € ©%s). Then,

su € L(G)=ue L(G)/s

Yrgv' = Xy ¢v (by Assumption A3)
P =P(s'v) = (Fw)w = P(v') = P(s'u)
= (Jw)w € P(O*(v)) Aw € P(O%(su))

= (Fw)w € P%(v) Aw € P(su)

= @&%(v) N P*(su) # 0.
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Therefore,

(s € ¥(L(Q)))(3u € L(G)/s)
(Jv e L(@))P%(v) N D (su) #DAN Xy & v,

that is, (20) is true.
Proof of (20) = (21): Suppose (20) is true. Then, for s,u,v in (20), we have

S (v) N P*(su) #
=P(0%(v)) N P(O*(su)) #
=(Jw)w € P(O(v)) ANw € P(O%(su))
=Fw, v, su' )W € 6%v) A sy € O%su)
Aw = P(') = P(s'u)
=(F', s'u" W' € O%v) AU € O%(su)
APQ") = P(s'd).
Since s € ¥(L(GQ)) = Xy € su. By Assumption A3, Xy € s'u/. Let s'u/ €
O%(su) be such that s’ € ¥(O*(L(G))) A s’ € ©*(s). Then,

su € L(G) = s'u' € ©4(L(Q)) = v € O(L(G))/s'

v e L(Q) = v € O%(L(Q))
Yy g v= X; &v'( by Assumption A3).

Therefore,

(3s' e (O (L(G))))(Fu' € O*(L(Q))/s")
(' € O4L(Q)))P(v') = P(s'u') Ny €.

that is, (20) is true.

Let us now prove (18) if and only if (19).
Proof of (19) = (18): Suppose (19) is true. Then, for any n € N, let n’ = n+d,
where d is given in Assumption A4.

Because (21) = (20), we have

(3s" € w(0°(L(())))(Fu’ € O(L(G))/5)
[u'] > n' A (T € OUL(G)))P(v') = P(sSu')ANZp g0
=(3s € U(L(G)))(3u € L(G)/s)
(Fv e L(G))P*(v) NP (su) DN Xy & v
Furthermore, by the proof of (21) = (20),

s€ L(G)ANue L(G)/sNs € ©%s)
Au' € OL(Q))/s" A s'u' € O%(su)
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By Assumption A4, we have |(Ju| — |u'])| < d. Hence,

'] Z 0 A(Jul = [W])] < d
=S| >n" A —u|l <d
=[] >0 Aful > || —d
=|u| >n' —d=n.
Therefore, (18) is true.
Proof of (18) = (19): Suppose (18) is true. Then, for any n’ € N, let n = n'+d,

where d is given in Assumption A4.
Because (20) = (21), we have

(3s € W(L(G)))(Bu € L(G)/s)

lul > n A (Fv e L(Q))P*(v) NP (su) DN Xs & v
=(3s' € P(O(L(G))))(Fu’ € O“(L(G))/s)

(F' € O(L(@)))P(W') = P(s'"u') N Xy & 0.

Furthermore, by the proof of (20) = (21),
)

se€ L(G)ANue L(G)/sNs € ©%s)
A € OUL(G))/s" N s € O%(su)

By Assumption A4, we have |(|u| — |[v/|)] < d. Hence,

ol 2 A (el — o)) < d
=lul >nAul —|u| <d
=Slul>nA | > |ul—d
=W >n—d=n'.

Therefore, (19) is true.
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