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Abstract

Cryo-Electron Tomography (cryo-ET) is a 3D imaging tech-
nology that facilitates the study of macromolecular struc-
tures at near-atomic resolution. Recent volumetric segmen-
tation approaches on cryo-ET images have drawn widespread
interest in the biological sector. However, existing methods
heavily rely on manually labeled data, which requires highly
professional skills, thereby hindering the adoption of fully-
supervised approaches for cryo-ET images. Some unsuper-
vised domain adaptation (UDA) approaches have been de-
signed to enhance the segmentation network performance
using unlabeled data. However, applying these methods di-
rectly to cryo-ET image segmentation tasks remains chal-
lenging due to two main issues: 1) the source dataset, usu-
ally obtained through simulation, contains a fixed level of
noise, while the target dataset, directly collected from raw-
data from the real-world scenario, have unpredictable noise
levels. 2) the source data used for training typically con-
sists of known macromoleculars. In contrast, the target do-
main data are often unknown, causing the model to be bi-
ased towards those known macromolecules, leading to a do-
main shift problem. To address such challenges, in this work,
we introduce a voxel-wise unsupervised domain adaptation
approach, termed Vox-UDA, specifically for cryo-ET subto-
mogram segmentation. Vox-UDA incorporates a noise gen-
eration module to simulate target-like noises in the source
dataset for cross-noise level adaptation. Additionally, we pro-
pose a denoised pseudo-labeling strategy based on the im-
proved Bilateral Filter to alleviate the domain shift prob-
lem. More importantly, we construct the first UDA cryo-
ET subtomogram segmentation benchmark on three experi-
mental datasets. Extensive experimental results on multiple
benchmarks and newly curated real-world datasets demon-
strate the superiority of our proposed approach compared to
state-of-the-art UDA methods.

Code — https://github.com/xulabs/aitom.
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Introduction

Cryo-Electron Tomography (cryo-ET) is one cutting-
edge imaging technique which enables three-dimensional
views of biological samples in a native frozen-hydrated
state (Oikonomou and Jensen 2017). This automatic electron
tomography technique allows biologists to capture high-
resolution structures of macromolecular complexes (Wan
and Briggs 2016), which plays an important role in the field
of drug discovery and disease treatment. Inspired by the de-
velopment of deep learning research in recent years, some
efforts have been made in cryo-ET image analysis, espe-
cially for the subtomogram segmentation task (Zhu et al.
2021; Zhou et al. 2021). Subtomogram segmentation is a
3D segmentation task that aims to mine the meaningful in-
formation of the target macromolecular on the voxel-level.
However, existing methods heavily rely on manual annota-
tions which are highly subjective and resource-intensive.

To tackle the challenges for data annotation, the classi-
cal unsupervised domain adaptation (UDA) methods involve
transferring the knowledge from labeled source domains to
unlabelled target domains (Liu et al. 2020; Zhao et al. 2022;
Zhang et al. 2023a). Most existing approaches are designed
for 2D images, making them less effective for 3D tasks.
While some recent works explore UDA on 3D images (Shin
et al. 2023; Xian et al. 2023), they typically convert 3D input
into 2D slices for network processing, resulting in a loss of
spatial information. MAPSeg (Zhang et al. 2024) proposes
a voxel-level pseudo-labeling method based on MAE. How-
ever, label distortion remains a main challenge for UDA.

In this paper, we introduce a novel UDA approach us-
ing large simulated macromolecular data (Eisenstein, Daneyv,
and Pilhofer 2019; Hagen, Wan, and Briggs 2017) as the
source domain dataset and experimental dataset as the
target domain dataset. Advances in data simulation tech-
niques have made it possible to generate cryo-ET subto-
mogram data beyond traditional biological methods. Given
the structure of macromolecules, existing generative meth-
ods (Martinez-Sanchez et al. 2024; Harar et al. 2023) can
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Figure 1: Some examples of the subtomograms and their corresponding segmentation masks. This figure shows: (a) simulated
3D cryo-ET subtomogram; (b) grey-scale ground-truth segmentation mask; (c) binary segmentation mask after pre-processd
(b), we set a threshold (300 in this paper) to turn the grey-scale mask into a binary one; (d) and (e) are experimental 3D cryo-ET

subtomogram and its binary mask, respectively.

create realistic synthetic datasets with corresponding voxel-
level segmentation masks, offering a cost-effective alterna-
tive to traditional methods that require high-end equipment
and significant human expertise. Nevertheless, the substan-
tial differences between two domains introduce new chal-
lenges for the UDA task. Firstly, the simulated data is gen-
erated with fixed parameters, yielding a consistent noise
level in each subtomogram (typically 0.03 dB or 0.05 dB),
whereas the noise rate is unpredictable in the experimental
dataset. Some examples of subtomograms are shown in Fig-
ure. 1. Secondly, although subtomogram segmentation is a
binary task, the molecular categories in simulated subtomo-
grams often differ from those in experimental ones, which
will cause the segmentation model to be biased towards the
simulated ones and lead to the domain shift problem.

To address the aforementioned challenges, we propose a
voxel-wise UDA framework, termed Vox-UDA, for cryo-
ET subtomogram segmentation. Vox-UDA comprises two
key components: a noise generation module (NGM) and a
denoised pseudo-labeling (DPL) strategy. NGM generates
Gaussian noise from a subset of the target dataset and ap-
plies it to the source samples, creating a target-like noisy
effect. Meanwhile, DPL proposes an enhanced bilateral fil-
ter that replaces pixel differences with gradient difference,
making it more effective for 3D grayscale images. DPL pre-
serves edge information during denoising as much as pos-
sible, resulting in undistorted pseudo-labels. These pseudo-
labels provide additional supervision signals to mitigate the
domain shift problem, thereby enhancing the model’s per-
formance on the target data.

In summary, our contributions are as follows: 1) To
the best of our knowledge, we are the first to establish a
paradigm for voxel-wise UDA segmentation in cryo-ET im-
ages (termed Vox-UDA). 2) Vox-UDA incorporates a noise
generation module (NGM) and a denoised pseudo-labeling
(DPL) strategy to enable the simulation of a target-like noisy
effect, and it provides additional supervision signals to ad-
dress domain shift. 3) We further propose an improved bi-
lateral filter that, by being sensitive to the gradient changes,
preserves edge information as much as possible while elim-
inating noises to obtain high-quality pseudo-labels. 4) We
provide the first benchmark for UDA in cryo-ET subtomo-
gram segmentation across three experimental datasets, in-
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cluding two newly curated datasets that are publicly avail-
able for the first time.

Related Work

Unsupervised Domain Adaptation for Vision Tasks Un-
der the unsupervised domain adaptation (UDA) settings,
there are two types of datasets being used for training: the
source domain dataset which is fully labelled, and the tar-
get domain dataset, which is unlabelled. The first UDA ap-
proach is proposed by (Ganin et al. 2016), which aims to
transfer the model trained on source data to target data with-
out introducing additional annotations through adversarial
learning. Since UDA greatly expands the model’s general-
ization ability, the model can be adapted to new domains
without requiring labeled data in the target domain and is in-
troduced into various tasks. As cryo-ET subtomogram seg-
mentation is a segmentation task, in this paper, we mainly
focus on the UDA approaches applied in semantic segmenta-
tion tasks. For segmentation, the UDA methods aim to elim-
inate the cross-domain discrepancies through the content at
both the feature- (Zou et al. 2018) and pixel-level (Zheng
et al. 2023) and, have achieved excellent results in medical
image segmentation (Zhang et al. 2023b; Xie et al. 2022; Li
et al. 2022). However, although these methods achieve great
performance in UDA segmentation, they are primarily de-
signed for 2D images, which are not suitable for cryo-ET
subtomogram segmentation as tomographies are often volu-
metric images. To handle the UDA challenge in 3D segmen-
tation tasks, Shin et al. (Shin et al. 2023) proposed a cross-
modality translation method to generate synthetic 3D target
volumes from source 2D scans. Xu et al. (Xu et al. 2023)
applied a fast Fourier transform to convert input 2D slices
into the frequency domain. A consistency loss was utilized
to simultaneously constrain both the feature domain and fre-
quency domain to achieve UDA. In this work, we focus on
the noise differences between the simulated subtomogram
and experimental subtomogram data, aiming to enhance the
model’s robustness to the noises.

Cryo-Electron Tomography Cryo-electron tomography
(cryo-ET) integrates cryogenic specimen preparation, elec-
tron microscopy for data acquisition, and tomographic re-
construction for 3D visualization (Koning 2010). A cryo-
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Figure 2: Overview of our proposed Vox-UDA framework. IBF denotes the improved Bilateral Filter. We use different colors

to represent different flows. Best viewed in color.

ET subtomogram is a small cubic sub-volume extracted
from a tomogram, normally only a single macromolecu-
lar complex is contained in each subtomogram. Inspired
by recent advancements in deep learning, their applica-
tions on cryo-ET have drawn widespread interest with their
potential to aid in the corresponding cryo-ET tasks, e.g.,
subtomogram alignment (Zeng and Xu 2020), subtomogram
classification (Wan, Khavnekar, and Wagner 2024; Bandy-
opadhyay et al. 2022) and subtomogram segmentation (Zhu
et al. 2021). However, deep learning methods rely on large
amounts of data annotation, which is particularly challeng-
ing for cryo-ET images. In this paper, we will propose an
UDA approach for subtomogram segmentation, which aims
at utilizing a large amount of cost-free annotated simulated
data for knowledge transfer, enabling the segmentation net-
work to generalize on experimental cryo-ET subtomograms.

Method

Our proposed framework is based on VoxResNet (Chen
et al. 2018), a state-of-the-art method designed for fully-
supervised voxel-level segmentation. Given a source do-

main dataset S = {7, yf}fil and a target domain dataset
M .

T = {:Lé}J: |» Where z; represents the input 3D subtomo-

gram and y; denotes the 3D ground-truth mask, we aim to

train a voxel segmentation network for the target domain

only using ground-truth supervision signals from the source

domain. Figure. 2 illustrates the details of the proposed Vox-
UDA. As can be seen from the figure, Vox-UDA takes z,
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z! and a subset of 7 as input. This subset Tx,,,. ... 18
randomly sampled from 7, which contains Nggmpleqd Sam-
ples. TN, ,,.,.. 1S then sent to the noise generation module
(NGM) to obtain the target-like voxel-wise Gaussian noise
€ ~ N(0,021). Further, e is introduced to the source in-
put z; to produce updated input xf/ x5, Lf/ and mi are all
passed to the student network to acquire segmentation loss
Lgeq, consistency loss L.,y and discriminator loss Lg;s for
optimization. Hence, the overall loss can be rewritten as

L= ‘Cseg + ‘ccon + Edis~ (1)

Furthermore, to handle the domain shift problem, we design
a denoised pseudo-labeling strategy. ac; is sent to the im-
proved Bilateral Filter (IBF) to eliminate its noise and then
sent to the teacher network to obtain the pseudo-label, which
is then used to tune the student network for better perfor-
mance. Note that the threshold 7 used for pseudo-label se-
lection is set to 0.85 and the teacher network is updated via

exponential moving average (EMA).

Noise Generation Module

Given a sample z, from the input Ty, ,.,» We first apply
Discrete Fourier Transform (DFT) to obtain its frequency
information

B (u,0,¢) = &[], 2
where u, v and ( represent the spatial frequencies of the

Fourier transform, and £ denotes the Discrete Fourier trans-
form. In the frequency domain, low-frequency information



corresponds to the textural details of the target object, while
large amounts of noise with little edge information about
the object are usually encompassed in the high-frequency
information. To obtain the noise encompassed in the high-
frequency information, x,(u, v, {) is then passed to a high-
pass filter to eliminate the textural details contained in low-
frequency information

‘%;L(u7v7<) = Hhigh(uavac)in(uvvvg)a (3)

where Hpign(u, v, () denotes the high-pass filter. The filter
rate is set to 24.4%, which means only 24.4% remains while
the rest of them are filtered. Inverse Discrete Fourier trans-
form (iDFT) is further applied to recover voxel-level infor-
mation from the filtered frequency domain 2, (u, v, ¢):

ot = 7@, )

where £71[] denotes the Inverse Discrete Fourier Trans-
form. As discussed in the first section, the noise level of
each input from the target domain is unpredictable, hence
instead of using the noise from single zf,, we calculate the

average noise level fz from the whole subset. Since deep
learning models are more sensitive to noise that conforms to
a probability distribution (Lehtinen et al. 2018), we set the
Gaussian noise as the input noise for noise generation (See
detailed discussions in Appendix B.4). Therefore, instead of
directly introducing EZ to the source input x7, we only take
its variance o and generate a Gaussian noise based on

e =N(0,071), 3)

where N(0,071) denotes a random generated Gaussian
noise with expectation equals to 0, and variance equals to
o?. And the updated source input is obtained through

(6)

x$ and xf/ are both sent to the student network to obtain
the consistency loss L.,,. Following VoxResNet, we also
take the output feature embeddings from the same layers as
the input of the loss function

Econ — )\IEBN(fC7 fé) + >\2£BN(f'u2; f1/12)
+A3LBN (foa, foa) + MLan (fos, frs);

where Lpn denotes the cosine similarity loss and A,, de-
notes the weights to control the relative importance among
different consistency losses. Although NGM is introduced to
simulate target-like noises, it is impossible to create a noise
environment in the source domain that is entirely the same
as the target domain. On the other hand, while the shallower
layers of the decoder contain more textural information, the
deeper layers contain more edge information (Chen et al.
2017). To overcome these constraints, our solution is, in-
stead of an equal superposition, we assign different weights
to the different layers to control the weighting of texture and
edge consistency losses.

’
s __ .8
Tr; =x; te

@)

Denoised Pseudo-Labeling

Although the NGM can narrow noise level gaps between
two domains, as aforementioned, the segmentation network
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Figure 3: Proposed improved Bilateral Filter. (a) Both do-
main filtering and range filtering are applied to a sub-figure
extracted from the input target subtomogram with size 3 X
3 x 3. (b) Deploying Laplace transform to obtain the gradi-
ent changes used in range filtering.

is still biased toward the source data due to the domain shift
problem. Therefore, we provide an extra supervision signal
for optimization through pseudo-labeling. However, due to
the noise level being unknown in the target domain and also
that such noise may lead to distorted pseudo-labels further
harming the performance of the model, we propose a de-
noised pseudo-labeling strategy instead. Unlike the existing
pseudo-labeling method whereby adding an extra training
step, we use the student-teacher structure (Sohn et al. 2020).
Before x§ is sent to the teacher network to obtain the pseudo-

label, we first perform denoising on x§ We designed three

different denoising methods: 1) directly using NGM for de-
noising, 2) using Bilateral Filter for denoising, and 3) using
our designed improved Bilateral Filter (IBF) for noise re-
duction.

NGM Denoising. The 9:5 is directly sent to the NGM to ob-

. . . ’ . .
tain its noise :c§ . Hence, the denoised image can be repre-

sented as 7t = (zt — 2t ).
J j j

Bilateral Filter Denoising. Although noise can be partially
removed through frequency domain analysis, some edge in-
formation will also be eliminated, leading to distortion of
the pseudo-labels. Therefore, we further deploy a non-linear
approach, Bilateral Filter (Elad 2002), as the denoiser in-
stead of the NGM. Bilateral filter (BF) consists of a domain
Gaussian kernel and a range Gaussian kernel, the former is
used to eliminate the noises, and the latter is to retain edge
information as much as possible during filtering. BF uses a
sliding window, extracting a 3 x 3 x 3 sub-figure for filtering
operations each time. Given the central voxel v, and the rest
of voxels vg, g € V of the sub-figure, the updated voxel can



Source macromoleculars: 1bxn, 1f1b, and 1yg6
Method mloU | mloU,;;, | mloUsgg | mloUrg;c | Dice | Dice,ipo | Dicesgs | Dicerric
w/o adaptation 9.7 11.1 2.6 2.6 17.4 19.9 5.1 5.0
Fully Supervised 55.8 57.9 36.7 48.8 71.0 73.1 53.0 63.1
DANN (Ganin et al. 2016) 38.4 43.0 6.5 11.7 53.0 59.1 11.2 16.8
PDAM (Liu et al. 2020) 39.8 433 13.8 22.6 55.1 59.6 21.5 31.9
ASC (Xu et al. 2023) 40.4 43.4 19.2 233 55.8 59.7 28.7 32.7
LE-UDA (Zhao et al. 2022) | 41.5 44.7 18.4 23.9 56.8 61.0 28.4 32.6
MAPSeg (Zhao et al. 2024) | 44.6 46.4 19.7 25.1 60.0 64.1 30.1 33.9
Vox-UDA(w NGM) 48.5 50.6 32.2 38.6 64.4 66.8 47.1 51.5
Vox-UDA(w BF) 49.1 50.4 30.5 39.2 64.5 67.1 46.9 50.7
Vox-UDA(w IBF) 50.3 53.8 28.8 41.3 65.9 68.5 44.0 52.8

Table 1: Comparison of experimental results on UDA cryo-ET subtomogram segmentation between Vox-UDA and baselines
using Poly-GA as target dataset. Best results are in bold font.
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Figure 4: Visualization of subtomogram segmentation results using 1bxn, 1f1b, and 1yg6 as the source datasets. We use UCSF
Chimera (Pettersen et al. 2004) for 3D cryo-ET visualization.

be represented as depth) directions in three-dimensional space. Since voxel
space is discrete, the gradient of v, in each direction can
’ quv Gou(llp = all)Go, (vg — vp) X v blz, represented as s !
Uq = BF('Uq ) = ’
ZqEV GO’d(Hp_Q|DG01v(UG _UP) OA
_ _ ® Er A(?JZ+1,1);U, vff) — A(vf}_l, vy vg), (10)
where || - || denotes the Euclidean distance (Wang, Zhang, Yq
and Feng 2005), o4 and o,. denote the domain hyperparame- OA A d A ow d
ter and range hyperparameter, and GG, denotes the Gaussian 817“’ - A(”q Vg1 q) A(”q »Vg—1> Uq)v (11)
kernel , DA
Go(w) = 27 ©) g = A0 ) — Al ), (1)
2no
Hence, the denoised image can be represented as Eﬁ = where :L‘Z, x;” and xg denote the values of v, in the h, w, and
BF(zt). d directions, and A denotes the Laplace operator. Moreover,
! . . . . . compared to the gradient of the central voxel v, if a voxel
IBF Denoising. The key point of the Bilateral Filter is the is belonging to the object (inside), their gradient should be
design of using two separate Gaussian kernels for different similar. Otherwise, the difference between the two gradient
tasks. However, the range kernel introduced for retaining should be large. Therefore, we can replace the second filter
edge information mainly focuses on the voxel-level color in Eq 8 and obtain the improved Bilateral Filter (IBF):
difference, which indeed can achieve satisfactory results in on o
the RGB space, but in the grayscale space, there might be ' _IBF _ > gev Goylllp — all)Go, (55 — qu) X Vq
more differences in brightness, which could affect the effec- vq = IBF(vg) = S ey Goa(llp — ql))Go, (22 — 22y 7
tiveness of this kernel. Therefore, we further propose an im- ! vq (13)
proved Bilateral Filter (IBF), which uses the gradient of each where

voxel instead of its value for the range kernel for edge retain-

0A  0A 0A O0A OA 0A O0A O0A

ing. In detail, we reflect Laplace operator (Van Vliet, Young, === o) = (o it
and Beckers 1989) into 3-dimension and calculate the gra- ov,  0v, OUh’ OUY’ Ol o’ ovw” Ovd
dient of each voxel v, in the h, w, and d (height, width, and (14)
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Source macromoleculars: 2byu, 2h12, and 21db
Method mloU | mloU,;;, | mloUsgg | mloUrg;c | Dice | Dice,ipo | Dicesgs | Dicerric
w/o adaptation 12.7 14.2 3.7 3.0 22.2 24.7 7.2 5.8
Fully Supervised 55.8 57.9 36.7 48.8 71.0 73.1 53.0 63.1
DANN (Ganin et al. 2016) 31.9 36.1 3.8 6.2 459 51.9 6.4 8.7
PDAM (Liu et al. 2020) 39.1 43.1 10.9 15.7 54.1 594 17.7 24.0
ASC (Xu et al. 2023) 41.7 45.2 24.7 13.3 56.9 61.2 38.1 19.8
LE-UDA (Zhao et al. 2022) | 43.1 46.4 21.9 22.3 58.6 62.6 33.8 324
MAPSeg (Zhao et al. 2024) | 44.2 47.7 22.6 23.2 59.9 63.9 34.5 334
Vox-UDA(w NGM) 47.5 50.1 27.5 34.7 63.2 66.3 41.0 46.8
Vox-UDA(w BF) 48.0 50.3 27.8 344 63.8 66.7 39.9 47.0
Vox-UDA(w IBF) 49.5 524 28.3 35.1 65.2 68.9 41.3 47.7

Table 2: Experimental results on UDA cryo-ET subtomogram segmentation under different dataset settings. Different from the
results reported in Table 1, we set 2byu, 2h12, and 21db as the source datasets and using Poly-GA as target dataset.

Setting I Setting II
Method mloU | Dice || mloU | Dice
w/o adaptation 37.8 | 54.8 38.1 | 55.2
Fully Supervised 99.1 | 99.5 99.1 | 99.5
DANN (Ganin et al. 2016) 454 | 625 | 623 | 76.8
PDAM (Liu et al. 2020) 82.0 | 90.1 782 | 87.8
ASC (Xu et al. 2023) 879 | 935 || 91.3 | 954
LE-UDA (Zhao et al. 2022) | 929 | 96.3 || 93.0 | 96.4
MAPSeg (Zhao et al. 2024) | 949 | 974 || 94.0 | 96.9
Vox-UDA(w NGM) 944 | 97.1 94.1 | 97.0
Vox-UDA(w BF) 95.0 | 975 || 95.1 | 975
Vox-UDA(w IBF) 989 | 994 || 974 | 98.7

Table 3: Experimental results on UDA cryo-ET subtomo-
gram segmentation using Mycoplasma pneumoniae as tar-
get dataset.

Consequently, the denoised image is denoted as %3 =

IBF(z%). o is further sent to the teacher network and ob-
tain the pseudo-label with the threshold 7). The pseudo-label
is further sent back to the student network as a supervision

signal for the target flow.

Experiments
Experimental Settings

Implementation Details and Hyperparameters We uti-
lize the VoxResNet as our base architecture. The whole
model is trained on a single NVIDIA A100 Tensor Core
GPU with 80GB memory. For training, we choose the Adam
optimizer with an initial learning rate set to le-3 for opti-
mization. The model is trained for 300 epochs with batch
size of 16. The learning rate is decayed by 90% every 100
epochs. The hyperparameters sampled number N picd
and filter rate p are empirically set to 10 and 24.4%, sep-
arately. For the improved Bilateral Filter, the domain hyper-
parameter o4 and range hyperparameter o, are set to 120
and 1.2, respectively. We use Sobel operator as the Lapla-
cian operator.

Datasets and Evaluation Metrics We conduct experi-
ments on two types of datasets: simulated dataset (source
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dataset) and experimental dataset (target dataset).

Simulated Dataset The simulated dataset used as the
source dataset is generated following the same generation
process as (Zeng et al. 2023). We choose six representative
macromolecule complexes in our simulated datasets and di-
vide them into two groups as two separate source datasets
(1bxn, 1f1b, and lyg6; 2byu, 2h12, and 21db). For each
macromolecule complex, we simulate it with two different
noise levels, with SNR of 0.03 and 0.05, and each of them
contains 500 samples. Following existing work (Zeng and
Xu 2020; Liao et al. 2020), all the input subtomogram are
resized to 323. The simulated dataset contains 6,000 sam-
ples in total (3,000 samples for each source dataset).

Experimental Dataset We use three experimental
datasets as the target datasets: Poly-GA (Guo et al. 2018),
Mycoplasma pneumoniae (O’Reilly et al. 2020) and Er-
winia (Prichard et al. 2023). Poly-GA is a public dataset,
which contains 1,033 samples in total. Each subtomogram is
also re-scaled to size 323. Mycoplasma pneumoniae and Er-
winia are collected from the public repository EMDB (ww-
PDB Consortium 2024). Mycoplasma pneumoniae contains
10 samples in total. Each subtomogram is resized to 1923
and cut into multiple non-overlapping patches with size 323
as the inputs for the model. Erwinia also contains 10 subto-
mogram samples, and each of them is resized to 64% and
also cut into multiple non-overlapping patches with size 323.
Hence, there are 2160 samples in Mycoplasma pneumoniae
dataset and 80 samples in the Erwinia dataset (See detailed
descriptions in Appendix A).

For evaluation, the mean intersection of union (mloU)
and dice similarity coefficient (Dice) are employed to evalu-
ate the segmentation performance.

Baselines We implement the most relevant traditional and
state-of-the-art UDA approaches for 2D image segmen-
tation on our task, including single discriminator-based
(DANN (Ganin et al. 2016)) and image synthesizing based
(PDAM (Liu et al. 2020)). And we also include the three
most recent approaches designed for volumetric images, in-
cluding ASC (Xu et al. 2023), LE-UDA (Zhao et al. 2022)
and MAPSeg (Zhang et al. 2024). ASC and LE-UDA cut
3D images into 2D slices and apply UDA on 2D scenario,
while MAPSeg directly performs UDA in 3D voxel space.



Source macromoleculars: 1bxn, 1f1b and 1yg6

Nsampte | mloU | Dice P mloU | Dice A — N\ mloU | Dice || o4 | mloU | Dice || o, | mloU | Dice
5 412 | 57.1 8.4% 417 | 57.3 || [0.1,0.1,0.4,04] | 444 | 60.2 || 100 | 493 | 649 || 0.8 | 475 | 63.2
10 50.3 | 659 || 17.8% | 435 | 59.6 || [0.2,0.2,0.3,0.3] | 50.3 | 659 | 120 | 503 | 659 || 1.0 | 48.0 | 63.8
15 436 | 594 || 24.4% | 50.3 | 659 || [0.3,0.3,0.2,0.2] | 453 | 61.0 || 140 | 49.1 | 645 || 1.2 | 50.3 | 65.9
20 426 | 583 || 42.2% | 41.0 | 56.8 || [0.4,0.4,0.1,0.1]1 | 422 | 57.8 || 160 | 47.0 | 625 || 1.4 | 495 | 65.2

Table 4: Ablation study on the hyperparameters of our proposed model on Poly-GA dataset. Nggmpie, p and A, denote the sam-
pled number of target data used for noise generation, the high-pass filter rate and the weights for different losses, respectively.

We also set a “w/o adaptation” setting and a “Fully Super-
vised” setting for comparison. The “w/o adaptation” setting
is an original VoxResNet trained on the source dataset with-
out adaptation. The “Fully Supervised” setting is a VoXRes-
Net trained on the target datasets with all labels provided, as
the upper bound.

Comparisons with State-of-the-Arts

We report the segmentation results on the Poly-GA dataset
in Table 1 using the [1bxn, 1flb, and 1yg6] as the source
dataset. As can be observed in the table, our approach out-
performs all the state-of-the-art methods. Compared with
“w/o adaptation”, DANN and PDAM indeed boost the
model’s performance, however, the effect is not obvious
compared with our Vox-UDA (w IBF) (i.e., PDAM achieves
55.1 in Dice while Vox-UDA (w IBF) achieves 65.9). And
compared with three recent UDA methods, our proposed
Vox-UDA (w IBF) still excels on target subtomogram seg-
mentation, which leads to significant improvements in both
mloU (i.e., 41.5 — 50.3) and Dice (i.e., 60.0 — 65.9).
We also report extra UDA setting results in Table 2 by using
the other three macromoleculars [2byu, 2h12, and 21db] as
source datasets, by which our proposed method still achieves
state-of-the-art performance over all the comparison ap-
proaches. Figure 4 shows the visualization of the segmen-
tation results on the Poly-GA dataset using 1bxn, 1f1b, and
1yg6 as source dataset.

We also report the segmentation results on the My-
coplasma pneumoniae dataset in Table 3 following the same
experimental settings as Table 1 and Table 2. As can be seen,
our Vox-UDA performs better over all SOTAs, e.g., mIoU
increased by 4.2% and Dice increased by 1.9%. For visual-
ization results on Mycoplasma pneumoniae dataset and re-
sults on the Erwinia dataset, please refer to Appendix B.1.

Ablation Study

Effectiveness of the Improved Bilateral Filter To val-
idate the effectiveness of the proposed improved Bilateral
Filter (IBF) for denoised pseudo-labeling, we conduct ex-
periments using the three different denoisers respectively,
and report the segmentation results in both Table 1 and Ta-
ble 2. As can be seen from the tables, comparing the method
of using NGM as a denoiser, employing Bilateral Filtering
(BF) indeed brings a performance improvement (i.e., mIoU
increased 1.2% in Table 1 and Dice increased 1.0% in Ta-
ble 2). This is because BF can preserve some edge informa-
tion while denoising, thereby avoiding pseudo-label distor-
tion. However, as discussed in the third section, the range
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kernel of BF is not suitable for grayscale inputs. Our pro-
posed IBF addresses this drawback by using a Laplacian
transform, which allows the range kernel to focus more
on gradient changes in the voxel space rather than value
changes. Therefore, our new model achieves the best per-
formance via the proposed IBF (i.e., mIoU increased 2.4%
in Table 1 and Dice increased 3.3% in Table 2).

Effectiveness of Different Proposed Modules We evalu-
ate our Vox-UDA following the same experimental setting in
Table 1 for the ablation study and use Vox-UDA (w IBF) as
the final result of our proposed method. Experimental results
demonstrates the effectiveness of our proposed two modules
in dealing with the challenges for UDA in subtomogram seg-
mentation. In the meantime, compared with using these two
modules only, Vox-UDA achieves a significant performance
improvement (See detailed discussions in Appendix B.5).

Hyperparameter Analysis We herein further evaluate the
hyperparameters in our approach. As shown in Table 4, we
evaluate the sampled number N q,p1c, the high-pass filter
rate p, the weight \,, for consistency losses, the domain hy-
perparameter o4 and range hyperparameter o,.. Experimen-
tal results demonstrate that our settings are the most reason-
able. Whether increasing (decreasing) the number of sam-
pled targets, expanding (reducing) the filter range, placing
more emphasis on the convergence of consistency loss to-
wards textural information, or increasing or altering o4 and
o, would not lead to an improvement in the model’s perfor-
mance (See detailed discussions in Appendix B.6).

Conclusion

In this paper, we propose a voxel-level unsupervised do-
main adaptation approach, termed Vox-UDA, for the subto-
mogram segmentation task. In detail, our Vox-UDA con-
sists of a Noise Generation Module (NGM) and a denoised
pseudo-labeling (DPL) strategy. NGM generates target-like
Gaussian noise for the source domain data, while DPL uses
an improved bilateral filter (IBF) to provide denoised target
domain data for pseudo-labeling to boost the segmentation
performance. We have conducted large-scale experiments to
demonstrate the prominent performance of our method and
provide the first benchmark for UDA of cryo-ET subtomo-
gram segmentation task. We anticipate our novel method
can contribute more to the research in cryo-ET in terms
of methodology and possibly enhanced interpretability. Fur-
thermore, we would propose that future research endeav-
ors focus on enhancing the scalability of our method for a
broader range of biomedical 3D image segmentation tasks.
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