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A B S T R A C T

The precise control of complex quantum mechanical systems can unlock applications ranging from quantum
simulation to quantum computation. Controlling strongly interacting many-body systems often relies on Floquet
Hamiltonian engineering that is achieved by fast switching between Hamiltonian primitives via external
control. For example, in our solid-state NMR system, we perform quantum simulation by modulating the
natural Hamiltonian with control pulses. As the Floquet heating errors scale with the interpulse delay, 𝛿𝑡, it
is favorable to keep 𝛿𝑡 as short as possible, forcing our control pulses to be short duration and high power.
Additionally, high-power pulses help to minimize undesirable evolution from occurring during the duration of
the pulse. However, such pulses introduce an appreciable phase-transient control error, a form of unitary error.
In this work, we detail our ability to diagnose the error, calibrate its magnitude, and correct it for 𝜋∕2-pulses
of arbitrary phase. We demonstrate the improvements gained by correcting for the phase transient error, using
a method which we call the ‘‘frame-change technique’’, in a variety of experimental settings of interest. Given
that the correction mechanism adds no real control overhead, we recommend that any resonance probe be
checked for these phase transient control errors, and correct them using the frame-change technique.
1. Introduction

As a fairly mature technology, nuclear magnetic resonance (NMR)
provides easy access to systems which evolve under quantum me-
chanical equations of motion. In particular for solid-state systems,
multiple-pulse experiments were introduced to increase the spectral
resolution, thereby extracting more information about a sample [1,2].
Additionally, solid-state NMR provides access to strongly interacting
quantum systems with 𝑇1 times on the order of seconds, which is
f interest for condensed matter theory. The accessible dynamics of
hese systems are greatly expanded via the Hamiltonian engineering
oolbox, wherein periodic application of pulse sequence gives rise to
verage evolution under a desirable target Hamiltonian [3–6]. Proper
tilization of these techniques situates solid-state NMR as a leading
ethod for analog quantum simulation. Of vital importance is ensuring
hat the simulated dynamics does not differ too much from the target
ynamics. Achieving high-fidelity simulations and measuring high-
esolution spectra requires good hardware, a well calibrated device,
nd well designed pulse sequences [7,8].
As early as the 1970s, it was realized that attempts to produce

quare pulses for the purpose of radio-frequency quantum control led to
lectronic ‘‘phase glitches’’, more commonly known as phase transients,
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as a result of non-linear circuit elements [9]. Namely during the rise
and fall time of an RLC circuit under a non-ideal square pulse voltage
driving, there is a naturally occurring out-of-phase contribution to the
magnetic field experienced by the spins in the rotating frame [2,10]. In-
vestigations of this effect were later extended from simple RLC circuits
to parallel-tuned, series-matched probe circuits to better model NMR
systems [11]. It has been repeatedly found, and indeed it is expected,
that the actual phase transient is larger in magnitude than the electronic
analysis would otherwise predict [10,11].

Early solutions to correcting for the effects of phase transients
were predicated on the symmetry of the magnitude of the leading and
trailing edge errors [2]. In these older systems, the relative magnitude
of these leading and trailing terms could be more readily controlled
via modification of the quiescent base currents of transistors within the
probe electronics [2]. Other factors affecting the fine details of phase
transient include the 𝑄 factor of the probe, relative detunings, and
impedance mismatches [9–11]. To improve the performance of NMR
spectrometers in light of these errors, multi-pulse sequences with partic-
ular symmetries were shown to be partially robust to phase-transients
of a particular sign symmetry [2]. Other pulse sequences were modified
to better correct for phase transient errors, often extending the Floquet
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period of a given cycle. The XY-4,8,16 pulse sequence family are an
illustrative example of this methodology applied to CPMG [12–14].

Modern spectrometers have less control over the relative magnitude
of the leading and trailing phase transients, with the general assump-
tion being that they are equal in magnitude, but may possibly differ
in sign [15–18]. Vega demonstrated that with careful tuning of the
resonance probe, one can significantly mitigate the effect of phase
transients while allowing for a very general error model [16]. This tech-
nique appears to work very well if one is able to measure a sufficiently
narrow spectrum which is sensitive to the detuning, and has the ability
to freely change the detuning without loss of performance. Weber et al.
demonstrated that, under an abstract pulse error model reminiscent of
Mehring and Waugh’s pioneering analysis, one can attempt to optimize
the phase of a single pulse in a sequence to reduce the effect of phase
transients [18]. These phase transient-adapted pulse sequences also
appear to work quite well, but the calibration step requires optimizing
the performance of a particular sub-cycle as function of a phase offset.

Via pulse shaping, the phase transient can be nearly entirely limited.
The core notion underpinning this technique is an idea known as
‘‘active compensation’’ [19]. Here, the goal is to calibrate the response
function of the resonance probe in order to then design a pulse shape
which leads to the desired response, e.g. a square wave [17]. In order
to calibrate the probe’s response function, however, one must directly
measure its transient response to driving via a nearby pick-up coil.
These optimal control theory techniques have been very successful,
especially in high-Q resonators [15,20,21]. All else being equal, a pulse-
shaped solution will have a longer duration than an unmodified square
pulse. When the goal is to shape the system dynamics via Hamiltonian
engineering, such longer pulse lengths are usually detrimental and
increase the error in generating a desired time-average target Hamil-
tonian. To minimize the Trotter error during an evolution of length
𝑇 = 𝑛𝛿𝑡, one takes each Trotter step 𝛿𝑡 to be as short as possible.
This in turn implies that the delays within a Floquet cycle designed to
produce a target Hamiltonian should also be as short as possible. The
physical limitations that prevent 𝛿𝑡 ⟶ 0 are finite pulse lengths and
electronic switching times. By taking 𝛿𝑡 to be as short as our control
llows, we introduce significant phase transient errors into individual
ulses. We still find that longer, albeit higher fidelity, square pulses
erform worse than short, high-power pulses for complex Hamiltonian
ngineering tasks.
Here we show how to overcome this challenge by canceling the

hase transient error for 𝜋∕2-pulses. Importantly, we take a ‘‘black-box’’
pproach to the fine details of the magnetic fields applied to the nuclear
pins. That is, we motivate an effective unitary error model based on
hat is expected from existing literature, and simplify it for the case of
ur specific setup. This allows us to tune up our error model parameter
o high precision and ensure a our calibration procedure is fast and
fficient.
Our correction protocol utilizes virtual-z gates, which allow for high

idelity rotations with 0 pulse length [22,23]. These virtual-z gates have
een utilized in NMR to introduce static fields [24] and in supercon-
ucting quantum platforms to cancel off-resonant control errors [22].
nspired by their usage in superconducting devices, we calibrate our
nitary pulse error stemming from the phase transient with a simple
xperiment, and correct it using only virtual-z rotations. This method
s exact under the assumption that the phase transient is dominated by
single edge contribution (either leading or trailing), which we believe
s the case in our system. For balanced phase transient errors, our
roposed solution corrects the phase transient error to second order.
e detail this extension of our technique to the more general case at
he end of the next section. In this work we detail how to calibrate
nd correct the phase transient error in-situ, and demonstrate its utility
n an array of Hamiltonian engineering experiments via fidelity-like
easurements.
2

a

. Methods

We focus on controlling an ensemble of solid-state fluorine-19 nu-
lear spins with resonant radio-frequency (rf) driving. Our sample is
ingle crystal of fluorapatite, Ca5(PO4)3F, placed in a single resonance
robe which is tuned to the fluorine Zeeman frequency of ∼ 282 MHz.
he probe is controlled by an aging, piecemeal, 300 MHz (∼ 7T) Bruker
vance spectrometer using a BLAX300RS amplifier and an HPPR pre-
mplifier. The fluorapatite sample is oriented so that the magnetic field
s aligned along the crystal 𝑐-axis in order to maximize nearest-neighbor
luorine-fluorine coupling strength. As usual, our control induces the
ollowing Hamiltonian in the rotating frame,

𝑐 (𝑡) = 𝑓 (𝑡)
(

cos(𝜙)𝑆̂𝑥 + sin(𝜙)𝑆̂𝑦
)

, (1)

or collective spin operators 𝑆̂𝜇 , 𝜇 ∈ {𝑥, 𝑦, 𝑧}. The function 𝑓 (𝑡) is ideally
train of square pulses of fixed length and power, each resulting in a
et 𝜋∕2 rotation about the transverse axis determined by 𝜙, which has
resolution of one degree.
In reality, true square pulses are impossible to generate, as there

s a finite rise and fall time when turning on and off a voltage source.
he already imperfect shape will enter into the resonance probe, which
as a finite 𝑄, adding an additional rise and fall time structure to the
ulse shape. It was found that during the leading and trailing edges,
n out-of-phase current component is induced in the resonance probe
ircuit [9,11]. The magnitude and relative ratio of these leading and
railing phase transients is balanced if the pulse shape entering the
robe circuit has a rise and fall times which are much smaller than
he natural rise and fall times of the RLC system. We assume that this
s the case in our system based on experimental evidence shown later
n this paper. In general, we adopt the following broad error model for
non-ideal 𝜋∕2 𝑥-pulse:

̂ 𝑒𝑟𝑟 = 𝑒i𝜙𝑒𝑆̂𝑧𝑒−i𝜃𝑡𝑟𝑆̂𝑦𝑒−i(𝜋∕2+𝜖)𝑆̂𝑥𝑒−i𝜃𝑙 𝑆̂𝑦𝑒−i𝜙𝑒𝑆̂𝑧 . (2)

or a spin with gyromagnetic ratio 𝛾, these constants error constants
an be computed assuming perfect knowledge of the control fields 𝐵𝑥(𝑡)
nd 𝐵𝑦(𝑡) = 𝐵𝑙

𝑦(𝑡) +𝐵𝑡𝑟
𝑦 (𝑡). For the out of phase 𝑦-field, we split the time

dependence into a leading (𝑙) and trailing (𝑡𝑟) component. Concretely,

𝜖 = 𝜋
2
− ∫

𝑡𝑝

0
𝑑𝑡𝐵𝑥(𝑡) (3)

𝜃𝑙∕𝑡𝑟 = ∫

𝑡𝑝

0
𝑑𝑡𝐵𝑙∕𝑡𝑟

𝑦 (𝑡). (4)

Thus, 𝜖 is the over-rotation angle, 𝜃𝑙∕𝑡𝑟 are the leading/trailing phase
transient rotations, and 𝜙𝑒 is a phase error that corresponds to an in-
plane twisting of the rotation axis from 𝑥 by an angle 𝜙𝑒. This complete
error model is similar to the 4-pulse error model taken by Vega [16].
For this work, we will assume 𝜖 and 𝜙𝑒 are zero. Indeed, we can
onsider such errors to be due to an imperfect tune-up procedure, rather
han an intrinsic physical limitation of our control capabilities. What
emains are the leading and trailing phase transients, a 2-pulse error
odel.
We find that for short 𝜋∕2 pulses, 𝑡𝑝 < 2.5 μs, there is a noticeable

hase transient contribution. Somewhat surprisingly, we find that the
hase transient contribution is dominantly seen in the leading edge (see
ig. 1 and Appendix A). That is, we believe we have a single-pulse error
odel in our system. For an arbitrary rotation axis denoted by 𝜙, our
xperimental unitary is as follows:

𝜙 = 𝑅𝜙(𝜋∕2) ⟶ 𝑈𝑒𝑥𝑝 = 𝑅𝜙(𝜋∕2)𝑅𝜙+𝜋∕2(𝜃𝑓𝑐), (5)

here

𝜙(𝜃) = exp
(

−i𝜃
(

cos𝜙𝑆̂𝑥 + sin𝜙𝑆̂𝑦
)

)

. (6)

solely leading edge phase transient has been observed before [9] or
chieved by tuning [11].
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Fig. 1. Schematic of the phase transient introduced by short square pulses (top-left), and the experimental sequence to determine 𝜃𝑓𝑐 (top-right). If there were no phase transient
error, then we would expect to measure

⟨

𝑆̂𝑧
⟩

= 0. By varying the deflection angle from the 𝑦-axis of the first pulse, we can experimentally determine 𝜃𝑓𝑐 by finding the angle
which minimizes

⟨

𝑆̂𝑧
⟩

. In the bottom-left, we show the theoretical prediction for this error model when 𝜃𝑓𝑐 = 10◦, along with experimental data (bottom-right) which demonstrates
a measured 𝜃𝑓𝑐 ≈ 11◦.
u

𝑅

To experimentally determine 𝜃𝑓𝑐 , we perform a simple experiment
in which we apply a 𝜋∕2 pulse about an axis which is rotated 𝜃 from
, then rotate by 𝜋∕2 about 𝒙̄ to transfer the error into 𝒛, and finally
easure the 𝒛 magnetization. We repeat this process, iterating 𝜃, and
ind the point of no error by transforming the root finding problem to
minimization problem. The procedure is further detailed in Fig. 1,
here we also demonstrate that our observed data closely matches
he simulated model. We have found that the calibrated 𝜃𝑓𝑐 changes
lightly after re-tuning the probe and spectrometer. Namely, for a given
uning and matching of the resonance probe and frequency offset, we
alibrate the 𝜋∕2 power for a given pulse length, which then fixes the
rame-change angle. This angle is stable until we re-tune, usually in
ccordance with large external temperature and humidity fluctuations,
r drifts of the static field.
Once 𝜃𝑓𝑐 is calibrated, the error can be corrected by noting the

ollowing identity:

𝑧(∓𝜃𝑓𝑐 )𝑅𝜙(𝜋∕2)𝑅𝜙±𝜋∕2(𝜃𝑓𝑐) = 𝑅𝜙(𝜋∕2). (7)

hus, the out-of-phase over-rotation error can be completely canceled
ia a repeated 𝑧 rotation after each electronically generated pulse.
Since a 𝑧-rotation of angle 𝜃 is performed by phase shifting all

ubsequent pulses by 𝜃, our method for error correction is achieved by
n increasing phase shift, whereby the 𝑛th pulse is shifted by an angle
𝑛 − 1)𝜃𝑓𝑐 from its original value. This is pictorially shown in Fig. 2.
ur method can be thought of as a discrete version of a rotating frame
ransformation, and we call 𝜃𝑓𝑐 the ‘‘frame-change’’ angle. In the next
ection, we will demonstrate the improvements gained from correcting
or this error.
Finally, we note that this technique still works, albeit approx-

mately, if the phase transient error is balanced over the leading
nd trailing edge. It has previously been shown that arbitrary phase
ransient error results in a slight deviation of the rotation axis into the 𝑧-
3

irection [9]. Concretely, for a desired 𝜋∕2 𝑥-rotation, the experimental
nitary is modified as

𝑥(𝜋∕2) ⟶ 𝑈𝑎𝑙𝑡 = exp
(

−i𝜋
2
(

𝑆̂𝑥 + 𝜖𝑓𝑐 𝑆̂𝑧
)

)

. (8)

Using the second-order Suzuki-Trotter decomposition [25], we can
show that adding a leading and trailing virtual-z rotation corrects for
𝜖𝑓𝑐 ,

log
(

𝑅𝑧(𝜃𝑓𝑐∕2) exp
(

−i𝜋
2
(

𝑆̂𝑥 + 𝜖𝑆̂𝑧
)

)

𝑅𝑧(𝜃𝑓𝑐∕2)
)

= −i𝜋
2
𝑆̂𝑥 + 𝑂(𝜖2), (9)

with 𝜃𝑓𝑐 = − 𝜋
2 𝜖. Hence, even in the worst case where the leading

and trailing phase transients are equal in magnitude, our correction
technique still works, with the caveat that the correction quality scales
with the square of the relative phase transient error.

3. Results and discussion

We evaluate the performance of the frame-change technique by
measuring improved fidelity in Hamiltonian engineering and longer-
lived signals in dynamical decoupling experiments. Indeed, across a
wide range of experimental settings, by correcting the out-of-phase
over-rotation error the frame-change technique leads to improved sig-
nal lifetimes. We demonstrate this effect in time-suspension experi-
ments, Loschmidt echo (time reversal) experiments, and spectral se-
quence experiments.

In addition, we perform these experiments for multiple pulse
lengths. Generally, the shorter the pulse length, the higher the required
power, which in turn results in a larger 𝜃𝑓𝑐 . This trend is consistent
with the existing literature’s conclusions on the electronic origins
of the phase transient [2]. However, shorter pulses also allow for
shorter delays during Floquet engineering, leading to smaller errors in
simulating a target Hamiltonian [7,8]. We will clearly demonstrate that
cancellation of the phase transient error via the frame-change technique
allows for higher resolution experiments at equivalent pulse lengths.
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Fig. 2. Schematic representation of the frame-change technique, applied to a WAHUHA-like pulse sequence. On the top, we show the logical pulse sequence, a series of 𝜋∕2 pulses
f arbitrary phases. We then include the phase transient error (red), and the necessary frame-change correction 𝑧-rotations (green), to form the detailed pulse sequence (middle).
inally, we compile the 𝑧-rotations, which implicitly cancel the errors, resulting in the experimental pulse sequence (bottom), which implements the logical pulse sequence and
ancels the phase transient errors.
Fig. 3. Comparison of the fidelity of Peng24 time suspension sequences with (red) and without (blue) frame-change correction in both the longitudinal (left) and transverse (right)
directions. For pulse lengths of 1.02 μs and 1.52 μs, we use the delay primitive 𝜏 = 5 μs, leading to a Floquet period of 120 μs. For 𝑡𝑝 = 2.02 μs, the delay primitive must be
increased to 𝜏 = 6 μs, leading to a larger error term manifesting in a signal of significantly reduced magnitude.
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However, it will also be clear that minimizing the Trotter error has
a greater impact on achieving high-fidelity evolution under a target
time-averaged Hamiltonian. Hence, short, high-power pulses using the
frame-change technique offer the highest performance possible on our
hardware.

In Fig. 3, we demonstrate that under the Peng24 time suspension
sequence [5], the frame-change correction leads to a slower decay, for
various pulse lengths 𝑡𝑝 = 1.02, 1.52, 2.02 μs. Peng24 was specifically
designed to be robust to unitary errors, so one might think that the
frame-change technique would not show a significant improvement [5].
However, the phase transient-induced error is markedly different than a
simple over-rotation error, and we find that correcting for this error can
still provide meaningful improvements in the signal lifetime. Even if a
pulse sequence was designed to cancel the phase-transient error over
its Floquet period, such cancellation would likely still be imperfect, and
thus benefit from the addition of the frame-change technique.

Generally, including the frame-change technique should not reduce
the signal fidelity. However, the magnitude of improvement can be
variable depending on the sequence and the quadrature of measure-
ment. Indeed, this effect is even more pronounced if we consider
Angle12, a time suspension sequence consisting of only the first half
of Peng24 [5]. This sequence has no reflection symmetry, and thus a
priori one would expect it to have worse error scaling than Peng24. The
results of this experiment are shown in Fig. 4.
4

Next, we analyze a case in which including frame-change correc-
tions results in a decrease in signal magnitude, but an increase in the
simulation fidelity. For this, we utilize the MREV-8 spectral sequence,
which cancels the dipolar interaction, but leaves a residual disordered
field term [4,26]. We choose MREV-8 over other spectral sequences,
such as symmetrized WAHUHA, because the resulting disordered field
points along the 1

√

2
(𝒙 + 𝒛) axis (with scaling factor

√

2∕3). Thus, we
a priori expect measurements in the 𝑥 and 𝑧 quadrature to be equal.
Indeed, under the assumption of quenched disorder, with ℎ𝑖 distributed
as a Gaussian with 0 mean and variance 𝜎2ℎ, we compute
⟨

𝑆̂𝑧(𝑡)𝑆̂𝑧
⟩

=
⟨

𝑆̂𝑥(𝑡)𝑆̂𝑥
⟩

= 1
2
+ 1

2
𝑒−

1
9 (𝜎ℎ𝑡)

2
. (10)

Details of this calculation are given in Appendix B. In Fig. 4, we show
he results of these measurements, with and without frame change
orrections, along with the analytic prediction.
To understand the over-prediction of the 𝑧-measurements, we recall

hat the net effect of a general phase transient error, integrated over the
uration of the pulse, is a deflection of the rotation axis towards the
-direction, with the sign of the deflection depending on the details of
he phase transient [10]. Hence, to leading order, this error induces a
rotterized field along 𝑧 over each Floquet period. In total, the effective
ield felt by each spin is

(𝑖) = 1ℎ 𝒙 + 1 (ℎ + 3ℎ
)

𝒛, (11)
𝜖 3 𝑖 3 𝑖 𝜖
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Fig. 4. On the left, we show a comparison of analog quantum simulation results with (red) and without (blue) the frame-change correction for pulse length 𝑡𝑝 = 1.02 μs under
MREV-8. Additionally, we include the analytic prediction (black), showing good coincidence with the frame-changed corrected experimental data. On the right, we show the
evolution under the Angle12 time suspension sequence, which has poorer Trotter error scaling than Peng24, leading to a more pronounced difference than shown in Fig. 3.
Fig. 5. Effect of the frame change technique on a Loschmidt echo experiment. On the left, we show the signal as a function of the forward evolution time for select interaction
scalings, 𝑢. Experiments (not) using the frame change technique are plotted in red (blue), along with their fits to the model 𝑆(𝑡) = 𝐴 exp(−(𝑡∕𝜏)). On the right, we plot the decay
imescale 𝜏 as a function of the interaction scaling parameter 𝑢. Notice that the inclusion of the frame change technique leads to the Loschmidt echo to decaying more slowly
han the results from evolving under the uncorrected sequence.
here ℎ𝜖 is the magnitude of the field generated by the phase transient
rror over a single Floquet period. This implies that magnetization
long 𝑧 is ‘‘more conserved’’ than it otherwise should be, thanks to an
merging symmetry. Conversely, the 𝑥 magnetization is not protected
its fast decay prevents us from observing oscillations due to ℎ𝜖). These
measurements conclusively show that the frame change technique is
capable of significantly improving the simulation fidelity, as evidenced
by the coincidence of

⟨

𝑆̂𝑧(𝑡)𝑆̂𝑧
⟩

and
⟨

𝑆̂𝑥(𝑡)𝑆̂𝑥
⟩

with frame change
corrections.

In addition to time suspension and dipolar decoupling sequences,
we analyze Hamiltonian engineering pulse sequences which result in
a non-zero target Hamiltonian. To evaluate the control performance
in this case, we measure the Loschmidt echo. The Loschmidt echo
is a fidelity-like measurement linked to irreversibility and quantum
chaos, which encodes our ability to reverse Hamiltonian evolution [27].
For this investigation, we use Wei16 to engineer the double quan-
tum Hamiltonian for a variety of interaction strengths, and measure
the Loschmidt echo under time reversal [24]. Concretely, the double
quantum Hamiltonian is given in Eq. (12) below.

𝐷𝑄 = 𝑢
2
∑

𝑖<𝑗
𝐽𝐹𝐹
𝑖𝑗

(

𝑆̂(𝑖)
𝑥 𝑆̂(𝑗)

𝑥 − 𝑆̂(𝑖)
𝑦 𝑆̂(𝑗)

𝑦
)

(12)

sing Wei16, the interacting scaling parameter 𝑢 can be varied and
ade negative. For these experiments, the sign of the interaction term
s made negative by transforming the phases of the pulses in the
amiltonian engineering sequence, namely via a reflection which maps
↔ 𝑦 and 𝑥 ↔ 𝑦. This ensures all interpulse delays are unchanged

relative to the forward and backward evolution steps, leading to a more
uniform error term across the entire experiment and a higher overall
fidelity. Additional details of the Wei16 sequence can be found in Ap-
pendix C. The experimental data is shown in Fig. 5, and demonstrates
a significant improvement in the Loschmidt echo decay timescale for
frame-change corrected sequences of all interaction magnitudes.
5

4. Conclusion

In this work, we have demonstrated our ability to diagnose and
correct for unitary error caused by short, high power, unitary control.
Given the electronic origin of the phase transient error, we expect
that this error modality extends to all resonant probe-type devices.
We argued that avoiding previously utilized solutions such as pulse-
shape engineering is advantageous for quantum simulations tasks in
order to keep control pulses as short as possible. Indeed, we found
better Hamiltonian engineering and time suspension performance at
shorter pulse lengths, as we were able to more effectively reduce Trotter
error. Since shorter pulses require higher power, this ‘‘Trotter-optimal’’
control results in larger phase transient errors, which we are then able
to correct using the frame-change technique to ensure we perform high
fidelity pulse sequences.

We applied the frame-change technique to multiple Hamiltonian
engineering experiments, including time suspension and time reversal.
We found that the error-corrected sequences never reduce the signal
fidelity, and almost always outperformed the uncorrected sequences.
Indeed, we have previously utilized the frame change technique to
enable novel quantum simulation experiments on nuclear spins, such
as the observation of a prethermal 𝑈 (1) time crystal [28].

In this work, we used a simplified error model in which the phase
transient is entirely located on the leading edge of our pulse. This
simplification is well motivated on our spectrometer. More broadly,
when the phase transients are balanced on the leading and trailing
edge, the frame-change technique still perturbatively corrects for this
error. Additionally, we note that while we focused on Hamiltonian en-
gineering sequences which only utilize 𝜋∕2-pulses, our central identity
in Eq. (7) applies to arbitrary rotation angles, not just 𝜋∕2-rotations.
An interesting direction for future research would be to understand
the phase transient magnitude as a function of rotation angle, so that
our procedure could be extended to a broader class of Hamiltonian

engineering sequences.
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ppendix A. Electronic origins of pulse error

It has been previously shown with careful circuit analysis that the
hase transient is due to finite rise and fall times of the electronic
ignal generated by the NMR spectrometer [10,11] and their interplay
ith the resonant probe circuit. For a simple circuit model, Ellet
t al. showed that given an incident electronic signal 𝑒(𝑡) and circuit
impedance 𝑍(𝑠), the current in the inductor producing the rf control
pulses is given by an inverse Laplace transform of the ratio of these
quantities [10]. Namely,

𝑖(𝑡) = −1[[𝑒(𝑡)](𝑠)∕𝑍(𝑠)
]

, (A.1)

where  denotes the Laplace transform, and −1 its inverse. Via this
analysis, the phase transient is a simple consequence of a non-constant
electronic signal amplitude. Assuming a perfectly square pulse is sent
into the probe, the 𝑄 of the probe circuit will lead to a finite rise and fall
time, which must be symmetric. In this case, the phase transient on the
leading and trailing edge are equal in magnitude. If an imperfect square
pulse is sent into the probe with a rise/fall time which is longer than the
probe’s rise/fall time, then this timescale will dominate the dynamics,
and would lead to unequal leading and trailing phase transients.

Without the invasive approach of using a pick-up coil to directly
measure the phase transient generated in the probe circuit, as has been
done previously [17,19], we can still attempt to understand the incident
pulse shape generated by the spectrometer. To do this, we use a Lecroy
Waverunner 104Xi-A 1 GHz oscilloscope to measure the voltage signal
produced by the NMR spectrometer. Due to technical considerations,
we passed the signal through a large attenuator and long transmis-
sion line before measurement, which introduced additional sources of
electronic noise. To generate a clean signal, we performed a simple
moving average on the signal with a delay kernel of 100 data points,
corresponding to a real-time window of 0.01 μs. Since this window is
small compared to the overall pulse length, we do not expect that this
6

averaging will meaningfully impact the pulse shape details. The results
of these measurements are shown in Fig. A.6.

It is apparent from Fig. A.6 that the rise-time is an increasing
unction of pulse power. Hence, the proportion of time spent with a
ime varying signal amplitude for a short high-power pulse is much
arger than in a longer and lower-power pulse. This coincides with
he observed trend that the shortest considered pulse has the largest
hase transient error, and monotonically decreases with increasing
ulse length. Hence, we argue that since the observed rise-time of the
pectrometer-generated pulse-shape is significantly longer than the fall-
ime, the phase transient error can be well approximated as occurring
nly on the leading edge. This is captured by the unitary error model
iven in the main text in Eq. (5). The source of this imbalanced effect
ust then stem from non-linear circuit elements during amplification
nd signal generation. Given the volume of literature which assumes
nd/or measures balanced phase transient errors [16–18], such an
mbalance seems fairly uncommon. Our spectrometer is quite old, and
any of the components have been replaced over the past few decades,
hich may contribute to the observed long rise-time.

ppendix B. Evolution under MREV-8

The MREV-8 sequence on a solid state sample cancels the homonu-
lear dipolar interaction, while allowing for a residual local field [4,
6]. Namely, the heteronuclear dipolar interaction of the phospho-
us and fluorine spin in fluorapatite can be rewritten as local field
enerated by nearby phosphorus spins in fluorapatite. Concretely, this
nteraction is of the form

𝑑𝑖𝑠 =
∑

𝑖,𝑗
𝐽𝐹𝑃
𝑖𝑗 𝑆̂(𝑖)

𝑧 𝐼 (𝑗)𝑧 ≈
∑

𝑖
ℎ𝑖𝑆̂

(𝑖)
𝑧 , (B.1)

here the interaction strength is

𝐹𝑃
𝑖𝑗 =

ℏ2𝛾𝐹 𝛾𝑃 (1 − 3 cos2(𝜃𝑖𝑗 ))
‖

‖

‖

𝑟𝑖 − 𝑟𝑗
‖

‖

‖

3
, (B.2)

with 𝛾𝐹 ,𝑃 the gyromagnetic ratios of the F and P spins, 𝑟𝑖𝑗 = 𝑟𝑖 − 𝑟𝑗 the
vector joining the two spin locations and 𝜃𝑖𝑗 the direction of 𝑟𝑖𝑗 with
respect to the external magnetic field.

The heteronuclear dipolar interaction is then transformed to an
effective disordered field model

𝑀𝑅𝐸𝑉 = 1
3
∑

𝑖
ℎ𝑖
(

𝑆̂(𝑖)
𝑥 + 𝑆̂(𝑖)

𝑧
)

. (B.3)

We treat the system as having quenched disorder, since the timescale
of the evolution of the phosphorus spins exceeds the experimental
timescales of interest. In other words, ℎ𝑖 is treated as a random value
with statistics determined by the spin temperature and crystal geome-
try, rather than a collection of spin operators.

By treating the disorder as fixed during a single experiment, we can
independently compute the evolution of each spin and average over the
distribution of the disordered field. Then,

𝑆̂(𝑖)
𝑧 (𝑡) = exp

(

−i𝑡𝑀𝑅𝐸𝑉
)

𝑆̂(𝑖)
𝑧 exp

(

i𝑡𝑀𝑅𝐸𝑉
)

, (B.4)

which can be exactly computed,

𝑆̂(𝑖)
𝑧 (𝑡) = 1

2

(

1 + cos

√

2ℎ𝑖𝑡
3

)

𝑆̂(𝑖)
𝑧 + 1

2

(

1 − cos

√

2ℎ𝑖𝑡
3

)

𝑆̂(𝑖)
𝑥

−

√

2
4

sin

√

2ℎ𝑖𝑡
3

𝑆̂(𝑖)
𝑦 . (B.5)

Relevant to our experiments, we can easily compute two-point infinite
temperature correlator,

4
⟨

𝑆̂(𝑖)
𝑧 (𝑡)𝑆̂(𝑖)

𝑧
⟩

= 1
2

(

1 + cos

√

2ℎ𝑖𝑡
3

)

. (B.6)

By symmetry, we would get the same result for
⟨

𝑆̂𝑥(𝑡)𝑆̂𝑥
⟩

after a repeat

of the above computation.
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Fig. A.6. Oscilloscope measurements of 𝜋∕2-pulses generated by the NMR spectrometer, smoothed with a simple moving average to reduce electronic noise, for 𝑡𝑝 ∈
1.02, 1.52, 2.02} μs. On the left, we denote the start and end of the rise-time for the 1.02 μs via vertical dashed lines. On the right, we plot only the 𝑡𝑝 = 1.02 μs 𝜋∕2-pulse
to emphasize that the rise-time portion of the pulse makes up about 12.5% of the total duration, whereas the fall-time portion is extremely rapid by comparison.
o
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Fig. B.7. Disordered field distribution for a fluorine spin, as generate by neighboring
phosphorus spins. The crystal is approximated as a cubic cluster of 27 neighboring
unit cells containing 6 phosphorus atoms each. To avoid computing all 2216 possible
configurations, we randomly sample 106 configurations, where each spin is equally
likely to be up or down.

Now, it remains to do the quenched disorder average. Experi-
mentally, this happens naturally within a single scan, given that our
measured signal is the average of a macroscopic number of nuclei. By
Monte Carlo techniques, one can estimate the distribution of the disor-
dered field by randomly sampling phosphorus nuclear spin orientations
and computing the resulting mean field for each configuration. This
technique leads to a multimodal distribution which is well approxi-
mated by a single Gaussian, with zero mean and standard deviation
of 𝜎ℎ = 6.069 krad s−1, shown in Fig. B.7. Then, averaging over the
disorder distribution, we conclude that

⟨

𝑆̂𝑧(𝑡)𝑆̂𝑧
⟩

∝ 1
2 ∫

∞

−∞
dℎ𝑖

(

1 + cos

√

2ℎ𝑖𝑡
3

)

1
√

2𝜋𝜎ℎ
𝑒
−

ℎ2𝑖
2𝜎2ℎ

= 1
2
+ 1

2
𝑒−

1
9 (𝜎ℎ𝑡)

2
. (B.7)

In general, if ℎ𝑖 ∼ 𝑋 for arbitrary probability distribution 𝑋, then the
Gaussian term is replaced by the characteristic function of 𝑋,

⟨

𝑆̂𝑧(𝑡)𝑆̂𝑧
⟩

∝ 1
2
+ 1

2
Re

(

𝜙𝑋
(

√

2
3

𝑡
)

)

. (B.8)

ere, the characteristic function is defined as 𝜙𝑋 (𝑡) = E[exp(i𝑡𝑋)].
The true distribution is clearly not a Gaussian, with details that
ay be computationally intractable to access. However, we can still
xtract descriptive statistics analytically. Consider the distribution of a
eneralized locally disordered field, {ℎ𝑖}. Motivated by Eq. (B.1), and
under the assumption of quenched disorder, each spin operator 𝐼 (𝑗)𝑧
7

ill contribute only a single eigenvalue to a given disorder instance.
Hence, we are able to replace the spin operator 𝐼 (𝑗)𝑧 with a classical
random variable, 𝐼𝑗 . Then, the disordered field distribution is given by
the formal sum,

ℎ𝑖 =
∑

𝑗
𝐽𝐹𝑃
𝑖𝑗 𝐼𝑗 . (B.9)

For an infinite temperature system, 𝐼𝑗 is uniformly random with out-
comes depending on the underlying nuclear spin species.

Let 𝑠𝑗 be the total spin of nucleus 𝑗. In a thermal ensemble consisting
of a single spin species at infinite temperature, all 𝐼𝑗 are independent
and identically distribution uniform random variables with outcomes
given by the set of spin eigenvalues, {−𝑠𝑗 ,−𝑠𝑗 + 1,… , 𝑠𝑗}. Thus, the
mean is easily seen to be

E[𝐼𝑗 ] = 0, (B.10)

by symmetry. The second moment is given by

E[𝐼2𝑗 ] =
1

2𝑠𝑗 + 1

𝑠𝑗
∑

𝑖=−𝑠𝑗

𝑖2 =
2𝑠𝑗 (𝑠𝑗 + 1)(2𝑠𝑗 + 1)

6(2𝑠𝑗 + 1)
=

𝑠𝑗 (𝑠𝑗 + 1)
3

, (B.11)

which holds regardless of whether 𝑠𝑗 is integer or half-integer.
Using the above information, we can compute descriptive statistics

f the disordered field variable ℎ𝑖. The mean of the local disordered
ield distribution is 0 by linearity of the expectation value:

= E[ℎ𝑖] = E

[

∑

𝑗
𝐽𝐹𝑃
𝑖𝑗 𝐼𝑗

]

=
∑

𝑗
𝐽𝐹𝑃
𝑖𝑗 E[𝐼𝑗 ] = 0.

Moreover, we can compute the variance:

(𝛥ℎ𝑖)2 = E[ℎ2𝑖 ] − E[ℎ𝑖]2 = E[ℎ2𝑖 ]

= E

[

(
∑

𝑗
𝐽𝐹𝑃
𝑖𝑗 𝐼𝑗 )2

]

= E

[

∑

𝑗,𝑘
𝐽𝐹𝑃
𝑖𝑗 𝐽𝐹𝑃

𝑖𝑘 𝐼𝑗𝐼𝑘

]

=
∑

𝑗
(𝐽𝐹𝑃

𝑖𝑗 )2E[𝐼2𝑗 ] +
∑

𝑗≠𝑘
𝐽𝐹𝑃
𝑖𝑗 𝐽𝐹𝑃

𝑖𝑘 E[𝐼𝑗𝐼𝑘]

= 1
3
∑

𝑗
(𝐽𝐹𝑃

𝑖𝑗 )2(𝑠𝑗 )(𝑠𝑗 + 1). (B.12)

Above, we utilized the fact that each 𝐼𝑗 is i.i.d., so that for 𝑗 ≠ 𝑘,
E[𝐼𝑗𝐼𝑘] = E[𝐼𝑗 ]E[𝐼𝑘] = 0.

Connecting these results back to the main text, we focus on mea-
surements of fluorapatite, such that 𝐼 (𝑗)𝑧 are spin operators associated
with phosphorous-31 spins, hence all 𝑠𝑗 =

1
2 . By translational symmetry

the index 𝑖 can be suppressed, and we compute

𝜎2ℎ = (𝛥ℎ𝑖)2 =
1
4
∑

𝑗
(𝐽𝐹𝑃

𝑖𝑗 )2. (B.13)

Since the dipolar coupling strength falls off as 𝑟−3, (𝐽𝐹𝑃
𝑖𝑗 )2 ∼ |𝑖 − 𝑗|−6

and will certainly converge for any 3-dimensional crystal.
Numerically, we can compute 𝜎ℎ exactly for a crystal composed of

a finite number of unit cells. Then, in the infinite scaling limit with
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an 𝑟−3 power law, we estimate 𝜎ℎ = 5.84826 krad s−1. From exact
computations with crystal sizes on the order of 104 unit cells, we find
that the difference between the infinite system estimate and finite
size computations is on the order of milliradians per second. These
computations are qualitatively consistent with the Gaussian estimation
from the Monte Carlo reconstruction of the disorder distribution.

For the case 𝑠𝑗 = 1∕2,∀𝑗, we can extend this result to finite
temperatures. In this case, we have that secondary spin species is in
a Gibbs state with inverse temperature 𝛽 with respect to the Zeeman
Hamiltonian for a paramagnetic spin species,  = −ℏ𝜔𝐼𝑧. The first two
moments are straightforward to compute:

E[𝐼𝑗 ] =
⟨

𝐼 (𝑗)𝑧
⟩

𝛽 = 1
2
tanh

𝛽ℏ𝜔
2

, (B.14)

E[𝐼2𝑗 ] =
1
4
⟨1⟩𝛽 = 1

4
. (B.15)

Using the above single-spin expectation values, we can compute
descriptive statistics of the disordered field. For non-zero 𝛽, the mean
is also non-zero,

𝜇 = 1
2
tanh

𝛽ℏ𝜔
2

∑

𝑗
𝐽𝐹𝑃
𝑖𝑗 (B.16)

The variance is similarly modified,

(𝛥ℎ𝑖)2 =
∑

𝑗
𝐽 2
𝑖𝑗 (𝛥𝐼𝑗 )

2. (B.17)

t is easy to see that

𝛥𝐼𝑗 )2 =
1
4
(

1 − tanh2
𝛽ℏ𝜔
2

)

= 1
4
sech2

𝛽ℏ𝜔
2

. (B.18)

hus,

2
ℎ = 1

4
sech2

𝛽ℏ𝜔
2

∑

𝑗
(𝐽𝑖𝑗 )2. (B.19)

Indeed, for 𝛽 = 0, variance simplifies to the infinite temperature result.
It is instructive to consider a small parameter expansion in 𝜁 ≡ 𝛽ℏ𝜔

2 .
ere, 𝜁 is unit-less, taking values of 𝜁 ≈ 1.5 × 10−6 for phosphorus-
1 at room temperature in a 7.1 T magnet. Hence, we can confidently
mploy small angle approximations tanh(𝜁 ) = 𝜁 + 𝑂(𝜁3) and sech2(𝜁 ) =
− 𝜁2 + 𝑂(𝜁4). We see that our infinite temperature approximation is
ufficient, as the leading order corrections are still quite small:

𝜇 =
𝜁
2
∑

𝑗
𝐽𝐹𝑃
𝑖𝑗 + 𝑂(𝜁3)

𝜎2ℎ =
1 − 𝜁2

4
∑

𝑗
(𝐽𝐹𝑃

𝑖𝑗 )2 + 𝑂(𝜁4)

Note that while at first glance ∑

𝑗 𝐽
𝐹𝑃
𝑖𝑗 looks to be logarithmically di-

vergent, we argue that it converges. Upgrading to continuous spherical
coordinates (𝑟, 𝜃, 𝜙), 𝐽𝐹𝑃

𝑖𝑗 ⟶ 𝐽 (𝑟, 𝜃, 𝜙) ∝ (1 − 3 cos2 𝜃)∕𝑟3 where 𝜃 is
the azimuthal angle. Notice ⟨1 − 3 cos2 𝜃⟩ = 0 on a spherical shell
or uniformly distributed 𝜃. With increasing 𝑟, the lattice points will
fill a shell, [𝑟, 𝑟 + 𝛿𝑟), with increasing uniformity and approach 0. As
such ∑

𝑗 𝐽
𝐹𝑃
𝑖𝑗 converges quickly to a value of about 19 krad s−1, which

we computed numerically. When multiplied by 𝜁
2 this results in a

disorder mean of 𝜇 = 0.015 rad s−1. In our experiments, this value is
ndistinguishable from 0.

ppendix C. Supplementary information: Hamiltonian engineer-
ng

In this work, we considered the solid-state nuclear magnetic reso-
ance of fluorapatite, Ca5(PO4)3F, in a 300 MHz Bruker spectrometer.
he crystal is placed with the magnetic field aligned along its 𝑐 axis,
here the intrachain coupling is approximately 40 times larger than the
nterchain coupling [24,29,30]. Within the rotating frame generated by
he magnetic field, our system Hamiltonian has three main components:
ipolar 𝑧, locally disordered 𝑧, and collective control.

(𝑡) =  + + (𝑡), (C.1)
8

𝐷𝑧 𝑑𝑖𝑠 𝑐
Concretely, each component of the Hamiltonian is:

𝐷𝑧 =
1
2
∑

𝑖<𝑗
𝐽𝐹𝐹
𝑖𝑗

(

2𝑆̂(𝑖)
𝑧 𝑆̂(𝑗)

𝑧 − (𝑆̂(𝑖)
𝑥 𝑆̂(𝑗)

𝑥 + 𝑆̂(𝑖)
𝑦 𝑆̂(𝑗)

𝑦 )
)

𝑑𝑖𝑠 =
∑

𝑖,𝑗
𝐽𝐹𝑃
𝑖𝑗 𝑆̂(𝑖)

𝑧 𝐼 (𝑖)𝑧 ≈
∑

𝑖
ℎ𝑖𝑆̂

(𝑖)
𝑧

𝑐 (𝑡) = 𝑓 (𝑡)
(

cos(𝜙)𝑆̂𝑥 + sin(𝜙)𝑆̂𝑦
)

,

where

𝐽𝐹𝐹
𝑖𝑗 =

ℏ2𝛾2𝐹 (1 − 3 cos2(𝜃𝑖𝑗 ))

‖

‖

‖

𝑟𝑖 − 𝑟𝑗
‖

‖

‖

3
. (C.2)

s the homonuclear fluorine dipolar coupling strength. In fluorapatite,
hen the magnetic field is aligned along the crystal’s 𝑐-axis, the system
s well described as an ensemble of one dimensional spin chains. In
his case it is sufficient to focus on coupling within a chain, so that
𝐹𝐹
𝑖,𝑖+𝑟 = 𝐽𝐹𝐹

0 ∕𝑟3 (𝐽𝐹𝐹
0 ≈ −33 krad s−1). The heteronuclear coupling, 𝐽𝐹𝑃

𝑖𝑗 ,
as previously defined in Eq. (B.2). For simplicity, we have introduced
he collective spin operators,

̂𝜇 = 1
2
∑

𝑖
𝜎(𝑖)𝜇 , 𝜇 ∈ {𝑥, 𝑦, 𝑧}. (C.3)

As discussed in the main text, 𝑐(𝑡) is idealized, wherein 𝑓 (𝑡) is a square
pulse at fixed power so that the net effect of each control pulse is a
𝜋∕2 rotation about a fixed axis determined by 𝜙. In our system, 𝜙 has
a resolution of one degree, and is fixed during the duration of a pulse.

Within the main text, we utilized a variety of multi-pulse sequences,
including Wei16, Angle12, Peng24, and MREV-8. Here, we provide
the pulse sequences and resulting time averaged Hamiltonians for all
experiments considered.

To begin, Wei16 is a 16-pulse sequence, composed of four similarly
structured 4-pulse blocks [31]. Unless otherwise specified, a pulse
corresponds to a 𝜋∕2 rotation about a particular transverse axis of the
Bloch sphere obtained by turning on the rf driving for a time 𝑡𝑝, which
in this work takes values 𝑡𝑝 ∈ {1.02, 1.52, 2.02} μs. Each 4-pulse block
corresponds to 6𝜏0 of time, where 𝜏0 = 5 μs is the delay primitive for the
entire sequence. It is prudent to choose 𝜏0 to be as short as possible in
order to minimize Trotter errors while still ensuring interpulse delays
𝜏0 − 𝑡𝑝 are not too short. For our spectrometer, 𝜏0 = 5 μs is as short as
feasible, given that the electronics require a minimum pulse separation
of 2.5 μs to change the phase for the next applied pulse. For case where
𝑡𝑝 = 2.02 μs, 𝜏0 must be extended to 6 μs.

Under Wei16, the internal Hamiltonian can be transformed to a
model with 6 free parameters, 3 controlling the interaction Hamiltonian
and 3 controlling the orientation of the local field. Notably, with
collective rotations we cannot change the sum of the coefficients of the
interaction Hamiltonian, since the subspace generated by the dipolar
interaction along 𝑥, 𝑦, and 𝑧, written span{𝐷𝑥

,𝐷𝑦
,𝐷𝑧

}, is a two-
dimensional vector space. This can be seen clearly by recalling one of
the central identities used to perform time suspension, 𝐷𝑥

+ 𝐷𝑦
+

𝐷𝑧
= 0. The constraint is directly captured in the Floquet Hamiltonian,

defined below.

𝐹 = 1
2
∑

𝑖<𝑗
𝐽𝑖𝑗

(

(𝑢 −𝑤)𝑆̂(𝑖)
𝑥 𝑆̂(𝑗)

𝑥 + (𝑣 − 𝑢)𝑆̂(𝑖)
𝑦 𝑆̂(𝑗)

𝑦 + (𝑤 − 𝑣)𝑆̂(𝑖)
𝑧 𝑆̂(𝑗)

𝑧
)

+ 1
3
∑

𝑖
𝜔𝑖
(

𝑎𝑆̂(𝑖)
𝑥 + 𝑏𝑆̂(𝑖)

𝑦 + 𝑐𝑆̂(𝑖)
𝑧
)

. (C.4)

Each of the parameters appearing above are combined to produced the
physical pulse delays for the sequence, given below.

𝜏1 = 𝜏0(1 + 𝑐 − 𝑣 +𝑤), 𝜏2 = 𝜏0(1 + 𝑏 − 𝑢 + 𝑣), 𝜏3 = 𝜏0(1 − 𝑎 + 𝑢 −𝑤)

𝜏′1 = 𝜏0(1 − 𝑐 − 𝑣 +𝑤), 𝜏′2 = 𝜏0(1 − 𝑏 − 𝑢 + 𝑣), 𝜏3 = 𝜏0(1 + 𝑎 + 𝑢 −𝑤).

In general, a four-pulse sequence is defined by five delays and four
orientations, which we collect using the following notation, 𝑃 (𝑡1,𝒏1, 𝑡2,
𝒏2, 𝑡3,𝒏3, 𝑡4,𝒏4, 𝑡5); a standard notation for our group [31,32]. Unlike
strings of unitary operators, this notation is read left-to-right, in the
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order they are physically applied during an experiment. Namely, the
generic pulse sequence corresponds to ‘‘wait for 𝑡1, then apply a pulse in
the 𝒏1 direction, then wait for 𝑡2, . . . ’’ and so on. Concretely, the Wei16
equence is given by the string of four pulse blocks shown below.

(𝜏1,𝒙, 𝜏2, 𝒚, 2𝜏3, 𝒚, 𝜏′2,𝒙, 𝜏
′
1)𝑃 (𝜏

′
1,𝒙, 𝜏2, 𝒚, 2𝜏

′
3, 𝒚, 𝜏

′
2,𝒙, 𝜏1)⋯

(𝜏1, 𝒙̄, 𝜏′2, 𝒚̄, 2𝜏
′
3, 𝒚̄, 𝜏2, 𝒙̄, 𝜏

′
1)𝑃 (𝜏

′
1, 𝒙̄, 𝜏

′
2, 𝒚̄, 2𝜏3, 𝒚̄, 𝜏2, 𝒙̄, 𝜏1)

Here we use the standard notation 𝒙̄ = −𝒙, which helps save horizontal
space. In this sequence, there is a great deal of reflection symme-
try. Generally, symmetrized pulse sequences perform better than their
unsymmetrized counterparts, which can be formalized by computing
leading-order error term.

The Peng24 sequence differs from Wei16 in that it is constructed by
symmetrizing a pulse sequence reliant on a three-fold symmetry, which
differs significantly from the usual two-fold symmetry four-pulse blocks
demonstrated above. Additionally, as a time suspension sequence, the
target Hamiltonian is much simpler, 𝐹 = 0. In particular, we chose
Peng24 as it is a 24-pulse sequence corresponding to 24𝜏0 of evolution
time, equivalent to that of Wei16, allowing for a direct comparison. We
can write Peng24 in the same way we did Wei16, taking the standard
pulse block to include three orientations and four delays in order to
better emphasize the symmetry group. Since Peng24 is symmetrized
Angle12, we define Angle12 below and make concrete how it is used
to define Peng24 (first introduced as yxx24) [5].

Angle12 = 𝑃
( 𝜏0
2
, 𝒚̄, 𝜏0,𝒙, 𝜏0, 𝒙̄,

𝜏0
2
)

𝑃
( 𝜏0
2
, 𝒚, 𝜏0, 𝒙̄, 𝜏0, 𝒙̄,

𝜏0
2
)

⋯

𝑃
( 𝜏0
2
, 𝒚̄, 𝜏0,𝒙, 𝜏0, 𝒙̄,

𝜏0
2
)

𝑃
( 𝜏0
2
, 𝒚, 𝜏0,𝒙, 𝜏0,𝒙,

𝜏0
2
)

s stated, Peng24 is formed by symmetrizing Angle12, which is done
y performing Angle12, followed by Angle12. The overbar on An-
gle12 means to perform Angle12, albeit with the signs of each pulse
orientation reversed, 𝒙 ⟶ 𝒙̄ etc. Hence,

eng24 = Angle12 Angle12. (C.5)

Finally, we review the 8-pulse sequence MREV-8 given by the
ollowing series of pulses [33]:

REV-8 = 𝑃
(

𝜏0, 𝒙̄, 𝜏0, 𝒚, 2𝜏0, 𝒚̄, 𝜏0,𝒙, 𝜏0
)

𝑃
(

𝜏0,𝒙, 𝜏0, 𝒚, 2𝜏0, 𝒚̄, 𝜏0, 𝒙̄, 𝜏0
)

.

(C.6)

n addition to decoupling the dipolar interaction of the fluorine atoms,
REV-8 alters the magnitude and direction of the disordered field, with
resulting Floquet Hamiltonian of

𝑀𝑅𝐸𝑉 = 1
3
∑

𝑖
ℎ𝑖

(

𝑆̂(𝑖)
𝑥 + 𝑆̂(𝑖)

𝑧

)

. (C.7)

ther 8-pulse spectral sequences can produce different orientations
f the disordered field, such as WAHUHA-8 [34], which leaves the
isordered field orientation unchanged, albeit similarly re-scaled in
agnitude.
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