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Abstract—We present a fully parallel digital memcomputing
solver implemented on a field-programmable gate array (FPGA)
board. For this purpose, we have designed an FPGA code that
solves the ordinary differential equations associated with digital
memcomputing in parallel. A feature of the code is the use
of only integer-type variables and integer constants to enhance
optimization. Consequently, each integration step in our solver
is executed in 96 ns. This method was utilized for difficult
instances of the Boolean satisfiability (SAT) problem close to
a phase transition, involving up to about 150 variables. Our
results demonstrate that the parallel implementation reduces the
scaling exponent by about 1 compared to a sequential C++ code
on a standard computer. Additionally, compared to C++ code, we
observed a time-to-solution advantage of about three orders of
magnitude. Given the limitations of FPGA resources, the current
implementation of digital memcomputing will be especially useful
for solving compact but challenging problems.

Index Terms—Field programmable gate arrays, nonlinear
dynamical systems, computing technology

I. INTRODUCTION

Digital memcomputing [1]–[3] uses dynamical systems for

computation. A dynamical system is characterized by a collec-

tion of ordinary differential equations (ODEs) that dictate the

evolution of state variables. The structure of memcomputing

ODEs ensures that, starting from any initial condition, the

system will reach (after a suitable period) a stable state

(attractor) that represents the solution to the problem. Initially,

the positions of such attractors are unknown, and the goal is

to discover them via the continuous dynamics of the system.

The effectiveness of memcomputing solvers is influenced by

the approaches and strategies employed to solve their ODEs.

More details on digital memcomputing can be found in a

recent book [3].

Although memcomputing ODEs can be solved using con-

ventional computers, it is of interest to develop a hardware

implementation that realizes the massively parallel dynamics

of system variables [4]. On a smaller scale, the construction

of digital memcomputing circuits is possible (but unpractical)

with off-the-shelf electronic components [5], [6]. The present

study focuses on the use of FPGAs as a feasible alternative to

sequential software simulations.

This work was supported by the NSF grant No. ECCS-2229880. Some of
our results were obtained using the Anvil cluster at Purdue Rosen Center
for Advanced Computing through allocation CIS240196 from the Advanced
Cyberinfrastructure Coordination Ecosystem: Services & Support (ACCESS)
program, which is supported by NSF grants 2138259, 2138286, 2138307,
2137603, and 2138296.

In the past, both FPGA and GPU (graphic processing

unit) accelerators were employed to speedup various solvers,

including those that rely on the numerical integration of ODEs.

For example, in our recent work [7], we employed a small-size

FPGA for numerical integration of memcomputing equations.

However, the constraints of the small-size FPGA [7] only

allowed for the development of a moderately effective solver

through partial parallelization. Furthermore, Molnár et al. [8]

used GPUs to enhance the performance of a continuous-

time analog SAT solver, achieving improvements of up to

two orders of magnitude over traditional CPU-based methods.

Sohanghpurwala et al. [9] authored a review on hardware-

accelerated SAT solvers. For an extensive examination of

different hardware accelerators, refer to Ref. [10].

In contrast to our earlier efforts documented in [7], where it

was necessary to split each integration step into smaller steps

to process each clause sequentially due to resource constraints,

in the current work we use a larger FPGA (specified below),

enabling a comprehensive parallel execution of digital mem-

computing dynamics for problems involving a considerable

number of variables.

The structure of this conference paper is as follows. In

Sec. II, we introduce the digital memcomputing equations

forming the basis for this work. Following this, in Sec. III, we

provide some technical information on the methods, including

the generation of 3-SAT problem instances and the information

on our FPGA and C++ code. Our results are detailed in

Sec. IV. The paper is concluded with a discussion and some

concluding remarks in Sec. V.

II. MEMCOMPUTING EQUATIONS FOR 3-SAT

In this study, we use digital memcomputing equations from

Ref. [2], which were specifically developed to address a partic-

ular type of Boolean satisfiability problem, known as 3-SAT.

The objective in 3-SAT is to determine a variable assignment

that satisfies all clauses. Each clause is a disjunction of three

literals; therefore, the entire Boolean formula is satisfied when

at least one literal is TRUE. Here, a literal refers to either a

Boolean variable or its negation.

In short, the present work is based on the following equa-

tions [2]:
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Fig. 1. Vivado simulations of the fully parallel solution of Barthel M/N = 4.3 instances on FPGA. (a) Steps to solution on FPGA (shown for ten instances
of each selected problem size) and median number of steps to solution found using the C++ code. (b) Time to solution on FPGA (this work), small-size
FPGA (from [7]), and C++ code.

v̇n =
∑

m

xl,mxs,mGn,m(vn, vj , vk) + (1 + ζxl,m) ·

(1− xs,m)Rn,m(vn, vm, vk), (1)

ẋs,m = β (xs,m + ϵ) (Cm(vi, vj , vk)− γ) , (2)

ẋl,m = α (Cm(vi, vj , vk)− δ) , (3)

Gn,m =
1

2
qn,mmin [(1− qj,mvj) , (1− qk,mvk)] , (4)

Rn,m =











1

2
(qn,m − vn) ,

if Cm(vn, vj , vk) =
1

2
(1− qn,mvn) ,

0, otherwise.

(5)

Here, vn are continuous versions of the Boolean variables (n =
1, . . . , N ), xs,m and xl,m are the memory variables (m =
1, . . . ,M ), where N is the number of variables, M is the

number of clauses, qj,m = 1 if the j-th variable enters m-th

clause, qj,m = −1 if the negation of the j-th variable enters

m-th clause. Moreover, α, β, γ, δ, ϵ and ζ are constants [2].

It is important to note that in the equations above, each 3-

SAT variable is denoted by a continuous variable vn, with each

clause linked to two types of memory variables: short (s) and

long (l). Furthermore, the range of vn is limited to [−1, 1], the

range of xs,m to [0, 1], and xl,m to [1, 104M ]. The Boolean

value of vn is determined by its sign, with negative being 0

and positive being 1.

Additionally, the clause function Cm(vi, vj , vk) is specified

as

Cm(vi, vj , vk) =

1

2
min [(1− qi,mvi) , (1− qj,mvj) , (1− qk,mvk)] . (6)

This expression represents the variable that best satisfies the

clause m. For further information on the model and its

derivation, see Refs. [2], [3].

III. METHODS

A. Generation of SAT instances

Random SAT instances were generated using a code based

on Ref. [11], henceforth termed Barthel instances. The spe-

cific variant of Barthel instances employed in our study is

characterized by M/N = 4.3. This ratio of M/N closely ap-

proaches the phase transition [12], indicating that the instances

are notably difficult to resolve. However, their construction

method [11] guarantees that they are solvable.

B. FPGA implementation

In this study, we used an EK-U1-VCU118-G board

equipped with a VU9P device (Virtex UltraScale+ XCVU9P-

L2FLGA2104E FPGA). This device contains 1182240 lookup

tables (LUTs) and 6840 digital signal processors (DSPs).

Verilog [13], [14] was chosen for programming the FPGA

due to its syntax, which is similar to C, which facilitates

straightforward and efficient coding.

Eqs. (1)-(3) were solved using the forward Euler method.

To enhance computational efficiency, integer data types were

exclusively utilized. For this purpose, Eqs. (1)-(3) were scaled

by a factor of 214, and new variables (scaled by this factor)

were defined. In terms of these new variables, Eqs. (1)-(3) are

rewritten as

V̇n =
∑

m

Xl,mXs,m

214
G′

n,m(Vn, Vj , Vk)

214
+ (7)

(214 + ζXl,m)(214 −Xs,m)

214
R′

n,m(Vn, Vj , Vk)

214
,

Ẋs,m =
β(Xs,m + 214ϵ)(C ′

m(Vn, Vj , Vk)− 214γ)

214
, (8)

and

Ẋl,m = α(C ′

m(Vn, Vj , Vk)− 214δ). (9)

Here, G′

n,m(. . . ), R′

n,m(. . . ), and C ′

m(. . . ) are appropriately

scaled versions of the functions defined in Eqs. (4)-(6).
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Fig. 2. Experimental data showing the relationship between the time to
solution and number of integration steps for various M/N = 4.3 problems.
The relationship is evidently linear.

Additionally, since multiplication and division by powers of

two can be efficiently performed using bit shifts, the constants

in the model were chosen to be powers of two whenever

suitable. In particular, we set α = 4, β = 16, γ = 2−2,

δ = 819 · 2−14
≈ 0.05, ϵ = 2−10, and ζ = 2−10. The

integration time step, ∆t, was set to 0.0625 = 2−4.

The UART interface facilitated the transmission of the

problem solution from the FPGA board to the PC. The actual

time required to solve the problem was independently recorded

using a data acquisition module that was connected to an

output pin on the FPGA board. During the calculation, the

pin state was maintained at a low level (0) and switched to a

high level (1) at other times.

To expedite the process, some of the results presented

below were derived from simulations in Vivado, without the

implementation phase. We note that the number of steps

required to reach a solution remains consistent between the

Vivado simulations and the real FPGA implementation of the

same problem.

C. C++ code

The C++ programming language was used to implement

the dynamic equations Eqs. (1)-(3). Numerical integration was

performed using the forward Euler method with exactly the

same parameter values as in the FPGA. For each size of

the problem, 103 simulations were performed to extract the

median time to solution. These simulations were carried out

on the Anvil cluster at Purdue University, which was accessed

through the NSF ACCESS program [15].

IV. RESULTS

Our approach has enabled obtaining a 96 ns duration for

each integration step, regardless of the size of the problem. We

emphasize that within this time the solution of all differential

equations in the model advances by one step in parallel.
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Fig. 3. Utilization of LUTs depending on the problem size. The dashed
horizontal line denotes the maximum number of LUTs in our VCU118
evaluation board. The fitting curve is −204557 + 9559 ·N .

Fig. 1(a) shows the number of steps to solution for problems

of various sizes on FPGA (N = 20, 40, 60, 80, 100, 130, 150).

Each problem size presented in this figure was tested with

ten individual Barthel instances. C++ simulations has allowed

an accurate determination of the median number of steps

to solution, corroborating the FPGA findings. Analysis of

the C++ data reveals that the number of steps to solution

increases polynomially, characterized by a scaling exponent

of a = 2.32± 0.04.

Fig. 1(b) illustrates the real time to solution for vari-

ous methods, including our earlier results for the small-size

FPGA [7]. The data points for FPGA have been obtained by

multiplying the number of steps, Fig. 1(a), by the duration of

step, 96 ns. Our results indicate that the data points found with

the C++ code align with a polynomial model, characterized by

a scaling exponent of b = 3.36± 0.04.

Additional instances of the 3-SAT problem with a ratio of

M/N = 4.3 were implemented and executed on FPGA, and

their characteristics were documented. In particular, Fig. 2

shows that the time to solution scales linearly with the number

of steps to solution, as expected. To obtain Fig. 2, we used

the data acquisition module to measure the actual time to

solution, while the number of steps was taken from the Vivado

simulations.

Fig. 3 shows that the number of LUTs scales linearly with

the problem size starting at N = 40. We note that the number

of DSPs, NDSP , also scales linearly with N as NDSP =
43 · N . These observations are useful to project the current

implementation to larger state-of-the-art FPGA devices.

V. DISCUSSION AND CONCLUSION

In this conference paper, we have presented the first sig-

nificant implementation of digital memcomputing dynamics

in a fully parallel manner 1. The effectiveness of our FPGA

1In our earlier work [7], a fully parallel implementation was reported for
a very small problem involving 3 variables and 6 clauses
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code is particularly due to the exclusive use of integer-type

variables and integer numbers and the application of shifts

to perform multiplication and division operations (whenever

possible). Our strategies have resulted in a single-step inte-

gration of hundreds of ODEs within a short time interval of

96 nanoseconds.

It is remarkable that digital memcomputing machines, which

are defined by ordinary differential equations, maintain their

robustness when transitioning to the discrete domain. We

highlight that the C++ code utilized in this research was

written using floating-point variables. It is a striking fact that

the FPGA data closely follow the trends observed in the C++

code simulations, as illustrated in Fig. 1(a).

Our findings indicate that the parallel implementation

decreases the time to solution in a polynomial manner.

This observation has been confirmed through the application

of Eqs. (1)-(3) across different types of problems, including

Barthel M/N = 7 and XORSAT problems. Although the

polynomial reduction is significant and potentially useful in

practical cases, it does not convert the exponential complex-

ity [16], [17] of the approach based on Eqs. (1)-(3) into a

polynomial one. It remains unresolved whether a specific set

of parameters can enable Eqs. (1)-(3) to address XORSAT

problems in polynomial time.

Regarding the scalability of the hardware resources shown

in Fig. 3, the VCU118 FPGA board utilized in this research is

capable of addressing 3-SAT N/M = 4.3 problems with up to

about 150 variables. It should be noted that modern state-of-

the-art FPGA devices are powered by an order of magnitude

larger number of LUTs. Consequently, we expect that such

state-of-the-art FPGA devices could handle an order of mag-

nitude larger problems implemented in a similar fashion.

In conclusion, through the use of an FPGA board, we have

achieved, for the first time, a fully parallel implementation

of digital memcomputing dynamics on a significant scale.

We have shown a notable enhancement over the sequential

integration of ordinary differential equations, particularly in

achieving a polynomial reduction in the time to solution. In

a more general context, this study highlights the potential of

FPGAs in addressing complex optimization problems.
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