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I —
7.1 Introduction: What Is Private Machine Learning?

In this chapter we take up the problem of machine learning for private or sensitive data.
The phrase “privacy-preserving machine learning” can refer to myriad models for privacy
and learning. Machine learning is a term that metastasized to encompass a large variety of
approaches to the problem of inferring structure in data. While many “classical” methods
in statistics have been rebranded as “machine learning”, a useful distinction is that the
latter places slightly more emphasis on the computational or algorithmic aspects of the
inference problem. Many machine learning methods also attempt to be “distribution-free”
in the sense that they try to make very few assumptions on the model generating the data.

In privacy-preserving machine learning the goal is to use and learn from sensitive data
gathered from individuals in a way that respects the privacy of those individuals. The
approach taken in different applications will depend on the way in which privacy is
conceptualized. For example, legal or statutory definitions of privacy may differ by country
or jurisdiction and certain types of data, such as financial or medical data, may be subject to
different protections. An important aspect of defining privacy within a particular domain
or application is to describe the threat model: what information can be “leaked” and what
kinds of harms are caused by that “leakage”. In some cases there may be a prescribed
procedure for “de-identifying” data without explicitly defining the threat model. Some of
these approaches may allow for privacy harms if they are not robust to the presence of side
information or more sophisticated attacks [50].

We will therefore focus on differentially private machine learning, in which we want to
use sensitive data to learn some property of the population or to build a predictive model
without making assumptions on how the data were generated. The “distribution-free”
framing using in machine learning is most compatible with the framework of differential
privacy (DP) [49], defined in Chapter 1: DP also does not make probabilistic assumptions
on the private data. In parametric statistics, we assume the data follows a distribution from
a known parametric family and ask for inferences to be reliable for “typical” realizations
of the data. Nonparametric models still assume that the data are drawn from a given
distribution. The robust statistics [73] model is closer to the approach taken in differential
privacy [11, 48, 123], where the privacy guarantees have to hold for every possible data set.

In the differential privacy threat model, we assume an adversary can observe the output
of this machine learning (ML) algorithm. Privacy is a property of the algorithm: a privacy
harm occurs if an adversary can infer whether a particular individual’s data was used as an
input to the algorithm. A differentially private (DP) algorithm uses randomization to hinder
this adversarial inference by introducing uncertainty into the output of the algorithm: if
the output has similar likelihood regardless of whether that individual’s data was used,
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then the adversary will be unable to accurately decide if they were indeed in the input
data. The privacy risk in differential privacy quantifies this uncertainty for the adversary
by characterizing the error-tradeoff in the hypothesis test between “the individual’s data
was used” and “the individual’s data was not used” [82, 148]. However, the uncertainty in
the output may also affect the utility of the ML algorithm. A randomized output from a DP
algorithm may be less accurate, have additional bias, or exhibit higher variance compared
to a non-private learning algorithm. This privacy-utility tradeoff is a central object of study
for differentially private machine learning. From the statistics or ML perspective, a DP
algorithm will require more data (samples) to achieve a target utility than the non-private
algorithm: this is the cost of privacy. The relevant background for the discussion in this
chapter can be found in Chapters 1, 4 and 5.

As a concrete example, suppose the data holder has data consisting of feature-label pairs
and wants to learn a linear classifier/predictor using regularized logistic regression. The
non-private ML algorithm using a textbook approach to produce a vector of coefficients
would not guarantee differential privacy: if a single data point (individual) were removed,
the algorithm would produce a different output, meaning that an adversary can infer
whether or not that individual was present. Instead, a DP logistic regression method would
introduce some noise (randomization) during the computation. The simplest approach
could be to run the non-private ML method and add noise to the coefficient vector. The
noisy coefficient vector will in general have worse classification performance than the non-
private ML algorithm: this is the cost in terms of utility.

Machine learning methods are the driving force behind many recent advances in data
analysis and artificial intelligence and are likely to play a major role in future applications in
medical/scientific research, social science, and policy. Many of these applications involve
learning from private or sensitive data collected about individuals. The institutions or
entities holding this information have obligations (legal and ethical) to protect the confi-
dentiality of this data. Differential privacy may be an appropriate approach for trading off
privacy and utility when the desired analysis is to infer some feature of the population
of individuals. For such applications we would hope that the presence or absence of an
individual would not affect the value of that feature very much, making differential privacy
compatible with the task. In our logistic regression example above, if we have a large
number of data points, the resulting coefficients should not be too sensitive to the presence
or absence of a single individual.

In this chapter we will discuss common approaches to standard problems in supervised
and unsupervised learning. Readers interested in classical parametric inference methods
(frequentist and Bayesian) can consult Chapters 8. In order to keep the discussion con-
tained, we will mostly focus on methods for “centralized” differential privacy, rather than
“local” (see Chapter 5) or “federated” data models (see Chapters 15 and 19). We will
also generally restrict discussion to “pure” e-DP and “approximate” (¢, J)-DP rather than
variations and extensions of the DP framework (see Chapter 4). Finally, while there is a
large body of work on learning theory with privacy and its connections to other areas
of mathematics, we will primarily focus more on algorithms for which there has been
empirical validation. Many of the methods we discuss do have theoretical performance
guarantees in terms of utility and the interested reader can find the details in those
references. Even though an approach may have strong theoretical guarantees, data sets with
small sample size may be challenging because generic methods make few assumptions
and the utility metric may not match all applications. However, by incorporating domain
expertise into differentially private methods or using two-step procedures which first test if
the data have a “nice” property and then apply a method tuned to that property can often
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work quite well. This idea, which can be thought of as a form of he propose-test-release
framework of Dwork and Lei [48], is a promising avenue for adapting generic approaches
to specific applications.

7.1.1 Preliminaries

There have been several early implementations of DP algorithms by technology compa-
nies [4, 8, 25, 26, 34, 42, 47, 54, 135], although these mainly focus on counts and histograms.
A major development was the use of differential privacy to publish the 2020 US Decennial
Census [2, 3]. The type of machine learning algorithms we discuss here focus on different
statistical tasks such as clustering, dimension reduction, predictive modeling, and deep
learning.

In the context of machine learning algorithms, we will assume that the algorithm is
given n data samples coming from »n individuals and that two data sets are considered
neighboring if they differ in a single individual. For unsupervised learning methods we will
consider unlabeled data (x1,xp, . .., x;) and for supervised learning we will look at labeled
data ((x1,y1), (x2,¥2), - - . , (Xu, ¥n)). We will generally assume that the features x; € RY, unless
otherwise specified.

The basic definitions of differential privacy and its properties have been described in
Chapters 1 and 5. When looking at differentially private machine learning, it’s important to
specify what the output of the algorithm is. For example, when using principle component
analysis (PCA) on a positive semidefinite (covariance or second moment) matrix A € R?*9,
we compute the singular value decomposition A = UZU' . We may be either wish to output
a rank-k approximation A®) of A (where k < d) or to simply produce the k singular vectors
corresponding to the k largest singular values: these are sufficient to compute a projection
of the original data in R? to a lower dimensional representation in R¥. Differentially private
PCA algorithms may produce one or the other. As a second example, in regression analyses
we may be interested in feature/variable selection as well as producing the regression
coefficients. Using cross-validation requires computing estimates using a validation set.
If this set also contains private data, the cross-validation must also be computed using
differential privacy.

7.1.2  Some Important Considerations

Privacy-preserving machine learning is a rapidly developing field and this chapter can at
best provide a sampling of the problems and solutions that have been proposed. The focus
here is on “generic” problems because most of the research has been on differential privacy
for general machine learning and statistics methods. As the field has developed, algorithms
adapted for specific application domains have been proposed. However, these methods
typically use the core ideas presented here with some application-specific modifications.

There are several key challenges in the practical application of differentially private
machine learning methods which we do not address in this chapter.

* Data preprocessing: Most works on differential privacy assume that the input data
are already “clean” in the sense that standard preprocessing (imputation of missing
values, standardizing or normalizing features/covariates, screening for outliers) is
not necessary. However, many preprocessing methods involve computing statistics
on the data and hence may incur privacy costs. For example, imputing missing values
may involve taking the mean of the non-missing values. Very recently, some more
sophisticated approaches for DP imputation have been proposed [29, 41, 44].
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* (Hyper) parameter tuning: Many modern machine learning methods have several
hyperparameters whose optimal values may depend strongly on the type of data or
the specific data set being used. Typically these are chosen using cross-validation.
However, cross-validation involves running the algorithm multiple times on the
data, leading to additional privacy loss. Choosing privacy risk parameters to achieve
acceptable utility may also require tuning. There is a body of work on private tuning
methods [35, 39, 78, 96] which we do not address here.

¢ Computational issues: It is well-known that standard implementations of floating
point arithmetic do not satisfy differential privacy [16, 33, 63, 75-77, 102]. This has led
to the recent developments of fixed point implementations. For example, the discrete
Gaussian [33] was used for the differentially private data release in the 2020 Decennial
Census [3] in the United States.

The ultimate goal in designing differentially private machine learning algorithms is to
guarantee “end-to-end” privacy in which all steps in the analysis that operate on private
data are made differentially private. We can then use composition rules (see Chapters
1, 12 and 14) to compute the final privacy loss. While some works have taken on this
bigger challenge, most of the work to date has focused on individual components of
a complete pipeline. In this chapter we will focus on describing the concepts behind
differentially private solutions to the core problem at the heart of different machine learning
problems. This necessarily leaves a gap between what is described here and practice, as the
preceding discussion notes. We therefore encourage readers interested in applying differ-
ential privacy to statistical products to consult with privacy experts in the design of their
systems.

7.2 Unsupervised Learning

In unsupervised learning problems the goal is to find patterns or structure in data that
is unlabeled. This could take the form of estimating the underlying distribution (or its
properties), finding correlations between features, or clustering the data points. In this
section, we will assume we have a data set D = {x1,xy,...,X,} of unlabeled points from
n individuals with x; € R? and we want to learn some structure in the data.

7.2.1 Clustering

In clustering, the goal is to partition the data into groups (clusters) such that similar points
are grouped together. Typically, each cluster is associated with a cluster center and we are
given a function c(x, y) that measures the cost of assigning a point x to a cluster with centery.
Given k cluster centers y1,y2, . . ., yk}, for each point x; we find the lowest cost min; c(x;, y]-).
The goal is to find the cluster centers that minimize the total cost. Many cost functions are

possible but a common choice is the squared Euclidean error ||x — y||2: this is sometimes
called the k-means problem. There is a long line of work on developing differentially private
clustering methods (see Stemmer [128] for a detailed discussion). Non-private k-means
algorithms alternate between estimating candidate centers and assigning data points to
the centers over many iterations. This repeated use of the private data poses challenges for
differentially private processing.
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Stemmer and Kaplan [129] reduce the number of iterations by partitioning the data into
disjoint sets and using a private local search algorithm to produce a large set of candidate
clusters centers which will contain k good cluster centers. While having nice theoretical
guarantees and spurring more recent work [81, 105, 119] there is still very little empirical
exploration of these approaches. Feldman et al. [56] use the idea of private coresets [55]
to design a clustering algorithm with good theoretical properties and apply it to mobility
data. Alternative approaches with less theory but more empirical support include sampling
using the exponential mechanism [143], grid-based methods [130, 131], and sketching with
Laplace noise [118]. These latter methods address the challenge presented by k-means by
computing a differentially private summary of the data and relying on postprocessing
invariance.

7.2.2 Bayesian Machine Learning

A body of work has been developed on Bayesian machine learning with differential
privacy, including graphical model estimation for directed models [150, 159, 160] and
undirected models [22]. For some inference problems, sampling from the posterior dis-
tribution may be differentially private [45, 46, 58, 59, 100, 146]. While the single sample
guarantees differential privacy, it is often computationally challenging to sample from
these posterior distributions and single samples may not be what we want. One sampling
approach is Markov Chain Monte Carlo (MCMC), but MCMC methods can only give
samples from a distribution approximating the desired one, which may not have the
same privacy guarantee. Modifying the MCMC method can yield a differential privacy
guarantee either through stochastic gradient methods [95, 146, 154] or privatizing the
acceptance test [68].

In the special case of exponential family models, we can guarantee privacy by adding
noise to the sufficient statistics [22, 58, 163]. Because the noise model is known, it is then
possible to do approximate inference with knowledge of the privacy mechanism [22, 23,
62, 86, 150] (see Chapter 8 for more discussion). Using noisy sufficient statistics is also
a component of differentially private expectation maximization (EM) algorithms [112]
and more generally in variational inference methods for conjugate exponential families
in which noise can be added to the expected sufficient statistics [113] or by using pri-
vate optimization of the evidence-based lower bound (ELBO) [80]. EM is often used for
mixture models, but DP approaches designed for specific problems such as Gaussian
mixtures [84, 106] may not extend to general mixtures. For inference in general models,
private EM algorithms focus on privatizing the M-step using private optimization by either
perturbing the gradient [80, 139] or iterative hard thresholding [162] based on DP hard
thresholding [52].

7.2.3 Dimension Reduction

Consider an analyst who wishes to find latent factors in a sensitive data set D = {x;}.
A standard approach to latent factor analysis is principle component analysis (PCA),
one of the most widely applied methods in data analysis. At its heart, PCA is a dimen-
sionality reduction technique that maps high-dimensional vector-valued observations {x;}
into lower-dimensional vectors {X;} through a linear map. Dimensionality reduction is
important because the utility of some differentially private algorithms can depend strongly
on the dimension [30, 51, 127]. In PCA, we take the singular value decomposition of
the matrix of observations or the eigenvalue decomposition of the second-moment or
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covariance matrix. If we start with the second-moment matrix of the data:
n
A= "xx] =XXT. (7.1)
i=1

We decompose the matrix A using the SVD:
A=UzUT, (7.2)

where X = diag(o1,02,...,04) and o1 > 03 > - -+ > g;. The best rank-k approximation of A
(minimizing squared error or Frobenius norm) is

AW — y® @ yoT (7.3)

where U® has the first k columns of U and =® = diag(o1, 02, ..., o%).

Under differential privacy, it is important to specify what the output of our algorithm
is. For PCA we can either output the low-rank approximation A%, an approximation to X,
or simply the latent factors in U®. One approach is to sample a random U® or A®. The
exponential mechanism [99] can be used to sample an e-DP approximation to U® but must
be implemented using Markov Chain Monte Carlo (MCMC) [36, 149]. This approach can
also be extended to functional data [13]. In general, because sampling is only approximately
correct, the privacy guarantee can only be approximately guaranteed: this is a challenge
for many sampling-based methods for differential privacy based on the exponential mech-
anism because sampling from Gibbs distributions is often challenging [72]. An alternative
approach is to sample eigenvalues and eigenvectors [6, 85]. Taking a cue from Bayesian
statistics, Sheffet [121] proposed sampling differentially private approximation to A from
the inverse-Wishart distribution, which is a conjugate prior for estimating the covariance
of a multivariate Gaussian.

If we relax the privacy requirement to approximate (¢, J)-privacy, adding Gaussian
noise at various points in the PCA calculation can provide good results: approaches
include adding noise to A itself [53], introducing noisy data [121], or adding noise in the
computation of the eigenvectors [64-66]. From an empirical and theoretical standpoint,
the first method of simply adding noise to A [53] works well and comes with confidence
intervals [120]. It is also a standard approach for algorithms which use PCA as a substep
even though the variance of the noise must depend on the ambient dimension of the data
{x;} and not k.

A completely different approach to dimension reduction is to choose a random sub-
space and project the very high dimensional observations into this subspace. These
approaches come with favorable theoretical guarantees and are the backbone of “sketch-
ing” approaches to machine learning for streaming data, where samples come sequentially
and the estimator is memory-limited [151]. Perhaps surprisingly, because this approach
is itself randomized, certain variants already guarantee differential privacy [27] and more
sophisticated versions can yield more robust estimators [9].

Since the privacy guarantee has to hold for any database, the utility bounds are
often dictated by pathological examples that do not occur in real data. The challenge is
then to make “reasonable assumptions” on the data being “nice” in order to get better
results. Exploiting domain-specific knowledge about structure in the data is often critical
in applications but challenging to incorporate in differentially private algorithms. Such
assumptions can allow the use of smooth sensitivity [61]. Recent work [122] uses the
“subsample and aggregate” model [106] to provide an algorithm for estimating a low-
dimensional structure to the data set (if it exists).
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I
7.3 Supervised Learning with Private Optimization

We next turn to supervised learning and prediction problems. In supervised learning we are
given asetoflabeled dataD = {(x;, ;) : i = 1,2, ...,n} where x; € X are features/covariates
for the ith individual and y; € Y is the corresponding label/response. In classification
problems ) is a set of discrete labels, whereas scalar regression problems may take ) = R.
The goal of the ML algorithm is to learn a predictor, which is a map f: X — Y, where
f is assumed to be from some class of models F. For example, in linear regression F
may contain all linear functions of x or 7 may be all functions computable by a neural
network with a given architecture. We will focus on parametric problems in which F can
be parameterized by a vector w C RP. In linear regression we have p = d and w is vector
of regression coefficients, whereas in neural networks we take w as the weights in the
network, where often p > d.

7.3.1 Differentially Private Empirical Risk Minimization

A good predictor is one which can accurately estimate the label y for vectors x that will be
seen in the future. Assuming that future data are sampled from the same population as D,
we want to minimize an expected risk £(w, x, y):

w* = argminE [((w,x, Y)]. (7.4)

This optimization problem is called empirical risk minimization (ERM). The data distribution
of (X, Y) is unknown, so as a proxy we usually minimize the empirical risk

n

o1
WERM = argmin - Zt’(w, Xi, Yi)- (7.5)

w i=1

Given a particular statistical model (for example, a generalized linear model (GLM)) we
can use choose loss function to be the negative log likelihood. Structural assumptions on
w can be enforced by using regularized empirical risk minimization:

Lw, D) = 3 fw,x,3:) + 7R(w), 76)
i=1

where R(-) is chosen to penalize the “complexity”. If we focus on linear models ¢(w, x, ) =
{(wTx,y), many standard statistical /machine learning methods fall into this category:

* Ridge regression: quadratic loss ¢ (w'x, y)=W- w'x)?, (> regularizer R(w) = ||w||%.

* Lasso: quadratic loss L(w'x, y)=W—- w'x)?, regularizer R(w) = ||w||;.

* Support vector machines (SVMs): hinge loss t(wTx, y) = max(0,1 — wax), t>
regularizer R(w) = ||w||%.

* Logistic regression: loss £(w'x,y) = In(1 + e’yWT"), ¢ regularizer R(w) = ||w||%.

Finding a predictor using ERM entails solving a numerical optimization problem. If the
objective function is convex and the space F is convex then standard convex optimization
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methods can be used to estimate the predictor. However, as mentioned in the introduction
to the chapter, this approach will in general not guarantee differential privacy: the output
of the method under two neighboring databases will be different so an adversary can detect
whether the output was generated from one database or the other. Given the data set D we
want to release the prediction model w in a differentially private manner.

To introduce randomness (and hence privacy) into the ERM problem, several
approaches have been proposed. In output perturbation [35, 38, 116], we compute the non-
private w and add noise to it:

Wout = argmin L(w, D) + Z, (7.7)
w

where Z is noise whose distribution is chosen to guarantee € or (¢, J) differential privacy.
To choose the noise level we have to compute the sensitivity of the ERM problem. In
objective perturbation, the function to be minimized is randomized — randomly changing
the optimization problem induces randomness in the minimizer [20, 35, 38, 88]. The most
common example is adding a random linear term to the objective function:

Wb = argmin (L(w, D) + Z(w)) . (7.8)
w
For example, for e-DP logistic regression with R(w) = % ||w||%, if we draw Z from the
distribution
nie
p(z) o exp (_T ||Z||2) , (7.9)
then
w = ( argmin 1 anln(l Fevw iy 4 X w2 ) 4z (7.10)
wo i 2 ’ ‘

guarantees e-differential privacy. By drawing Z from a Gaussian distribution, the output
can be made (¢,0) differentially private [88]. The multivariate distribution in (7.9) is
isotropic with a magnitude that has a Gamma distribution with shape d and scale ﬁ
and is sometimes referred to as “gamma noise”. More generally, optimizing the choice of
sensitivity measure and choosing an appropriate noise distribution can yield differentially
private ERM algorithms that can be tuned to prior information or assumptions on the data
set [14].

Other approaches to ERM have been proposed. The exponential mechanism comes
with better theoretical guarantees, although it is prohibitive computationally [20]. An
approach using genetic algorithms uses very different perturbation methods [161] but
has not been further developed. Another approach is to use randomized approximations
of the loss functions, for example through polynomial approximation. Methods such as
the functional mechanism [157] or Bernstein mechanism [5] are also varieties of objective
perturbation because they randomize the objective function to guarantee privacy. Another
form of output perturbation tries to discretize the parameter space to optimize classification
error [104]. The discretization is computationally expensive but for smaller data sets is quite

promising because it seems to yield better empirical performance.
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Theoretical results for DP ERM methods show how privacy affects the utility as
measured by excess empirical risk, population risk, or parameter error. These results
hold under various analytic assumptions (differentiability, Lipschitz continuity, (strong)
convexity) about the loss function, its gradients, and regularizer, assumptions on the data
(bounds on the norm), and the constraint set for w. For example, a modified version of
objective perturbation is differentially private when the loss function is twice continuously
differentiable and the regularizer is convex (but need not be differentiable) and the nonpri-
vate objective is strongly convex [79, 88]. Output perturbation is differentially private under
a similar set of assumptions [79, 152, 158]. Motivated by the loss functions typically used
in deep learning (see Section 7.4), some works explicitly consider nonconvex optimization
problems [138, 141, 142, 158].

Empirically, several works have shown that approaches using objective perturbation
generally produce better approximations than output perturbation [35, 38, 79]. Relaxing
to (¢, 0)-DP rather than e-DP also results in higher utility estimators in practice. Practical
considerations often preclude the use of algorithms with better theoretical guarantees but
high computational complexity: an algorithm may be polynomial-time (“efficient” in the
parlance of theoretical computer science) but the actual running time may be prohibitive
when the dimension of the data and /or number of samples is large. For example, a version
of the exponential mechanism has better theoretical guarantees [20] under e-DP but a
running time proportional to 11, where 1 is the number of data points. Ultimately, however,
the choice of a “best” algorithm may depend strongly on the actual data set and desired
privacy or utility levels.

7.3.2 Differentially Private Optimization Algorithms

Both output and objective perturbation assume that the optimization can be performed
exactly. While mathematically convenient, the actual implementation of these algorithms
with finite-precision computing raises a number of mathematical and engineering chal-
lenges. Firstly, using standard floating point libraries and numerical computing packages
can result in privacy leakage (see Chapter 9 for a discussion). Secondly, numerical methods
for optimization problems only yield approximate solutions. Thus the actual distribution
of the output of the mechanism, such as the random minimizer wep; in (7.8), will not
be the same as that analyzed in the privacy result. This latter issue was addressed by
Iyengar et al. [78] who propose a method called Approximate Minima Perturbation which
uses objective and output perturbation, adding a noisy term to the objective function and
then to the output and tuning the noise parameters to balance the privacy and utility
guarantees.

A different approach is to introduce noise into the optimization procedure itself.
Numerical methods for optimization are often iterative and by introducing noise during
the iterations we can maintain a privacy guarantee without requiring exact minimization.
Many numerical methods for problems such as (7.6) update using the gradient of the
objective function [107]. A very simple gradient descent (GD) method would compute the
gradient of L(w, D) with respect to w and update w; = w;_1 — 7:VwL(w, D), where #;
is called the step size or learning rate. This approach can be used to minimize the ERM
problem (regularized or unregularized).

Differentially private gradient descent (DP-GD) perturbs the gradient calculation at
each update [20, 125, 134, 150], using bounds on the norm of the gradient vector. More
precisely, for unconstrained ERM, given a data set D and a constraint set C € R”, assuming
that the ¢, norm of the gradient | Vw€(w, x;, y;)| < L, the algorithm performs the following
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iterations (the initial point can be random or set to 0):

1 n
g = Zl Val(We, Xi, i) + Zi (7.11)
1=

w1 = e (Wi — ni8r) (7.12)

where Z; ~ N(0,52%],) and is independent at each iterations. When running T iteration, by
212T log(1/9)

(ne)?
noting an important change in perspective here: we specify the variance of the noise first
and then compute the privacy guarantee: since there are many (¢, J) pairs which use the
same o > we have more flexibility. Using gamma noise in (7.9) we can get an ¢-DP guarantee.

Noisy (projected) gradient descent and variants have been analyzed to characterize
properties such as convergence rates, consistency, minimax optimality, and asymptotic
normality for a variety of loss functions [12, 31, 32, 126]. Differentially private algorithms
for more complex numerical optimization methods have also been proposed and studied,
including Frank-Wolfe [133], Mirror Descent [134], adaptive gradient descent [10, 92], and
Newton’s method [12]. Finally, stochastic gradient descent [20, 125, 134], which we discuss
in Section 7.4, has become the de-facto approach to private optimization for large-scale
problems.

choosing o2 = we can guarantee (€, J)-differential privacy [1, 103]. It is worth

7.3.3 Examples, Alternatives, and Extensions

Differentially private ERM gives algorithms for classification and regression problems in
supervised learning. While many of the algorithms were validated on benchmark data
sets and are hence “generic”, specific applications or problem settings may require more
tailored solutions or extending existing theory. An example of the application-specific
algorithms is a differentially private logistic regression with elastic net regularization that
was developed for use on genomic data [156], which generalizes the scope of the objective
perturbation approach. Examples of the theoretical extensions are differentially private
confidence intervals or significance testing for regression [12, 18, 114, 120, 147].

For the “simplest” problem of linear regression, Cai and Zhang [32] provide an
improved projected gradient descent method which runs in fewer iterations than the gen-
eral ERM approach. However, for this problem there are many different approaches [144],
including adding noise to sufficient statistics, using subsampling and aggregation [106,
124], or sampling from Bayesian posteriors [45, 59, 100, 101, 146], in addition to the
optimization-based methods we discuss here. Wang [144] proposes new Bayesian and
frequentist approaches that generally improve on existing methods across a wide range
of data sets [144]. These new methods are “adaptive” in the sense that the first find a DP
estimate of a property of the distribution (the smallest eigenvalue of the Gram matrix) and
then proceed to use this to tune the DP estimator of the regression coefficients, similar to
the propose-test-release model [48].

Sparsity constraints are often a first step in model or feature selection problems [39, 94,
133, 137]. Differential privacy for sparse linear regression has been studied quite extensively
and several different approaches have been proposed and analyzed, including generaliza-
tions of objective perturbation [88], “boostrapping”-style estimation [137], a differentially
private version of iterative hard thresholding [32], and DP optimization [133]. More
structured sparsity constraints like group sparsity [15] have also been considered [91, 156].

Many of the general approaches to Bayesian inference from Section 7.2.2 can be applied
to regression problems [58, 80, 95, 154, 162]. Algorithms specifically for Bayesian regression
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generally work by perturbing sufficient statistics [24, 69, 90]. One challenge in linear
regression is that both the features/covariates and labels/responses have to be protected,
so there are multiple sufficient statistics to protect corresponding to the covariances and
variances. One important question for practical settings is how to split the privacy budget
between these private estimates [69]. Another challenge is sampling from the posterior,
which can be done by approximating the posterior [69] or approximating the likelihood
of the statistics and using a Gibbs sampler [24]. For GLMs which do not admit sufficient
statistics, polynomial approximations can be used [74] which gives a differentially private
method by adding noise to statistics for the approximation (usually a Gaussian) [90].

Robust statistics [73] also has connections to differential privacy [11, 37, 48, 93, 123]:
finding a robust M-estimator also involves minimizing an objective function where the
log likelihood is replaced with losses that have smaller influence functions. Recent work
has developed output perturbation [11] and objective perturbation [123] approaches to
for differentially private M-estimation with applications to robust versions of linear and
logistic regression.

7.4 Large-Scale Machine Learning

The last decade has seen a massive expansion of machine learning research, primarily
driven by the performance of deep neural networks (NNs) and the development of
software tools and libraries which make it easier for practitioners to use these methods in
a wide range of applications. A major challenge in these applications is the size and scale
involved, with hundreds of millions of training points used to train models with hundreds
of millions of parameters.! Many studies have proposed privacy attacks on ML models (see
recent surveys [50, 70]). The published function of the data here is generally the weights for
the neural network: the architecture itself is generally assumed to be public. Differentially
private deep learning is an active area of research as different domain practitioners try to
evaluate if reasonable privacy-utility tradeoffs are possible for their applications. We will
discuss the dominant approach to privately training deep learning problems [1] and the
associated issues which arise when applying privacy-preserving optimization methods to
large-scale problems.

7.4.1 Private Stochastic Gradient Descent

For applications where the number of data points n is very large, optimizing (7.6) using GD
can be computationally prohibitive since computing VyL(w, D) involves taking gradients
for each term in the empirical risk. The most common approach in ML applications and
software systems therefore is to use stochastic gradient descent (SGD), in which at each
iteration the optimizer chooses a (small) set B; (a “minibatch”) of samples and calculates
the gradient on the batch:

1
gt = @ z VWf("v/ Xi, yl) (713)
iEB[

1 These numbers are ever increasing.
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The algorithm can then update the weights w; = w;_1 — n;g;. Differentially private SGD
(DP-SGD) adds noise to g¢, which involves computing the sensitivity of the minibatched
gradient [1, 20, 125]. The central component of DP-SGD is to privately estimate the mean of
the gradient of the objective function: sampling a minibatch uniformly with replacement
results and adding zero-mean noise for privacy results in an unbiased estimate of the
gradient.

The theoretical properties of DP-SGD for convex optimization problems are fairly well-
understood [19]. One subtlety in DP-SGD algorithms is the way in which the batch is
selected: sampling data points can enhance privacy [17, 87, 145] but some care must be
taken in the design of the algorithm since the privacy implications of sampling with
replacement can be different from sampling without replacement [17]. As with non-private
SGD, many variants of the simple DP-SGD algorithm above have been proposed to get
better privacy-utility tradeoffs. Many of these works try to make the gradient updates
adaptive by changing the batch size [57] or using methods to adapt to the local geometry
or the problem [10, 89, 132, 164]: these improved estimators come with better theoretical
guarantees and/or empirical performance.

7.4.2 Deep Learning with Differential Privacy

Neural networks are almost always trained using SGD, making DP-SGD a natural can-
didate for private deep learning [1]. Many applications use fairly high-dimensional data,
which often means that DP methods have to introduce larger perturbations/more noise,
decreasing utility. This can be helped by introducing more constraints on the data or loss
functions; for DP-SGD we need to control the gradient norms. Unfortunately, practical NN
training can often suffer from the “exploding gradient” problem. This is often ascribed to
heavy-tail phenomena in many data sets. While some recent work has focused on changing
the private estimator of the gradient under heavy-tail assumptions [71, 83, 136, 140], the
most common way that practitioners enforce bounds on the gradient is by “clipping”
(renormalizing) large gradients to control the sensitivity [1, 7,40, 111, 115, 126], even though
this can introduce bias in the gradient estimates and prevent the solution from converging
to the same point as the original problem [12].

Most training algorithms perform multiple passes over the data (“training epochs”) in
which each point is used once. Although privacy can be amplified by random subsampling
(see Chapter 5) each clipped minibatch gradient is a differentially private query, which
means the total privacy risk needs to be controlled using more advanced composition tech-
niques, namely Rényi differential privacy [103] and the moments accountant [1, 98, 145].
When using (¢, 6)-DP, a typical approach to algorithm design is to set the variance of the
noise first and then computes the privacy guarantee in terms of the number of iterations,
allowing for a more flexible tradeoff between the two types of privacy risk € and J. Even
with all of this, in many empirical studies getting the training and test errors close to the
nonprivate baseline requires relatively large values of €. This is to be expected because
training a neural network often involves several epochs, and even with the benefit of the
measure concentration results using Rényi differential privacy [103], the privacy risk still
increases with each epoch.

The high cost of training can be mitigated in scenarios where public data are available.
An alternative approach to private training uses public data to train a differentially private
model: the private dataset is split into disjoint sets which are used for training classifiers.
These are used with public unlabeled data to privately train another model. A simple
form of this was used for linear classifiers in a neuroimaging application [117] but in deep
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learning is called the Private Aggregation of Teacher Ensembles (PATE) framework [109,
110]. In that framework the “teacher” classifiers are trained on the private data in a non-
private manner. However, they are only used to produce labels for the public data — a
differentially private aggregation method then provides a consensus label for each sample.
This approach is less general than DP-SGD because it requires public data and is restricted
to supervised learning problems.

From a practical standpoint, applying differentially private deep learning almost
always has to be done through existing software systems and frameworks for machine
learning [153]. Both TensorFlow? [97] and PyTorch? [155] support differentially private
training of ML models. These systems, both based on Python, support training with DP-
SGD and provide built-in privacy accounting using the moments accountant. The newest
software suite for differentially private algorithms, OpenDP* does not yet support many
machine learning methods, but may do so in future releases.

A practitioner interested in applying differentially private machine learning (and
especially deep learning) should be careful about the implicit assumptions made by using
differential privacy as a framework. Evaluating methods on common benchmark data sets
is important to compare approaches, but many benchmark data sets do not come from
applications where privacy is a primary concern. Thus a DP method for computer vision
may be tested on its ability to distinguish different birds [60] but the real application where
privacy is a concern could be face recognition. A more fundamental challenge is that in DP
we typically assume data records are associated to individuals and a DP algorithm tries to
make it difficult to infer if a particular record is associated to an individual. In many data
sets and applications this association between individuals is not so straightforward. For
example, Brown et al. [28] surveyed the growing literature on privacy-preserving language
modeling and find a mismatch between the model of differential privacy and its application
to natural language data.

|
7.5 Conclusion

In this chapter we surveyed some of the work on differentially private machine learning
and different approaches to privacy-preserving algorithms for unsupervised and super-
vised learning. The astute reader will note that the underlying mechanisms used for many
of these methods are the same basic techniques discussed in Chapters 4, 5 and 6. Typically,
the main challenges in making a machine learning algorithm differentially private are to
determine the best point in the computation apply a standard mechanism and to analyze
the impact of that mechanism on the utility. In many cases, the algorithms take the privacy
parameters (¢, J) as inputs and the effective privacy-utility must be determined empirically
for each data set. For end-to-end privacy, even this exploration of the privacy-utility
tradeoff must be done in a differentially private manner, which is a form of private model
selection that we did not address here.

Since being introduced in 2006 [49], differential privacy has been widely adopted in
machine learning research and new differentially private versions of machine learning
algorithms are published every year [43]. In addition, new software frameworks are

2 https:/ /github.com/tensorflow /privacy
3 https://github.com/pytorch/opacus
4 https://opendp.org/
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emerging to help analysts design and deploy differentially private algorithms [21, 67, 97,
108, 155]. A team designing an analytics pipeline including DP machine learning should
include an expert in differentially private engineering to help address the issues raised in
Section 7.1.2 regarding preprocessing, parameter tuning, and numerical implementation.
By understanding the privacy-utility tradeoff in a wider variety of applications, such
implementations can help spur future algorithm development to further narrow the gap
between theory and practice.
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