
Classifying Tutor Discursive Moves at Scale in Mathematics
Classrooms with Large Language Models

Baptiste Moreau-Pernet
Digital Harbor Foundation
Baltimore, United States

baptiste@levi.digitalharbor.org

Yu Tian
Digital Harbor Foundation
Baltimore, United States

terry@levi.digitalharbor.org

Sandra Sawaya
University of Colorado Boulder

Boulder, United States
sandra.sawaya@colorado.edu

Peter Foltz
University of Colorado Boulder

Boulder, United States
Peter.Foltz@colorado.edu

Jie Cao
University of Colorado Boulder

Boulder, United States
jie.cao@colorado.edu

Brent Milne
Saga Education

Boulder, United States
bmilne@saga.org

Thomas Christie
Digital Harbor Foundation
Baltimore, United States

thomas.christie@levi.digitalharbor.org

ABSTRACT
In mathematics tutoring, using appropriate instructional discur-
sive strategies, called “talk moves”, is critical to support student
learning. Training tutors in the appropriate use of talk moves is
a key component of tutor development programs. However, tutor
development at scale is a challenge. Recent research has shown
that automatic talk moves classification of tutorial discourse can
facilitate large-scale delivery of personalized talk moves feedback.
In this paper, we build on this work and share our current progress
using large language models to classify talk moves in transcripts of
tutoring sessions. We report classification results from fine-tuned
models, prompt optimization, and supervised embedding vectors
classification. The fine-tuned strategy performed best, yielding bet-
ter performance (.87 macro and .93 weighted f1 score in predicting
expert labels) than the current state-of-the-art RoBERTa model. We
discuss trade-offs across methods and models.
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1 INTRODUCTION
Students’ mathematics learning is facilitated by teachers’ invita-
tions to engage in classroom discussions, interact with other stu-
dents’ ideas, and persist in developing their thoughts [12]. Account-
able talk theory provides examples of such discussion moves with
a series of well-defined, knowledge-grounded instructional strate-
gies for eliciting student thinking [20]. These strategies, known as
‘talk moves’, serve as guides for teachers to facilitate productive,
intentional conversation [6, 19].

Sharing personalized feedback with teachers and tutors about
their use of talk moves supports reflection and instructional train-
ing [14]. Analysis of classroom conversations can be used to provide
this feedback, but has historically required costly manual labeling
of talk moves by instructional experts [31]. Performing conversa-
tional analysis at scale requires high-quality automated analysis
of tutoring sessions to identify the talk moves employed by tutors.
The need to provide such feedback at scale increased with the intro-
duction of tutoring platforms such as those created by the National
Student Support Accelerator [1] and Saga Education1.

One recent approach to automated discourse analysis of tutoring
sessions leveraged a RoBERTa-based supervised classifier trained
on the TalkMoves dataset [27] to classify individual tutor utterances.
This classifier achieves talk moves classification with a macro (resp.
weighted) f1 score of .78 (resp. 0.91) on a validation set when com-
pared with expert labels. While this performance was of sufficient
quality to deploy within the TalkMoves application [26], [29] also
reported promising classification results using ChatGPT on student
talk moves, suggesting that Large Language Models (LLMs) might
be successfully employed to analyze talk moves.

In this paper, we build on this work by investigating the use
of LLMs to identify talk moves in video transcripts to support

1https://saga.org/
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tutor training at scale. We compare three LLM-based classifica-
tion approaches: (1) using multi-step prompting with OpenAI’s
GPT-3.5-turbo, (2) embedding utterances and then performing su-
pervised learning on the embedding vectors, and (3) fine-tuning
GPT-3.5-turbo to re-write the transcripts with tags added. The fine-
tuning method performed best, outperforming the state-of-the-art
RoBERTa-based classifier in predicting expert labels. The three
approaches exhibit very different performance, highlighting that
LLM-powered techniques must be applied judiciously to discourse
analysis. Despite this, the success of at least one method suggests
that LLMs can improve existing talk moves classification and per-
sonalized tutor feedback for training at scale.

2 RELATED WORK
Text classification with LLMs can be performed through supervised
and unsupervised learning, serving a wide range of classification ob-
jectives: AI-generated language detection [7], conversation features
[17], sentiment analysis [11], data annotation [13], etc. Common
supervised approaches include using labeled examples to fine-tune
a model on a classification task [10] and training machine learning
classifiers on text embeddings [22, 28]. Unsupervised approaches
use zero or few-shot learning [33] and prompt engineering to induce
general-purpose LLMs to classify user inputs. Other approaches use
a blend of fine-tuned models and reasoning prompting to overcome
LLM context windows limits [24], or use ensembles of LLMs [2].

Until recently, BERT-based models were the state-of-the-art
approach for text classification [23, 23, 27], including the opti-
mized transformer model ‘RoBERTa’ [18, 26]. Lately, these ap-
proaches have been outperformed by LLMs. As few-shot learn-
ers [5], LLMs show better generalization abilities, thereby improv-
ing performance on unbalanced datasets [29]. Their ability to pro-
vide decision rationales via chain-of-thought is also helpful for user
interpretation of classification decisions. LLMs can handle larger
context windows than BERT models, providing valuable context
for classification tasks where an utterance’s context is critical [27].

3 DATA
We analyzed a dataset of 101 transcripts of 20-60 minute in-class
high-school math tutoring sessions. Each session is a math tutoring
lesson record with 1 to 4 students. The data was provided by Saga
Education, which has implemented a high-dosage tutoring model
with small-group, in-class instruction to provide mentorship and
personalization in high-poverty urban schools. Tutor conversations
were encoded using OpenAI’s Whisper Medium speech-to-text
algorithm and anonymized. Utterances were broken down at the
sentence level and labeled by a research group at University of
Colorado Boulder, according to the original Talk Moves classifica-
tion [25]. Two expert raters labeled each transcript and reported
an inter-rater reliability Krippendorff’s alpha of .87 [4] on 14 tran-
scripts. We only considered the tutors’ talk moves, setting aside
student utterances for future work. The distribution of talk moves
categories includes seven, very unbalanced labels (see Table 1). We
used a 90-10 train/test random split (89 and 12 transcripts).

The present dataset uses similar annotation categories as the
‘TalkMoves Dataset’ [25], a larger open-source dataset (567 human-
annotated transcripts) previously released to help scale the analysis

and encoding of teachers’ talk moves. The TalkMoves Dataset en-
abled deeper understanding of teacher and student discourse during
classroom mathematics instruction, and is part of recent research
on scaling teacher discourse analyses from classroom conversa-
tions [3, 8, 9, 15].

Table 1: Distribution of annotated talk moves in the training
and testing sets.

Talk Move Train (25.5k) Test (3.8k)

None 18,624 (73%) 2,802 (74%)
Pressing for accuracy 3,256 (13%) 412 (11%)
Keeping everyone together 2,277 (9%) 377 (10%)
Revoicing 811 (3%) 109 (3%)
Restating 204 (0.8%) 51 (1.3%)
Pressing for reasoning 158 (0.6%) 34 (0.9%)
Getting students to relate to
another’s ideas

92 (0.4%) 16 (0.4%)

4 METHODS
We compared three LLM-based utterance classification methods: (1)
an unsupervised method using binary classifications in a multi-step
prompting fashion; (2) a supervised classification method that used
text embeddings to convert utterances to vector representations,
then classified the vectors using an XGBoost model; and (3) a su-
pervised classification method that prompted an LLM to reproduce
the entire transcript with TalkMove annotations appended to each
utterance. We describe each method in detail below.

4.1 Unsupervised multi-step prompting
To label each utterance with a TalkMove category, we decomposed
the multi-category classification task into multiple binary decision
steps using a technique called prompt chaining [32]. Early exper-
imentation with LLM prompting suggested that a single-prompt
approach (i.e., one rubric describing all categories) suffered due to
both the complex nature of the classification task and the poor per-
formance of GPT-3.5-turbo in handling lengthy prompts. Rubrics
for each binary decision were adapted from the coding manual used
by human raters to annotate the transcripts for talk moves.

To build the chain of prompts, we incorporated several rubrics in
a prompt template where we first provided a general definition of
‘talk move’, inserted the transcription data with the current conver-
sational turn along with the prior and following turns as context,
and then specified the classification task (see supplementary ma-
terials for the prompt template). Each rubric focused on one talk
move category, including its descriptions, examples, and exception
cases (see supplementary materials for the rubrics). In each step, the
LLM was queried to determine whether the current turn was the
target category or not by printing either ‘Yes’ or ‘No’. If the decision
was ‘No’, then the LLM was queried again with the next prompt
in the chain. If the decision was ‘Yes’, the result was recorded and
the same process was repeated for the next turn. Note that if ‘No’
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Figure 1: Example of a ‘Keep Student Together’ talk move
utterance and 7-sentence contexts.

Figure 2: A transcript tagged with correct talk moves, used
as expected ‘assistant’ answer during fine tuning.

was reported for all six categories, the turn would be automatically
identified as the ‘None’ category (i.e., not a talk move). We found
that results were improved by ordering rubrics such that better-
performing rubrics (tested in isolation) were placed earlier in the
chain. The order of the rubrics used in this study was as follows: 1.
Restating, 2. Revoicing, 3. Getting students to relate to another’s
ideas, 4. Pressing for reasoning, 5. Pressing for accuracy, 6. Keeping
everyone together. Apart from prompt chaining, we also adopted
chain-of-thought (CoT) prompting [30] by requesting the LLM to
produce intermediate reasoning concurrently with its final output.

We used OpenAI’s GPT-3.5-turbo model for each step, both be-
cause it facilitates comparison between results from the supervised
and unsupervised methods, and because it is less costly than GPT-
4. To extract contextual information for each conversational turn,
we used a 7-sentence bidirectional context window recommended
by [27] which included 7 preceding and 7 subsequent utterances.

4.2 Supervised classification with text
embeddings

Our second approach involved generating vector embeddings of
each utterance and then training a machine learning classifier using
the embeddings as inputs and human labels as targets. For each
tutor utterance to classify, we concatenated the embedding of the
conversation’s context with the embedding of the utterance itself.
For consistency, we used the same context window of 7 sentences
(Figure 1). We used OpenAI’s embedding API [21], set the vector
embedding output dimension to 256, and used ‘text-embedding-3-
large’, the current best-performing model.

We then trained an XGBoost classifier on the resulting embed-
ding vectors. The true labels are the 7 talk moves’ categories with
a very unbalanced distribution (see Table 1). To account for this
distribution, we performed oversampling by duplicating all sam-
ples from the 3 least frequent classes. We manually tuned XGBoost
parameters to avoid over-fitting.

4.3 Supervised fine-tuning
In our final approach, we used fine-tuning to train GPT-3.5-turbo
to re-write transcripts and append talk moves labels to the end of
each tutor utterance. This approach provided the LLM with more
conversational context. The system prompt instructed the LLM
to reproduce the transcript line-for-line, appending a talk move
annotation in brackets to the end of each tutor utterance. The
system prompt also included an abridged rubric, describing the talk
moves labels and giving a few examples of each. We fine-tuned
OpenAI’s ’gpt-3.5-turbo-0125’ using pairs of unlabeled and labeled
conversation segments of approximately 200 utterances each, as
this roughly corresponded to the model’s maximum output length.

The tagged transcripts produced by the model were parsed to
recover each utterance’s talk move label. The parsing technique
required sentence-level alignment for performance evaluation. We
found that the fine-tuned model correctly produced output that
corresponded utterance-by-utterance to the input for >95% of seg-
ments. Re-requesting a prediction typically fixed any misalignment.

5 RESULTS
We report results in terms of Macro and Weighted f1 scores, which
are commonly used metrics of prediction quality for multi-class
classification problems. All metrics reflect the models’ ability to
correctly predict expert labels for utterances in the test dataset.
High-level averaged results and class-level breakdown are reported
in Table 2.

Fine-tuning GPT-3.5-turbo produced the most promising results,
achieving a macro (resp. weighted) f1 score of .87 (resp. .93) on the
test set. This method outperformed the baseline RoBERTa model by
9 points on the macro f1 score. The most significant improvements
were concentrated in a few categories. The fine-tuned GPT-3.5-
turbo classified ‘Restating’ talk moves with a .95 f1 score compared
to .65 for RoBERTa, and for ‘Getting students to relate to another’s
ideas’ it achieved f1 scores of .75 (GPT-3.5-turbo) vs .55 (RoBERTa).
The fine-tuned model also achieved better performance on the
‘Keeping everyone together’ and ‘Revoicing’ moves (resp. by 7 and
4 points). However, we observed that the RoBERTamodel performed
equally or better on the 3 remaining talk moves.

The embeddings classification method delivered a .43 macro f1
score and .82 weighted f1, which is a lower performance than the
other trained models. Weak f1 scores on some talk moves categories
(’Getting students to realte to another’s ideas’ (.14), ‘Restating’ (.14),
‘Revoicing’(.15)) and to a smaller extent on ‘Pressing for reasoning’
(.35) brought the overall macro f1 score down. It demonstrated
very good performance on ‘None’ (.91 f1 score), the most frequent
category, with average scores on the rest of the talk moves.

Finally, multi-step prompting using GPT-3.5-turbo yielded un-
derperforming results in comparison to both the baseline RoBERTa-
based classifier and our other approaches. The unsupervisedmethod
produced average f1 scores (both macro and weighted) far below
those of other approaches. A detailed breakdown of how the un-
supervised method performed on average and with each label as
presented in Table 2 shows that slightly better results were yielded
for ‘None’, ‘Getting students to relate to another’s ideas’, and ‘Press-
ing for accuracy’, followed by ‘Pressing for reasoning’, ‘Restating’,
and ‘Revoicing’.
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Table 2: Talk moves binary and average classification f1 scores on test set.

Classification setting Binary classification Multi-class average
None KET* Relate* Restating Revoicing Accuracy* Reasoning* Macro f1 Weighted f1

Supervised, RoBERTa-
based classifier

0.95 0.74 0.55 0.65 0.71 0.90 0.97 0.78 0.91

Unsupervised multi-step
prompting

0.54 0.41 0.39 0.33 0.30 0.39 0.37 0.16 0.43

Supervised fine-tuning 0.96 0.81 0.75 0.95 0.76 0.88 0.94 0.87 0.93

Supervised classification
with text embeddings

0.91 0.61 0.14 0.14 0.15 0.71 0.35 0.43 0.82

*KET: Keeping everyone together; *Relate: Getting students to relate to another’s ideas; *Accuracy: Pressing for accuracy; *Reasoning: Pressing for reasoning

6 DISCUSSION AND FUTUREWORK
The purpose of this study was to evaluate whether Large Lan-
guage Models can improve upon state-of-the-art classification of
talk moves in tutorial transcripts in support of tutor training. We
evaluated several LLM approaches and found that fine-tuning GPT-
3.5-turbo produces utterance labels that align better with human
annotations than the baseline RoBERTa approach. Critically, fine-
tuning GPT-3.5-turbo is not an arduous task: it requires a relatively
small dataset of example conversations (less than 100) and a Python
script to break the text into chunks, query the API, and parse the
model outputs. In contrast, RoBERTa is typically trained and de-
ployed on managed compute resources, requiring both configu-
ration and maintenance. Moreover, the fine-tuned GPT-3.5-turbo
model is accessed as any OpenAI model, increasing ease-of-use.

We showed that GPT-3.5-turbo with careful prompting performs
worse. This is not surprising: supervised models learn from many
examples, and the unsupervised approach was not afforded the
same luxury. However, it does challenge the received wisdom that
LLMs are few or zero-shot learners [5], at least in this context.

We explored the supervised classification of embedded utter-
ances to know whether the semantic content of utterances would
effectively encode each talk move category. While overall classifica-
tion results were promising, a few categories performed particularly
poorly. In particular, model predictions ‘Relating’, ‘Restating’, and
‘Revoicing’ were very low quality. As these talk move categories
describe a tutor follow-up to previous utterances, we believe that
sufficient context, and the relationship between the utterance and
that context, are critical for classifying them. It is likely that the
embedding approach does not sufficiently capture that relationship.
This emphasizes that a talk move’s meaning is very context-specific
and not captured solely through vocabulary.

Several possible advantages might explain the success of a fine-
tuned model over the other approaches. First, the 200-utterance
segments of conversation input provided substantially more context
than was available to the other models. A fairer comparison would
provide larger context in the other approaches, though somemodels
(like RoBERTa) have architectural constraints on context length.
Second, in re-writing transcripts with talk move tags appended,
the token production process is similar to using chain-of-thought
methods. Chain-of-thought allows LLMs to produce a sequence
of statements whereby the models can condition each token on

all tokens already produced. Similarly, appending tags to tutor
utterances allows the model to utilize both the utterance itself and
all past turns to determine the appropriate talk move label. This
supposition is supported by its high performance on exactly those
context-specific categories: Relate, Restating, and Revoicing.

Furthermore, the fine-tuning strategy with GPT-3.5-turbo pro-
vides top performance at an average inference cost of $0.20 per
tutoring session, cheaper than the prompt chaining method ($.75),
but higher than embeddings classification ($.02). Costs depend on
model providers and are subject to change.

We intend to explore several avenues to extend this work. First,
both prompts and chain-of-prompt sequencing have potential for
improving the unsupervised approach, as well as prompt optimiza-
tion tools such as DSPy [16]. Second, we avoided using GPT-4 in this
analysis due to its prohibitive costs in production but using more
powerful models could substantially improve results. It may be a
scalable option if costs decrease. We would also like to investigate
the use of open source LLMs. Third, the supervised classification
of text embeddings included a few parameter choices that could be
modified. We used small embedding dimensions, fearing that large
ones would lead to model overfitting. However, this assumption
could be tested and collecting a larger dataset may alleviate this
problem. Finally, all approaches except the fine-tuned model are
constrained by a bi-directional context of 7 utterances around the
‘target’ utterance to be classified. While we expected this to provide
sufficient context, a larger context window might be beneficial.

In conclusion, LLMs are useful for automated analysis of tutoring
transcripts at scale, but only when fine-tuned and used in a man-
ner that leverages their unique strengths. The fine-tuned strategy
requires an upfront training cost, but produces highly efficient pre-
dictions of tags: Each utterance must be included as input exactly
once, whereas the other approaches require each utterance to be
included in the context of multiple utterances (14 in this study).
This reduces the number of input tokens used for context, massively
decreasing the labeling cost for tutoring sessions at scale.
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