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Toward extracting the scattering phase shift from integrated correlation
functions. II. A relativistic lattice field theory model
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In the present work, a relativistic relation that connects the difference of interacting and noninteracting
integrated two-particle correlation functions in finite volume to infinite volume scattering phase shift
through an integral is derived. We show that the difference of integrated finite volume correlation functions
converges rapidly to its infinite volume limit as the size of the periodic box is increased. The fast
convergence of our proposed formalism is illustrated by analytic solutions of a contact interaction model,
the perturbation theory calculation, and also the Monte Carlo simulation of a complex ¢* lattice field theory

model.
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I. INTRODUCTION

Few nucleon interactions provide crucial inputs to
nuclear many-body studies of matter: such as the neu-
tron-star equation of state and stability of neutron-rich
isotopes [1], exotic decays of various nuclei [2], and
experimental searches for new physics beyond-Standard-
Model particles [3]. The fundamental theory of nuclear
physics is quantum chromodynamics (QCD), the theory of
the strong interaction between quarks mediated by gluons.
The only model-independent and systematically improv-
able method for computing the properties and interactions
of nucleons directly from QCD is lattice QCD (LQCD),
which is the Euclidean spacetime formulation of QCD on a
finite and discrete lattice in a periodic hypercubic box. As
the consequence of calculation in Euclidean spacetime and
in a finite box, the energy spectra become discrete, no
asymptotic states and no direct access to scattering ampli-
tudes are available, and finite volume effect must be taken
into account.

To map out nucleon-nucleon scattering amplitudes in the
LQCD calculation, the Liischer formula [4] has been
widely used, which relates discrete energy levels of finite
volume systems to their scattering phase shifts in a compact
form. The typical two-step procedure follows: (1) first,
extracting the low-lying energy spectrum by fitting
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exponential decaying behavior of correlation functions in
Euclidean spacetime, and looking for the plateau in
temporal correlation functions when Euclidean time is
large enough so that the lowest energy level becomes
dominant and correlation functions are free of excited states
pollution; (2) the discrete energy spectra thus are converted
into scattering phase shifts by applying the Liischer
formula. The two-step Liischer formula approach has been
proven to be very successful in the number of applications
especially in the meson sector (see, e.g., Refs. [5-17]). The
formalism has been quickly extended to include inelastic
effects, such as a coupled-channel effect and three-body
problems (see, e.g., Refs. [17-47]). Unfortunately the
application of the two-step Liischer formula approach in
two-nucleon systems is hindered by a few challenges:

(i) The signal-to-noise ratio (S/N) [48,49] in stochastic
evaluation of the path integral for the correlation of
two-nucleon systems at large Euclidean times be-
haves as

R(7) X~ (my=3me)r (1)

where my and m, are the nucleon and pion mass.
Exponentially more statistics are required to over-
come the S/N problem.

(i) A large volume leads to a significant increase of
density of states with small splitting between energy
levels: AE ~ mLN (3%)%, where L is a spatial extension
of the lattice. The required Euclidean time 7 to
display the signal of clear plateau must be
7> (AE)™! ~my(L/2x)?, which could be well
into the region where the noise has swamped the
signal.
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(iii) The difficulties of the Liischer formula approach at a
large volume limit increase significantly due to the
increasingly dense finite volume spectrum and the
large number of interpolating operators that are
required to faithfully project out desired low-lying
energy levels (see, e.g., Ref. [50]).

The challenges have prevented substantive progress on the
calculation of two-nucleon interactions in LQCD. Even
with all the technological advancements in computational
science, there are still no calculations of two-nucleon
systems utilizing the Liischer formula with pion masses
lighter than 300 MeV.

These challenges also motivate exploration of alternatives
to the two-step Liischer formula approach. The HAL QCD
Collaboration potential method [51-55] was developed a
decade ago and may offer an alternative approach to
determining two-nucleon interactions at low energies
without ground state saturation. Unfortunately, results from
the two-step Liischer formula method and HAL QCD
Collaboration potential method do not agree, not even
qualitatively at a very heavy pion mass [49]. The discrep-
ancy between the Liischer formula approach and the HAL
QCD Collaboration potential method is known as the two-
nucleon controversy and poses a severe challenge to the
LQCD prediction on few-nucleon dynamics. Some other
new ideas have also been proposed in recent years, such as
determining scattering amplitudes from finite volume spec-
tral functions in Ref. [50], extraction of spectral densities
from lattice correlators in Refs. [56,57], and extracting phase
shifts from integrated correlation functions [58].

In Ref. [58], we show that the difference of integrated
finite volume two-particle correlation functions between
the interacting and free nonrelativistic particles system to
infinite volume is related to the scattering phase shift, §(¢),
through an integral weighted by a factor e,

() = Co() =8 A ® des(e)e—e, 2)

t=—it T

where C(t) and Cy(¢) are integrated correlation functions
for two nonrelativistic interacting and noninteracting par-
ticles in the finite box, respectively. L stands for the size of
the periodic box, and ¢ and 7 are Minkowski and Euclidean
time, respectively. Most importantly, we also demonstrated
in Ref. [58] that the difference of integrated finite volume
two-particle correlation functions rapidly approaches its
infinite volume limit that is given by the right-hand side of
Eq. (2) at short Euclidean time, 7 < L, even with a modest
small size box. The fast convergence feature of Eq. (2) at
short Euclidean time (z/L < 1) makes it potentially a good
candidate to overcome the S/N problem in the two-nucleon
LQCD calculation. The proposal of Ref. [58] in principle is
free from issues, such as increasingly dense energy spectra
at large volume and ground state saturation. Hence, it also
offers a more suitable framework to overcome the

challenges that the conventional two-step Liischer formula
faces at the large volume limit.

The aim of the present work is to extend the non-
relativistic formalism proposed in Ref. [58] to a relativistic
one. After installing all the relativistic kinematic factors, we
will show later on that the relativistic version of Eq. (2) in
1 4+ 1 dimensions is given by

ety =S [

n=0 EELO)
L—>ool L 1\ e~ ¢

R - : 3
= [ () @)

where E, and EY are eigenenergies of interacting and

noninteracting relativistic two-particle systems, respec-
tively, and m stands for the mass of two identical particles.
The fast convergence of AC(t) into its infinite volume limit
given by the relation in Eq. (3) will be illustrated by (1) an
exactly solvable contact interaction model, (2) a perturba-
tion theory calculation, and (3) a Monte Carlo simulation of
a complex ¢* lattice field theory model.

The paper is organized as follows. First of all, a field
theory model for the study of relativistic spinless particles
interaction is set up in Sec. II. The derivation of the infinite
volume limit of the integrated two-particle correlation
function, its relation to particle scattering phase shift,
and exact solutions and perturbation calculation of contact
interaction results are all presented in Sec. II. The two
dimensional (one spatial and one temporal dimensions)
Monte Carlo simulation test of the ¢* field is presented and
discussed in Sec. III. The discussions and summary are
given in Sec. IV.

II. A LATTICE FIELD THEORY MODEL

In the present work, we will consider a relativistic lattice
field theory model for the interaction of charged scalar
particles via a short-range potential in one spatial and one
temporal dimensional spacetime. The classical action of the
lattice model in two-dimensional Minkowski spacetime is

1 o0 L * *
S:_/ d,/ gy |90 00 _0b b
P 0 ot ot 0Ox 0x

A SR TE O

where the complex ¢(x,) field operator describes a
charged scalar particle of mass m, and it satisfies the
periodic boundary condition

Pp(x+L,t) = ¢(x,1). (5)

The short-range spatially symmetric instantaneous inter-
action potential is represented by V(x) = V(—x).
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A. Two-particle correlation function and its spectral
representation

The two charged scalar particles interaction can be
studied via evaluating the time dependence of the corre-
lation function. The two-particle correlation function is
defined by

Crt; 7'0) = 6(£) (0|O(r, )O7 (¥, 0)[0)

0(=1)(0|0"(r.0)O(r.1)[0).  (6)

where two identical charged particles creation operator
after projecting out center of mass motion (CM) in the rest
frame is given by

1 de

(r, Xy, Xy, ).
O'(r,t) = N \/— ¢(r+ x2,1)p(x2, 1) (7)

The factor 1/+/2 takes into account the exchange symmetry
of two distinguishable charged particles. Inserting the
complete energy basis, Y, |E,)(E,| = 1, between inter-
polating operators, and defining the two-particle relative
wave function by

L)</ 4
. 1 wg ()
E (s — & 7
(E,JO"(7,0)10) = =,

(8)

similarly

L)x
)
VL E,

defines the wave function of two-antiparticle states, where
we have assumed that wave functions of two-particle and
two-antiparticle are identical. The spectral representation of
two-particle correlation function is thus given by

(En|O(r, 1)|0) ©)

o( )ngs)( )Me—i’fn’

;10
C(rt;70) = I E B

0(=1) Ve, (W () w,
+ L ; E, E, (10)
The first and the second terms in Eq. (10) describe two-
particle states propagating forward in time and two-anti-
particle states propagating backward in time, respectively.
In general, both parities contribute to energy states, for
scalar particles considered in this work, only even parity
energy states survived due to Bose symmetry,

wi) (=) = wi (). (11)

n

The noninteracting correlation function is given by

1 cos cos(pr’) _.
i) =g 3 SRS
p=nez Ep Ep
where free two-particle energies are Efl,o) =2/p*+m?
with p —2”” nez.
The two- partlcle relative wave function is required to

satisfy the relativistic Lippmann-Schwinger (LS)-like
equation; see, e.g., Appendixes A and B,

) = [ are - e ). (3)

The relativistic finite volume Green function is defined by
(see, e.g., Refs. [17,39])

1 1 el

q= Znnneza)qE (zwq)z,

Gy (rE) = (14)

where w, =/ g* + m? is the energy of a single particle
with momentum ¢. The relativistic wave function is
normalized in momentum space by

1

1 ~ (L ~ (L)* 5 R ’+5 —n
P ) (p) = E, L0 (1)
pz%.nez 4

where the Fourier transform of the wave function is defined by

~ (L)
Wi, (p) L L ipr
20, :/0 drl//ia")(r)e” . (16)

Using the normalization relation of the wave function in
Eq. (15), we find

©_ ik, 1]

Z 2w,C(pt; p0) :Z , (17)

p*zﬂ nez n=0 "

where the Fourier transform of the correlation function is
defined by

~ L . .y
C(pt; p'0) —/ drdr' e’’’ C(rt;'0)e™'?".  (18)
0

Equation (17) may be considered as the integrated corre-
lation function in momentum space. The difference of

interacting and noninteracting integrated correlation func-
tions is thus given by

1 o -
AC(r) =7 > 2w,[C(pt: p0) = Co(pt: pO)]
p:%,nez
o 1 ,—iE,t ,—iE"t
-y [_"’ ¢ — ] (19)
n=0 E” En
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B. Relating integrated correlation functions
to the scattering phase shift

In momentum space, the two-particle correlation func-
tion along the diagonal direction is given by

C(pt; p0)
(L), N ~(L)*
B 1 1 yg, (p) VE, (p) _iE 1 iE,t
— LZn:Eﬁ £ L, [0(1)e + 0(—1)etn].
(20)
Using identity
o dA e—i/lt
l/_oo27r/1+i0 (1) 2

the particles time forward and antiparticles time backward
propagations can be combined. The momentum space
spectral representation of the two-particle correlation func-
tion along the diagonal direction is thus expressed in terms
of the two-particle Green function by

(58

N di - .
C(pt;pO):i/ Z—G(”(p,p;/l)ff"“- (22)
T

—0o0

The diagonal terms of the momentum space two-particle
Green function is defined by

~ L . .

GY(p,p:E) :/ drdr' ¢’?" G\ (r, v, E)e~iP" (23)
0

where the two-particle Green function is given by

(L) (L)x( 1

1 1 wg (Nyg (r')
G(L) , /;E _ q q

(rnriB) =7 w, E2—E2+i0

q:z%,n ez 1

. (24)

and E, = 2w, = 2\/q* + m*. Hence, the difference of
integrated correlation functions is given in terms of Green’s
functions by

o d) .
AC() =i / A2 i

w0 2T
1 ~ -

xr 3 20,60 (p.pi2) = G (p. i)
p72ml’”ez

(25)

where the Fourier transform of Green’s functions are
defined in a similar way as in Eq. (18).

Next, using the relativistic Friedel formula relation in
infinite volume (see Appendix A 3),

oodp (oo ~(00
/ 4P\ (& (. ps E) - G (. )]

oo 27T
_ e 0s)
B ”Amzd (S_Ez_io)z’ (26)

where §(E) is the scattering phase shift of two scalar
particles, at a large volume limit, the difference of inte-
grated correlation functions thus approaches

AC(1) "2 —1[” dss(v/5) [i/_m@

T Jam? ooﬂ(s—/12—i0)2 '

(27)

e—iﬂt

Completing the integration in brackets, a compact form of
the large volume limit of the difference of integrated
correlation functions can be found,

Ac ==L é B de&(e)% (i) (28)

t=—it JT m

This relation that is also listed in Eq. (3) is our main result.
Using an exactly solvable model and perturbation theory in
Sec. IIC and Sec. IID, respectively, we show that the
difference of integrated correlation functions converges
rapidly to its infinite volume limit.

C. Exactly solvable model with a contact interaction

Considering a contact interaction,
V(r) = Vyb(r), (29)

the action in Eq. (4) is thus reduced to a complex scalar ¢*
theory action. The finite volume LS equation in Eq. (13)
yields the quantization condition

1
— =G{"(0;E). (30)
Vo

where finite volume free two-particle Green’s function is
defined in Eq. (14).

Using scattering solutions in infinite volume, Eqs. (A3)
and (A8) in Appendix A, the potential strength V, is related
to infinite volume free particle Green’s function by

— =Re[Gy™ (0 E)] - p(E) cos 6(E).  (31)

where the analytic expressions of Gém) (0;E) and p(E) are
given in Eqs. (A6) and (A7), respectively (see details in
Appendix A). The quantization condition can be rewritten
in a form that is known as the Liischer formula,
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cos§(E) =

Re[G{(0; f)] -Gy (0: E) . (32)

(E)

The right-hand side of Eq. (32) is typically referred to as a
zeta function that is associated with the long-range geom-
etry of a lattice (see, e.g., Ref. [4]). Let us rearrange the
Liischer formula to

6(En) + ¢(En) = nrm, (33)

where subscript-n in E,, is used to label the nth eigenenergy
of the system, and

Re[G{™ (0; E)] -
p(E)

& (0;E)

¢(E) = —cot™! { + Iz, (34)

where [ € Z. The Ix is added to keep ¢(E) as a monotonic

function and prevent jumping at branch points when E =

2,/(2”") + m?* where n € Z [see, e.g., Fig. 1(a)].

The fast convergence of relation

© eEt ooE)T) Lo 1 [o d (e
Z[—En ——} — _;/m deé(e)%< - > (35)

n=0 EE'LO)

can be verified numerically, where interacting energy
levels are determined by the quantization condition in
Eq. (33). The free particles energy levels are given by

EY =2 (#21)2 + m*. The phase shift is computed by

O(E)+¢(E) vs. nt

FIG. 1.

—Ept _g0)
curve) vs AC(t) =) 2, [eEE —EE(’[’»’
p

m=1and Vy=35.

] (dashed red curves) with L =3, 5,

using Eq. (31). The difference of the finite volume
integrated correlation functions approaches its infinite
volume limit rapidly [see, e.g., Fig. 1(b)].

D. Leading order result of the
perturbation calculation

The fast convergence of the difference of integrated
correlation functions to its infinite volume limit can also be
checked straightforwardly by perturbation theory. The
perturbation calculation can be carried out in a similar
way as demonstrated in Ref. [58], and the leading order
contribution is given by

C(r,t;7,0)=Cy(r,t;7,0)

V
= 10/ xz/dxz/ dt/dx”

x Dy (r+xy—x" 1= ") D3 (x, —x" 1 —1")
Dy (x" =¥ = x,, ") D3 (" =, ") + O(V3),  (36)

where the free two-particle propagator is defined by

de ] eikxeiet
Dy (x.1) = ’/ > o 67
271- k= zLﬂﬂE.Ze _(k +m>
Carrying out space and time integration, we find
C(r,t;7,0) — Cy(r,1;1,0)
o0
de
_— / G (1 e)G (F16) + O(V2),  (38)
oc,27r
1 d e
AC(t) vs. —;E;deé(e);e -
OIOOJ""I L B S S B B B B R B R T T
—0.02' B
—0.04' B
—0.06' B
—0.08}_":3 A
00 o5 10 15 20 25 30
=it
(b)

The energy spectra and difference of integrated correlation function plots: (a) 6(¢,,) + ¢(e,,) (solid black curves vs nz (dashed
red lines) with L = 3, and energy spectra are located at intersection points of black and red curves; (b) —1 [ des(e) 4

L (<) (solid black

10. The rest of the parameters are taken as
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where the finite volume free particles Green function,
G (r;€), is defined in Eq. (14). Using the definition of
the difference of integrated correlation functions in Eq. (19)
and further carrying out the integration of e, the leading
order result of the perturbation calculation is given by

1

t=—it VO T+E —E.t
AC(H="=2 > ¢ Bt 4+ O(V3), (39)

L 2
k=*nezZ

where again E; = 2vk?> + m? is the total energy of two
particles. At the large volume limit, it thus approaches

—00 dk?
ACH) "= —v, / i

Ek —E‘r
nd 2w B T+ O(VG).  (40)

On the other hand, using the Taylor expansion of
scattering phase shift,

S(Ey) =

-G HOd). (41)

we thus find

1 [ d (e T
_Z dedle) —
Jt/zm €<€)d€<e)

o dk 1\ e~
:—VO/ ﬂ<r+—> ¢ —+O0(V}), (42)

0 €k €

where €, = 2vk> + m?*. This is indeed consistent with
perturbation calculation.

III. MONTE CARLO SIMULATION OF THE
COMPLEX ¢* LATTICE MODEL

In this section, the formalism is tested by carrying out the
Monte Carlos simulation of the complex ¢* lattice model,
which describes charged scalar particles interacting with a
contact potential. The results are compared with the result
by using the Liischer formula. The Euclidean spacetime
lattice ¢* action is given by (see, e.g., Ref. [35])

Se=—x 3

X, T 0,1,

+(1-22)) |¢(x.7)P

(x +f,, 7+ 7,) +cc.

(43)

where (x,7) refer to discrete coordinates of the Euclidean
L x T lattice site: x€[0,L —1] and 7€[0,7 —1]. The
lattice spacing, a, is set to unity. The (7,,7,) denotes the
unit vector in direction (x,7) on a periodic square lattice.
The parameters (k,A) are related to bare mass m, and
bare coupling constant g, of interacting term £ |¢|* by

m§ =124 — 8 and gy = % (see Ref. [35]). The ¢ ﬁeld in the

¢* lattice model has been rescaled:
$(x.7) = V2xP(x, 7).

The numerical simulation is carried out by the hybrid
Monte Carlo (HMC) algorithm, and the details of the HMC
algorithm are described in Ref. [35].

The single-particle and two-particle correlation functions
are defined, respectively, by

J DPDY’ $(x, 7)¢" (x', 0)e =
[ D¢pDgT et

C?(x7,x'0) = (44)

and

[ DpDe" O(r,7)OF (', 0)e5E
[ DD ¢ ’
where the relative motion of the two-particle interpolating

operator is defined in Eq. (7).
The individual energy levels can be projected out by

v (pr) = >

xx' €[0,L-1]

C2¢) (rz,r0) = (45)

eiPxC($:24) (xz,x'0) e~iny (46)

wherep:ZZ—",ne[—%—l—l,%}.

A. Simulation test for the noninteracting case: A=0

For noninteracting particles by setting A =0 in the
Euclidean action in Eq. (43), the analytic expression of
the correlation functions can be found. The single-particle
correlation is given by

1 =
C(()¢> (x7,x'0) = eklx

7 G, (k,7), (47)

k:Zml

and the two-particle correlation function is given by

) 1 ne(-5+14

Cé d))(rr, r0) = I cos(kr) cos(kr')[G, (k. 7)]%,
=
(48)
where
1 n€0.7-1] eloT

Gylk,7) == .

¢< 7 T Z 2—2cos w—2cos k+2 coshm

271
W= T

(49)

In the above expressions, the lattice spacing a has been set
to unity, and the lattice spacing can be installed easily, such
as by replacing @ by the dimensionless argument in
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cos(aw). At the limit of 7 — oo and also taking lattice
spacing to zero (a — 0), we find

—yT
T—oo €~ Yk

G, (k, ,
d)( T) a:)O 2a)k

(50)

and single and two-particle correlation functions approach

nez —w T
(¢) 1oy T2 1 k() €
Cy (x7,x'0) ajozl;me (x=x') 5 (51)
and
T—>oo 1 nez 2wt
CE)Z{/’) (x7,x'0) Z cos(kr) cos(kr’) 5. (52)
k 27m ( a)k)
where o, = V&> + m?.

The individual energy level can be extracted by projec-
ting the correlation functions into momentum space along
the diagonal direction,

C(¢ 2¢) (p.7) = Z

xx' €[0.L—1]

eipxC(()¢'2¢) (xz,x'0)e P, (53)

and, thus, we find

—w,T

1 () T € 7
_C 3 - G( El ) 54
7 Co (p.7) =Gy(p.7) = 20, (54)

where p =22 ne[-5+1,4], and

L #00 %p 2T 0p €2
—C ,7) =—=-[Gy(p, , 55
LG ) =G = 55, NE (55)
where the symmetry factor ¢, is defined by
2, if p=0,
6,=4¢13% Iifp=n, (56)
1, otherwise.

At the limit of a >0 and T — oo, the integrated
correlation functions of free particles approach

(¢> 1 HE[_%+1 ] T—>oo nes e "
o= S @ ZZw (57)
p_Zzn Zﬂn

and

nelbid

2, 1 aL
@ =r Y 2w

_2nn

L

~(2
18" (p.7)

n € [0,00] 20,7

T—o0
, 58
a:)O > 2(0P ( )
8
where
o\ =cosh™[1 + cosh m — cos p] T pP . (59)

The simulations for noninteracting charged scalar par-
ticles are performed with the choice of the parameters:
k = 0.1213, and 4 = 0. The temporal extent of the lattice
and the spatial extent of the lattice are fixed at 7 = 100 and
L = 80, respectively. For each set of lattice, one million
measurements are generated.

The mass of a single particle is measured by fitting
projected single-particle correlation function C (p,7)
with p =0, and we find m = 0.3502 £ 0. 0032 Using
the single particle’s mass as input, the comparison of the
analytic expression of effective mass, where

(¢.24)
D20 C (p T)
méf/f /)(p,r) = IHW’ (60)
Co " (pt+1)
vs lattice data are plotted in Figs. 2(a) and 2(c). The plots of
projected single-particle and two-particle correlation func-

tions C‘Ef/’ 20) (p,7) that are defined in Egs. (54) and (55) vs
lattice data are shown in Figs. 2(b) and 2(d). The plots of

integrated correlation functions, (/’ ) (r)/L, that are
defined in Egs. (57) and (58), vs lattlce data are shown in

Figs. 3(a) and 3(c). We also plot 1 — C(¢ 2¢>( )/C ¢2¢ (7)
in Figs. 3(b) and 3(d) to illustrate good agreement between
lattice data and analytic expression of free single-particle
and two-particle correlation functions.

B. Contact interacting cases: A # 0

1. Extracting phase shift from integrated
correlation function

The simulations for interacting charged scalar particles
are performed with the choice of the parameters:
k =0.1286, and A= 0.01. The temporal extent of the
lattice is fixed at 7 = 120, and various spatial extents of
lattice L’s are computed.

The mass of a single particle is measured by fitting
projected single-particle correlation function C 0 )( ,7)
with p =0, where we find m ~ 02720j:00015 The
examples of the single-particle effective mass of lattice
data are plotted in Fig. 4(a), and the single-particle mass as
a function of lattice size L is
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FIG. 2. Comparison of (a),(c) single-particle and two-particle effective mass m g

27m

where p = <%
p — 27m
100 and L = 80.

(61)

where m =0.272£0.0015 and ¢ =0.31+0.05, in
Fig. 4(c). The plot of the integrated single—particle corre-
lation function vs data, 1 — ( )/ Clat (7), is shown in
Fig. 4(b). The difference of 1ntegrated two-particle corre-
lation functions between lattice data and the noninteracting

analytic expression, AC®?)(z), is plotted in Fig. 4(d),
where AC?%)(z) is defined by

acth@) =l @) - P (62)
and
(20) 1M e
Clat (T) :Z Z 2wP Cldt (p’T)‘ (63)

2</>)
, n = 0 (black error bars), 1 (blue error bars), and 2 (purple error bars); (b), (d) & pn)

0.001

(d) CN'é%) (p,7)/L vs. lattice data.

2,
(9:2) (p,7) =1In W (red band) vs lattice data,

(red band) vs lattice data, where

, N = 0 (black error bars), 1 (blue error bars), and 2 (purple error bars). The model parameters are taken as k = 0.1213, 1 =

The analytical expression of noninteracting particles cor-
relation function Céw)(r) is defined in Eq. (58), and a)g,a'L)
is defined in Eq. (59). The contact interaction coupling

strength can be extracted from AC??)(7) [see Fig. 4(d)],
and we find

Vo = 0.196 = 0.030. (64)

Similar to the nonrelativistic case [58], both interacting and
noninteracting particles correlation functions are divergent
as L — oo and 7 ~ 0, where the divergent part behaves as
Cl(Z(/’ (z~0) & L In L. The divergent parts are canceled out
so that AC?)(7) remains well behaved as L — co. The
cancellation of divergence is crucial; hence, the accurate
representation of C(()2¢) (7) is important. The consequence is
that AC??)(z) is sensitive to the mass of the ¢ field near
small Euclidean time that ultimately generates large uncer-
tainties near 7 ~ 0.
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(red band) vs lattice data (black error bars); (b).(d) plot of 1 — C*)(z)/C\?*"(¢) (black error

bars); the red error band is also plotted. The model parameters are taken as x = 0.1213, A =0, 7 = 100, and L = 80.

2. Comparison with the Liischer formula result
The individual two-particle energy levels can be extracted
by applying the generalized eigenvalue method [59]
CO(2)¢, = In(7,70)CP)(7)&,, (65)
where 7, is a small reference time and is set to zero in this

work. The two-particle correlation function matrices is
defined by

[CEO(D)],

[ 2 / —ip'x
o eP*C) (xz, x'0)e~ ' .

xx' €[0,.L-1]

(66)

A simple form of 1,,(z,0) = e~£7 is used in the data fitting

for 7 €0, 8]; see the example of the effective mass of two-
particle data in Fig. 5(a). To extract the scattering phase shift
or coupling strength for the contact interaction, the two-
particle lattice energy spectra are fitted by using the Liischer
formula.

Two different versions of quantization conditions are used
in this work: first of all, the zero lattice spacing limit version

of the quantization condition in Eq. (33) that is nothing but
the Liischer formula. Second, we also use the finite lattice
spacing version of the quantization condition by taking into
consideration the finite lattice spacing effect (a = 1)

1 a
— =G\"(0.E), (67)
Vo
where
nel-Lt+14
(a.L) 1 2 1 1
G, (0,E) =— T — (68)
L p:z}_’—” O)E, )EZ _ (20)5; ))2

As described in Sec. I C, Eq. (67) can be rewritten to the
familiar Liischer formula form. Two versions of quantiza-
tion conditions make a negligible difference at low-lying
energy spectra [see, e.g., Fig. 5(b)]. The value of the
coupling strength extracted from lattice data is

Vo = 0.165 £ 0.040,
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FIG. 4. (a) Plot of single-particle and two-particle effective mass mi}?( p,7) =In_j= (p) , where p = 2Lﬂ, n = 0 (black error bars),

61(::) (pr+1)
1 (blue error bars), and 2 (purple error bars). The red dashed lines represent the free particles energy level, and the solid red lines and

red bands are the center value and its error band of interacting energy levels. (b) Plot of 1 — Cf)@ (r)/ Cl(;/:) (7) (black error bars), and the

red error band is also plotted. (c) Single-particle mass as a function of lattice size L, m(L) = m + ﬁ e~ where m = 0.272 4 0.0015
and ¢ = 0.31 + 0.05. (d) Plot of AC#) (7) for lattice data with various L’s ranging from L = 10 (green error bars), 20 (blue error bars),
30 (magenta error bars), and 40 (black error bars) vs its infinite volume limit (solid red curve and red band). The lattice data are plotted
off-site horizontally for better visualization. The model parameters are taken as x = 0.1286, 4 = 0.01, and T = 120.

which is slightly lower than the value by fitting the difference =~ where the finite volume energy levels are determined by
of integrated correlation functions. the quantization condition in Eq. (67) or the Liischer
formula at the zero lattice spacing limit in Eq. (33). In
terms of spectral representation results, we observe that
the lattice data seem to prefer the value of the coupling
strength, Vj = 0.196 £ 0.030, which is extracted from the
integrated correlation function in Sec. III B 1. The spectral
representation of AC?#)(z) with V, ~0.196 agrees well

3. Spectral representation check

As a consistent check, we also compute the difference of
integrated two-particle correlation functions by its spectral

representation with lattice data. The example of the comparison of
nel-Li14 Lpeb, el ACP?)(7) by spectral representation vs the lattice data

ACH) (1) = %p [e roo_er ] result is shown in Figs. 6(a) and 6(b), where the result
= 2 E(p“’L) 2(01(;”” of using the zero lattice spacing limit version of the

Liischer formula in Eq. (33) is also plotted in Fig. 6(a).

Tooo Xl remEpr oEy't Again, the finite lattice spacing quantization condition in
[E_,, - W] ’ (69) Eq. (67) and the zero lattice spacing limit version of the

r quantization condition in Eq. (33) make negligible
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value and its error band of interacting energy levels. (b) Comparison of two-particle energy spectra lattice data vs the Liischer formula by
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FIG. 6. (a) Comparison of AC2¢) (7) by using spectral representation in Eq. (69) vs the lattice result (black error bars) for two sets of
Vo’s: Vo = 0.196 + 0.030 (purple) and Vy = 0.165 + 0.040 (red). The blue dashed curve is produced by using the zero finite spacing
limit version of the Liischer formula in Eq. (33). (b) Comparison of spectral representation of AC?%)(z) with various L’s for fixed
Vo = 0.196 £ 0.030: L = 10 (green error bars), 20 (blue error bars), 30 (purple error bars), and 40 (black error bars) vs lattice data. Only
the center value curves are plotted. The model parameters are taken as 7 = 120 and m = 0.272.

(2¢)

difference in spectral representation results. The patten of convergence of AC!
at

convergence of both lattice data and spectral representa- Figs. 4(d) and 6(b).

tipn of ACP?)(7) as increasing L is displayed in The coupling strength of the contact interaction potential

Fig. 6(b). is extracted by two different approaches

(1) Fitting lattice data of AC), 2‘/’ (7) with its infinite
volume limit form in the right-hand side of

Eq. (3 find the value of ling strength: Vy =
With the set of lattice model parameters k = 0.1286 and 0%9(6 ):i:VZ)e();g [seee \;:ai;e ;( dg]o. HPTIE Streng 0

A = 0.01, the difference of integrated correlation functions,

(7) is observed and displayed in

4. A short summary

(2) . _ (2) The low-lying two-particle energy levels with vari-
ACy, " (z), for various L’s and a fixed T = 120 are ous L’s ranging from L = 10 up to 80 are extracted

computed. The mass of the ¢ field is m ~ 0.272. The from projected two-particle correlation functions,
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and then fitting lattice data of low-lying energy
levels by using the quantization condition in
Eq. (67), the coupling strength is thus extracted:
Vo = 0.165 + 0.040 [see Fig. 5(b)].

(3) The spectral representation of AC?#)(z) in Eq. (69)
is also computed with Vy = 0.196 and plotted in
Fig. 6(b).

Overall, the result by using the Liischer formula to fit
low-lying energy spectra and the result by fitting
AC®?)(7) agree with each other within errors. The
possible cause on the difference of V,’s from two
approaches may be that the Liischer formula fits only
low-lying energy spectra; however, the integrated corre-
lation function is the result of summing all energy levels.
Fitting the difference of integrated correlation functions is
more like a “global fit.” In principle, the lattice data in the
integrated correlation function contain inelastic contribu-
tions as well; however, the main result in Eq. (3) is only
formulated based on the assumption of the existence of the
elastic channel. The inelastic contributions are suppressed

by exponentially decaying factor “—

However, since the mass of the single ¢ field is only
m ~ 0.272, the four-particle threshold starts at 4m ~ 1.1,
which is not too heavy; they may still have some residual
effects near 7 ~ 0. The data in Figs. 4(d) and 6(b) near
7 ~ 0 start going wild, which may be the indication of an
inelastic contribution.

We remark that for the simple (1 + 1)-dimensional
lattice model with a contact or short-range interaction
potential, the scattering phase shift can be parametrized
by a single parameter, V), which represents the strength of
the short-range potential:

for large 7.

Ent
n

Re[GS™ (0 E)] — -
G ] o

5(E) = cot™!

where the analytic expression of G(()w)(O;E) is given in

Eq. (A6). In 1+ 1 dimensions, the contact interaction
potential strength, V), is free of ultraviolet divergence, so it
is convenient to use it as a free parameter for the scattering
phase shift directly at the scope of current discussion. In
general, the scattering phase shift is usually parametrized in
terms of a few free parameters and kinematic factors based
on either chiral perturbation theory or K-matrix formalism
(see, e.g., [24,25]). The free parameters of the analytic form
of the scattering phase shift can be associated with the
renormalized coupling strength, mass of resonance, etc. For
instance, the coupling strength of the contact interaction
potential in 3 + 1 dimensions suffers ultraviolet divergence
and must be renormalized, and the parametrization
of the scattering phase shift is hence given in terms of
the renormalized coupling strength [see, e.g., Eq. (75)
in [17]].

C. Sanity check on inelastic contribution

As another sanity check about consistency between the
Liischer formula and the fitting AC®%)(z) approach, two
possible ways of suppressing inelastic channel contribution
may be the following: (1) reducing coupling strength, since
a four-particle contribution may start at the order of V3; and
(2) increasing the mass of the ¢ field; hence, the threshold

of the four-particle contribution is lifted and the inelastic
e—E,,r

contribution is suppressed by “z— factors.

1. Perturbation calculation check

First of all, we reduce the coupling strength and compare
results from the lowest order perturbation calculation,
spectral representation of AC?%)(z) in Eq. (69), and also
the low-lying two-particle spectra. The lattice model
parameters are reset to k= 0.1235 and 4= 0.001.
The single-particle mass and coupling strength now are
around m = 0.267 £0.002 and V, = 0.025 £ 0.008,
respectively.

The perturbation calculation in Euclidean spacetime can
be carried out as described in Sec. II D, also taking into
consideration the finite lattice spacing, and we find

1 ne-5+14%
2¢ a,L ~(2¢
ACER () =1 205" MG (p.0). (71)
=4
where
N v nel0,7-1]
a 0 it
AR (pa) =~ Y e Gylp)P. (72)
o

and the finite volume two-particle Green function is
defined by

1 n' €[0,T-1] 1
G ,0) = —
29(P, ) T Z;n, 2—2cos @ —2 cos k+2 cosh m
===
1
X .
2 —2cos(w— ') —2cosk+2cosh m
(73)
At the limit of 7 — oo and zero lattice spacing,
T—oo 1 1
G , — 74
2¢(p Cl)) a:)O a)p CU2 + (2wp)2 ( )
and
24) T T+,
~(2¢ —00 O, o
ACpen (p,T) a:)O _VO (2wp)£e WpT (75)
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(a) Perturbation result with Vp ~ 0.025 vs. lattice data.
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(b) E??) with weak coupling Vo ~ 0.025.

FIG. 7. (a) Comparison of the complete perturbation result of ACéﬁﬁ) (7) given in Eq. (71) (dashed blue curves) vs approximation
expression in Eq. (76) (red band) vs AC®?)(z) by spectral representation in Eq. (69) (dashed purple curve) vs lattice data of L = 30
(green error bars), 40 (blue error bars), and 50 (black error bars). (b) Comparison of two-particle energy spectra lattice data vs spectral
generated by the Liischer formula (red band) for weak coupling Vj ~ 0.025. The model parameters are taken as k = 0.1235, 4 = 0.001,
T = 120, and m = 0.267.

Hence, the perturbation result at the limit of zero lattice
spacing in Eq. (39) is recovered. It can be shown numeri-
cally [see, e.g., Fig. 7(a)] that except at = 0, Eq. (71) can
be well approximated by

Eq. (69), is also shown in Fig. 7(a). With the same set of
coupling strength, V;, = 0.025 &£ 0.008, the low-lying two-
particle spectra are computed by using the finite lattice
spacing version quantization condition in Eq. (67) com-

pared with lattice data [see Fig. 7(b)]. Overall, the con-

el-Lr1dp 4 1 _ sistency is excellent.

2 Vv 2(1)(7'L) _op\@b)
Acéeﬁ) (T) == fo Z T,)3€ 20p . (76)
p=22 (2wp"") 2. Heavy ¢ field check

Next we also increase the mass of the ¢ field by setting
lattice model parameters to x =0.122 and 1 = 0.01.
The single-particle mass and coupling strength in this case
are about m = 0.500 £ 0.001 and V, = 0.271 £ 0.030,
respectively.

The example of lattice data of AC?#)(z) vs perturbation
results is plotted in Fig. 7(a), as the comparison, the result
of AC(Z‘/’)(T) by computing the spectral representation in

— 77— 77— — T

0.00
-0.01

-0.02 £@#) 1. :

AC®9(7)

-0.03

-0.04

10 20 30 40 50 60 70 80

(2) Heavy ¢ field with m ~ 0.500 vs. lattice data. (b) E®?® with m ~ 0.500 and Vo ~ 0.271

FIG. 8. (a) Comparison of the heavy ¢ field infinite volume limit of AC?#) (7) (solid red band) vs the spectral representation of
ACEP) (7) in Eq. (69) (dashed colored curves) vs lattice data of L = 6 (brown error bars), L = 10 (green error bars), 20 (blue error bars),
and 30 (black error bars). (b) Comparison of two-particle energy spectra lattice data vs spectral generated by the Liischer formula (red
dashed curve) for the heavy ¢ particle and coupling Vy ~0.271. The model parameters are taken as x = 0.122, A= 0.01,
T = 120, and m = 0.500.
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The lattice data of AC%)(z) vs its infinite volume limit
results are plotted in Fig. 8(a), and the result of AC?%)(7)
by computing the spectral representation in Eq. (69) is also
shown in Fig. 8(a). With the same set of coupling strength,
Vo = 0.271 £ 0.030, the low-lying two-particle spectra are
computed by using the finite lattice spacing version
quantization condition in Eq. (67) compared with lattice
data [see Fig. 8(b)]. Again, both approaches show excellent
consistency.

IV. SUMMARY AND DISCUSSION

In summary, a relativistic formalism that connects the
difference of interacting and noninteracting two-particle
correlation functions to the scattering phase shift by an
integral is derived, and the main result is shown in Eq. (3).
The difference of finite volume two-particle correlation
functions converges rapidly to its infinite volume limit near
small Euclidean times as the size of the finite box is
increased. Hence, the proposed approach may have a good
potential to overcome the S/N problem in the lattice
calculation of two-nucleon interactions.

The numerical tests are conducted by (1) analytic
solutions of an exactly solvable contact interaction model,
(2) perturbation calculation, and (3) Monte Carlo simu-
lation of the ¢* lattice field theory model.

In Monte Carlo simulation of the ¢* theory, the model
with four different sets of parameters is calculated, and the
single-particle mass and coupling strength are extracted
accordingly (see Table I). The first set (x, 4) = (0.1213,0)
represents noninteracting ¢ fields, and it is used to check
the lattice dispersion relation, as well as agreements of
analytic expressions of noninteracting correlation functions
vs lattice data. The second set (k,1) = (0.1286,0.01)
represents interacting particles with a mass of m ~ 0.272
and a coupling strength of V ~ 0.20 (our approach) or
Vo~ 0.17 (Liischer formula approach). The coupling
strengths extracted from two different approaches differ
slightly within errors. The difference may be caused by an
inelastic channel contribution: the Liischer formula
approach fits only low-lying energy spectra, but the
integrated correlation function approach fits the sum of
all energy levels and may be considered as a “global fit”

TABLE 1. List of sets of ¢* model parameters (x, 1), and
corresponding single-particle mass and coupling strength V.

(k,4) m Vo

(0.1213, 0) 0.350 £ 0.003 0

(0.1286, 0.01) 0.272 +£0.003  0.20 £0.03 vs 0.17 £ 0.04
(0.1235, 0.001)  0.267 +0.003 0.025 £+ 0.008
(0.1220, 0.01) 0.500 £ 0.001 0.27 £ 0.03

approach. The inelastic contributions are not yet included
in our formalism at the current scope, which may show at a
small Euclidean time region. At the current ¢* lattice
model, there are no three-to-two particles coupling, so the
inelastic threshold starts at 4m ~ 1.1, and the inelastic

“_EE:T near 7 ~ 0.
As a sanity check, two other sets of parameters are chosen
to simulate scenarios of (1) weak coupling strength V ~
0.025 with m ~0.267, and (2) heavy mass m ~ (0.5 with
Vo ~0.27. The inelastic contributions are suppressed in
both scenarios: (1) four-particle interaction shows up at an
order of V3 in a weak coupling scenario, and (2) the 4¢
threshold starts now at 4m ~ 2 in a heavy mass scenario.
Numerically, both scenarios show good agreement between
the proposed approach and the Liischer formula approach.
On the other hand, the inelastic effect and coupled-channel
dynamics should be installed and studied in a more
rigorous way, which will be carried out in our further
publications.

At last, we comment that both the Liischer formula
approach and the integrated correlation function approach
proposed in this manuscript have their own pros and cons.
The Liischer formula offers a model-independent way of
extracting elastic scattering phase shifts, which convert one
energy level from the lattice calculation into one point of
phase shift directly. However, it suffers difficulties at a large
volume calculation or S/N problem. On the other hand, the
integrated correlation function approach in principle is also
a model independent approach [see, e.g., Eq. (3)].
However, the difference of the integrated correlation
function is related to the phase shift by an integral, and
hence, the phase shift cannot be pulled out from lattice data
point-by-point directly. Instead, we have to first model and
parametrize the scattering phase shift in terms of a few
parameters and kinematic factors based on either the chiral
perturbation theory or the K-matrix formalism. The phase
shift can then be obtained by fitting lattice data of integrated
correlation functions with these free parameters through an
integral. The advantage of the integrated correlation func-
tion approach is that it shows the rapid convergence as the
volume is increased, and it also shows potentials to over-
come the S/N problem, which may be useful in the
nucleon-nucleon interaction lattice calculation.

effects are not significantly suppressed by
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APPENDIX A: RELATIVISTIC TWO-PARTICLE
SCATTERING SOLUTIONS IN INFINITE
VOLUME

1. Relativistic Lippmann-Schwinger-like equation
and scattering amplitude

For the short-range interaction, the scattering of
relativistic particles may be well described by relati-
vistic Lippmann-Schwinger-like equation (see, e.g.,
Refs. [17,39]), where the relativistic Lippmann-Schwinger—
like equations can be derived from Bethe-Salpeter equations
with an assumption of the “instantaneous interaction
kernel” [17,39].

In the present work, a contact interaction is considered,

V(r) = Vyé(r);

hence, only even parity states are affected by interaction.
The scattering solutions can be found in Appendix B in
Ref. [17]. The relative scattering wave function satisfies
LS-like equation

Wi (r) = cos(kr) + G5~ (r. EQVow(0). (A1)

E? . .
where k = Vi m? is the relative momentum of two

particles in the CM frame and free particles of Green’s
function are defined by

G(oo)( E) /°° d(] 1 el
rE) = — )
0 00 20\ /@ + m? E* = 4(q* + m?) 4 i0
(A2)
The scattering amplitude is introduced by
(E) = 1 (A3)
L -Gy (0 E)
and hence, the wave function can be rewritten as
yi? (1) = cos(kr) — (EGE™ (r ). (A4)

The function G(()°°) (0; E) is an analytic function of E? with a
branch cut starting at threshold 4m?,

o 1 [e 1 1
G 0E)=— [ as . .
27 Jamr /s (s — 4m?) E —s' 410

(AS)

The analytic expression of G(()m) (0; E) can be found rather
straightforwardly,

- E)[ E—2m®+ /EX(E? — dm’
6(0;8) = >[In ™t VEE = dm’)
/1 2m

— inf(E - 2m)] , (A6)

where

PI0 o S —

2\/E*(E* —4m?) (A7)

The scattering amplitude can be parametrized by a phase
shift,

1 2 -1 1 1
HE) = = , A8
(E) p(E) 2i p(E)cotd(E) — i (A8)
and the on-shell unitarity relation is determined by
Im[t~}(E)] = —0(E — 2m)p(E). (A9)

The scattering amplitude can also be expressed in terms
of the Muskhelishvili-Omnes (MO) representation [60,61]

that is sometimes also referred to as the N/D
method [62,63] (also see, e.g., Refs. [64-69]),
1Lf® e 5(\/5)
[(E) = NerJam? "2, (AlO)

L[ e d0A
where N = t(2m)e Jor 275 s a constant factor.

2. Two-particle Green’s function
and its spectral representation

Relativistic two-particle Green’s function may be intro-
duced by Dyson equation

G (r,/;E)
=Gy~ (r=r;E) + G5 (E)VoG™)(0,7;E), (A1)

and the analytic solution is thus given by

G (r, 7 E) - G(()°°>(r - r;E)

= =G\ (r,E)1(E)G\™ (¥ E). (A12)

Spectral representation of Green’s function is given by

G(°°>(r, r';E)

- /mdq 1w (s () +sin(gr) sin(gr)

q
27\ /@ + m? E?—E2+4i0

s

(A13)
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where E, = 21/¢* + m?. The sin(gr) is the wave function
of odd parity states that will be canceled out between
interacting and noninteracting Green’s function and do not
contribute on the right-hand side of Eq. (A12).

3. Integrated Green’s function and its relation
to the scattering phase shift

Using Eq. (A12) and the analytic expression of free
particles Green’s function in Eq. (A2), we find
G (p.p;E) -G (p—p:E)

B 1 d [ 1 1

_7Z‘E — l
w/p2+m2( )dE2 \/p2+m2E2—E§+l.0

where the momentum space Green’s function is defined by

(A14)

G(“’)(p,p’;E):/ drdr' e’’’ G (r,r;E)e” P . (AlS5)

Hence, the difference of integrated Green’s functions is
given in terms of the scattering amplitude by

[t

= ln[( )l-

)(p, psE) = G5~ (p = p; E)]

(A16)

Using the MO representation of the scattering amplitude in
Eq. (A10), thus we finally find

/ dp \/p +m2[G) (p, p;E) = Gy (p - pi E)]
1 5(5)
- _;Amz BETE 07 (A17)

The imaginary part of Eq. (A17) yields

dp |- 0 ~ (c0)* ~ (0,00 ~ (0,00)%
/ [ (P () — e ()™ (p)]

2772(0,,
PRI (A18)
- dEk k)
where
(0,00 Ok p + Ok -
02 (p) = 2w, LKL PR (A19)

Equation (A18) may be considered as the normalization of
the scattering wave function, and the finite term on the
right-hand side of the equation is the result of the boundary
condition of scattering solutions (see discussion in
Ref. [70]). As the matter of fact, when condition

0 for E£E  (A20)

dp 1 ()
/_ R 2%1// (P (p) =

is imposed, the on-shell unitarity relation of the scattering
amplitude in Eq. (A9) can be further generalized to

= [G5™ (0: E) — Gy (0: E)]r* (E')1(E).
(A21)

1(E) — 1" (E')

APPENDIX B: RELATIVISTIC LIPPMANN-
SCHWINGER-LIKE EQUATION IN FINITE
VOLUME AND RANDOM PHASE
APPROXIMATION

In this section, we show that the relativistic Lippmann-
Schwinger—like equations can be derived from random
phase approximation (RPA) [71]. The Hamiltonian of the
lattice field theory defined in Eq. (4) is given by the free
particles term

R lneZ e A
0 :zz a)p(a;r,ap—l—b;bp), (B1)
p=
and the interaction term
3 L[t ()2 ()2
= [ st BWPVE-DBO)E (B2)
where
neZ
eirial, 4 er¥h s, (B3)
27m
where @, = \/p? +m?. The a,(a,) and 13;(13,,) are

creation (anmhllatlon) operators of particles and antipar-
ticles, respectively, and they satisfy commutation relations,

@y, &) = by, b)) = L5,

(B4)
Based on the RPA assumption, the two-particle states
can be created by creating two particles from vacuum or
equivalently by annihilating two antiparticles in the vac-
uum, so the two-particle wave function is defined by

79 (p) = <E|%apa-p|o> (B5)
and
79 (p) = <E|%13pb_p|o>, (B6)
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where superscripts (a) and (b) are used to label the
two-particle wave functions created by two different
mechanisms.

The dynamical equations of two-particle states under
RPA are derived from

1| sajalJlo = ) @)
and
g - (b)
(E] [H%b,,b_,,} 0) = 50(;).  (BY)

where H = H,+ H, is the full Hamiltonian operator.
After some length calculations, we finally find coupled
equations,

~ (a) 1 1
E ( )_2—
w, E-2w,
nez
USS L o i@ o g ®)
X2 Y 5=V =l () + e ()]
1 2mn’ wl’/
==
(B9)
and
(b) L 1 1
Vi (P) 2w, E+ 2w,
1 nez 1 . . N
- Vip-p) o (0) + 32 ()]
L / Znn’zwp/
="

where V(p) = [L dre’"V(r) is the Fourier transform of
the interaction potential. Two equations can be combined
together by defining

~ ~ (a ~ (b
we(p) =7 (p) + W (), (B11)
and we thus find
l/~/E(P) 1 1 1 EL 1/7E(Pl)
= Vip=p' . B12
20, %Ez—(zprLp& (P=p) g, (B12)

Next let us define the coordinate space wave function by

l nez ) ~
y/%L)(r) — Z Z e—lprsz(p) . (B13)
—27n a)P
=
and we thus find
nez ip(r=r')
Wy [l L e Vi
v = [Farl; Y. o m G| MW )
=T
(B14)

which is consistent with the result that is derived from
Bethe-Salpeter equations with an assumption of the
“instantaneous interaction kernel” [17,39].
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