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Figure 1. Visualize Deep Networks in the Brain. The training objective of the brain encoding model is to predict the brain’s fMRI signal
in response to an image stimulus. 3D visual brain surface is flattened into 2D for better visualization. (D Image features are extracted from
a pre-trained network. (2 Feature selection for each voxel is randomly initialized and learned using the brain encoding training objective.
The selection is factorized in the layer/space/scale axis; the topological constraint improves selection smoothness and confidence. 3
Linearized brain encoding model. @ After training, linear weights are used to cluster channels. We use the resulting brain-to-network
mapping together with the known knowledge of the brain to answer the question “how do deep networks work?”.

Abstract

We developed a tool for visualizing and analyzing large
pre-trained vision models by mapping them onto the brain,
thus exposing their hidden inside. Our innovation arises
from a surprising usage of brain encoding: predicting brain
JMRI measurements in response to images. We report two
findings. First, explicit mapping between the brain and
deep-network features across dimensions of space, layers,
scales, and channels is crucial. This mapping method, Fac-
torTopy, is plug-and-play for any deep-network; with it, one
can paint a picture of the network onto the brain (liter-
ally!). Second, our visualization shows how different train-
ing methods matter: they lead to remarkable differences
in hierarchical organization and scaling behavior, growing
with more data or network capacity. It also provides in-
sight into fine-tuning: how pre-trained models change when
adapting to small datasets. We found brain-like hierarchi-
cally organized network suffer less from catastrophic for-
getting after fine-tuned.

1. Introduction

The brain is massive, and its enormous size hides within
it a mystery: how it efficiently organizes many specialized
modules with distributed representation and control. One
clue it offers is its feed-forward hierarchical organization
(Figure 2). This hierarchical structure facilitates efficient
computation, continuous learning, and adaptation to dy-
namic tasks.

Deep networks are enormous, containing billions of pa-
rameters. Performances keep improving with more training
data and larger size. It doesn’t seem to matter if the network
is trained under the supervision of labels, weakly super-
vised with image captions, or even self-supervised without
human-provided guidance. Its sheer size also hides another
mystery: as its size increases, it can be fine-tuned success-
fully to many unseen tasks.

*: Equal advising.
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What can these two massive systems, the brain and deep
network, tell about each other? By identifying ‘what’ deep
features are most relevant for each brain voxel fMRI predic-
tion, we can obtain a picture of deep features mapped onto a
brain (literally), as shown by the brain-to-network mapping
in Figure 1.

The key insight is that deep networks trained with the
same architecture, but different objectives and data, pro-
duce drastically different computation layouts of interme-
diate layers, even if they can produce similar brain en-
coding scores and other downstream task scores. For ex-
ample, we found intermediate layers of CLIP align hier-
archically to the visual brain. However, there are unex-
pected non-hierarchical bottom-up and top-down structure
in supervised classification and segmentation-trained mod-
els. Moreover, for many models, when scaling up in param-
eters and training data, they tend to lose hierarchical align-
ment to the brain, except CLIP, which improved hierarchical
alignment to the brain after scaling up.

Suppose the brain’s hierarchical organization is a tem-
plate for efficient, modular, and generalizable computation;
an ideal computer vision model should align with the brain:
the first layer of the deep network matches the early visual
cortex, and the last layer best matches high-level regions.
Our fine-tuning results show that networks with more hi-
erarchy organization tend to (qualitatively) maintain their
hidden layers better after fine-tuning on small datasets, thus
suffering less (quantitatively) from catastrophic forgetting.
We conjecture that better alignment to the brain is one way
to find a robust model that adapts to dynamic tasks and
scales better with larger models and more data.

Our analysis crucially depends on a robust mapping be-
tween deep 4D features: spatial, layer, channel, and scale
(class token vs local token) to the brain. Our fundamen-
tal assumption is that this mapping should be: a) brain-
topology constrained, and b) factorized in feature dimen-
sions of space, layer, channel, and scale. This is important
because independent 4D image features to brain mapping
are highly unconstrained, and learning a shared mapping
across images, with brain-topology constraint and factor-
ized representation, is statistically more stable.

Our contribution is summarized as the following:

1. We introduce a factorized, brain-topological smooth se-
lection that produces an explicit mapping between deep
features: space, layer, channel, and scale (class token vs
local token) to the brain.

2. We pioneer a new network visualization by coloring the
brain using layer-selectors, exposing the inner workings
of the network.

3. We found that brain-like hierarchically organized net-
works suffer less from catastrophic forgetting after fine-
tuning.

L: The Algonauts 2023 competition: http://algonauts.csail.mit.edu/

2. Background and Related Work

Hierarchy of the Visual Brain In Figure 2, visual brain
is organized into regions, each region has specialized func-
tions. Image processing in visual brain is organized in a
hierarchical and feed-forward fashion. Starting from re-
gion V1 to V4, neurons were found to have increasing
receptive field size and represent more abstract concepts
[14, 15, 65], the late visual brain has semantic regions such
as face (FFA), body (EBA), and place (OPA, PPA).

high-level

Figure 2. Image features (selected channels) for brain ROIs.
V1 is orientation filtering, V4 segmentation, FFA face-selective.

Brain Encoding Benchmarks Open challenge and com-
petitions on brain encoding model have generated broad
interests [9, 10, 19, 51, 52, 59, 62]. Large-scale open-
source datasets are growing rapidly in both quantity and
quality [2, 7, 18, 24, 31]. The Algonatuts1 2023 competition
[19] is the first to use a massive high-quality 7-Tesla fMRI
dataset [2]. The high-quality and large-scale of this datasets
enabled models that can recover brain-to-space mapping
from naturalistic image stimuli [47], which was only pos-
sible with synthetic stimuli [15]. Our brain encoding model
methods is a direct extension of the Algonauts 2023 com-
petition winning method Memory Encoding Model [67]. In
this work, we added a scale axis for feature selection.

Explain Brain by Deep Networks After fitting brain en-
coding models to predict brain response, gradient-based
methods have been used to explain how brain works:
orientation-selective neurons in V1 [16, 37, 47], category-
selective regions in late visual brain [28, 34, 35, 42, 45,
50]. Gradient-based methods can also generate maximum-
excited images [4, 20, 30, 55, 66]. Meanwhile, studies try
to find the best performance pre-trained model for each
brain ROI [12, 40, 49, 61, 70] from a zoo of supervised
[27, 29, 44, 54], self-supervised [8, 21, 23, 32, 41], image
generation [46], and 3D [38, 48, 58] models. Features can
be efficiently cached and are plug-in-and-play [22, 57, 60].
Different from the main-stream study that use deep net-
works to explain the brain’s functionality. In this work, we
use existing knowledge of the brain’s functionality to ex-
plain feature computation in deep networks.
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Figure 3. Topological Constrained, Factorized, Brain-to-Network Selectors for CLIP. Top: factorized-selectors trained with topolog-
ical constraints improved confidence of the mapping (color brightness) and mapping smoothness (colored as Section 3.2). Bottom left:

individual layer-selector weight &'*¥e”

, note layer 4 is mostly aligned with V1, and the last two are aligned with the body (EBA) and face

(FFA) region. Bottom right: space-selector ©°?*““: 3D voxels, dots, are mapped to the image space with color dots indicating the layers.

For later layers, only center image regions are selected.

3. Methods: Brain Encoding Model

Figure 1 presents an overview of our methods. In the brain
encoding task, one needs to predict a large number vox-
els (vertices), of visual cortex’s fMRI responses as a func-
tion of the observed image. This encoding task is under-
constrained: since each subject has her/his unique men-
tal process, a successful brain encoding model needs to be
highly individualized, thus significantly reducing the train-
ing example per voxel. Most of the current approaches treat
each brain voxel independently. This leads to a major reduc-
tion in signal-to-noise ratio, particularly for our analysis.

Our fundamental innovations are two-fold. First, we en-
force brain-and-network topology-constrained prediction.
Brain voxels are not independent but are organized locally
into similar “tasks”, and globally into diverse functional re-
gions. Similarly, Neural networks show local feature simi-
larity across adjacent layers while ensuring diversity for far-
away ones. The local smoothness constraints significantly
reduce uncertainties in network-to-brain mapping.

Second, we propose a factorized feature selection across
three independent dimensions of space, layers, and scales
(local vs global token). This factorized representation leads
to a more robust estimation because feature selection in
each dimension is more straightforward, and learning can
be more efficient across training samples. For example, the
spatial feature selection only needs to find the center of the
pixel region for each brain voxel, similar to retinotopy. The
layer or scale selection estimates the size of the pixel re-
gion: the early layer typically has a smaller receptive field
size. Note that the factorized feature selection is soft: multi-
ple layers or spatial locations can be selected, as determined
by the brain prediction training target.

3.1. Factorized, Topological Smooth, Brain-to-
network Selection (FactorTopy)

We used a pre-trained image backbone model (ViT) to pro-
cess input image X into features V. The entire feature V' is
organized along four dimensions: space, layer, scale (class
token and local tokens), and channels.

The current state-of-the-art methods [2] compute a layer-
specific, scale-specific, 2D spatial feature selection mask to
pool features V' € RLXCXHEXW along spatial dimension
H x W into a vector of RLXC where L denotes layer and
C is channel. Instead, we propose a factorized feature se-
lection method where, for each voxel, we select the corre-
sponding space, layer, and scale in each dimension.

Essentially, a voxel asks: ‘What is the best x-factor for

my brain prediction?” where the x-factor is one of the layer,
space, scale, or channel dimensions.
1) space selector. selSpace : RN*3 — gspace ¢ RN*2,
maps brain voxels’ 3D coordinates into 2D image coordi-
nates, where N is number of voxels. We used linear inter-
polation Interp to extract fo’lcal € RIXC,

2) layer selector. selLayer : RN*3 — Glaver ¢ RNXL

produces wﬁfllyer € [0, 1] weight for each layer [, such that

SOF L OMWeT — 1. We take a weighted channel-wise aver-
age of feature vectors ;) across all layers.

3) scale selector: selScale : RNV*3 — Gscale ¢ RNX1
computes a scalar ¢5°*¢ € [0,1] as the weight for local
Slocal

plocal vs global token &7/"*. Note that 719! is unique

EN

for each voxel, 79'?** is same for all voxels.
Taking weighted averages over channels across layers
could be problematic because channels in each layer rep-

resent different information. We need to preemptively align



the channels into a shared D dimension channel space. Let
B; be a layer-unique channel transformation:

channel align. B;(V;) : RE*M 5 RPXM "where M =
(HxW+1).

The brain encoding prediction target ¥ € is
beta weights (amplitude) of hemodynamic response (pulse)
function [43]. Denote scalar y; the individual voxel i €
{1,2,..., N} response. To obtain the final brain prediction
scalar y;, we apply feature selection across the channels:

4) channel selector. w; : RP — R!, where w; answers,
‘Which is the best channel for predicting this brain voxel?’
Putting it all together, we have

]RNXl

V =viT(X)
7,7 = Interp(a;P**; Bi(V))) M
L

_ ~layer ~ scaley —=local ~ scale —global
v = E W (1= @& )" + &; 2 )
=1
Yi = vyw; +b;

Topological Smooth. The factorized selector explicitly
maps the brain and the network. The topological structure
of the corresponding brain voxels should also constrain this
mapping. The smoothness constraint can be formulated as
Lipschitz continuity [3]: nearby brain voxels should have
similar space, layer, and scale selection values. We apply
sinusoidal position encoding [38] to brain voxel.

3.2. Visualization and Coloring

To visualize layer-to-brain mapping, we assign each voxel
a color cue value associated with the layer with the high-
est layer selection value: argmax; (@'ver) € RV*1 We
assign voxel color brightness with a confidence measure
s € RVX1 of Qlayer.

L ~layer ~layer
21 W, logw;,

12
P %IOg%

Note that s; equals 1 when cbﬁayer is a one-hot vector,

and O when it is uniform. In Figure 3, we compare layer-
selector trained with vs. without topological smooth con-
straints using this layer-to-brain color scheme. Topological
smoothness significantly improved selection certainty.

@
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4. Results

For a fair comparison, we keep the same ViT network ar-
chitecture while varying how the network is trained and the
dataset used (Table 2). In Fig. 5, we display network layer-
to-brain mapping for several popular pre-trained models.
An overview of our experiments:

1. What can relative brain prediction scores tell us?

2. How do supervised and un-supervised training objec-

tives change brain-network alignment?

3. Do more data and larger model sizes lead to a more evi-
dent hierarchical structure?

4. What happens to a pre-trained network when fine-tuning
to a new task with small samples?

5. Can the network channels be grouped to match well with
brain functional units?

Dataset We used Nature Scenes Dataset (NSD) [2] for
this study. Briefly, NSD provides 7T fMRI scan when
watching COCO images [33]. A total of 8 subjects each
viewed 3 repetitions of 10,000 images. We used the prepro-
cessed and denoised single-trail data of the first 3 subjects
[43]. We split 27,750 public trials into train validation and
test sets (8:1:1) and ensured no data-leak of repeated trials.

4.1. Brain Score for Downstream Tasks Prediction

The key finding is that a network with a high prediction
score on a specific brain region is better suited for a relevant
downstream task. CLIP, DiNOv2 and Stable Diffusion have
overall high performance.

Let R2 =1 — Z(yq,m - fgi,m)2/2(yi,m - gi,m)Q be
the brain score metrics, R? is computed for each voxel ¢
over the test-set m. We report the raw score without di-
viding by noise ceiling or averaging repeated trials [19].
We compared the brain score for each model to the ‘max’
model constructed by model-wise maximum for each voxel.
We show the raw R? in Figure 4, and ROI-wise root sum
squared difference to the ‘max’ in Table 1.

Model Dataset Root Sum Squared Difference R? |
\21 V2V3 OPA EBA FFA PPA

Known Selectivity orientation navigate body face scene
max 0.237 0.215 0.097 0.185 0.186 0.134
CLIP [44] DC-1B [17] 0.032  0.023 0.011 0.015 0.005 0.006
DiNOv2 [41]  LVD-142M 0.033  0.026  0.021 0.013  0.008 0.007
SAM [29] SA-1B 0.037 0.033 0.025 0.065 0.056 0.033
MAE [23] IN-1K 0.031 0.025 0.008 0.029 0.017 0.009
MoCov3 [8] IN-1K 0.032 0.027 0.014 0.031 0.015 0.011
ImageNet [13] IN-1K 0.037 0.032 0.024 0.028 0.019 0.015
SD (T20) [46] LAION-5B [53] 0.047 0.050 0.029 0.056  0.052 0.032
SD (T40) [46] LAION-5B 0.031 0.030 0.021 0.018 0.019 0.013

Table 1. Brain Score. Raw R? for max of all models and root sum
squared difference for other models.

Figure 4 shows that the fovea regions of early visual
cortex are highly predictable, and so are higher regions of
EBA and FFA, followed by PPA. In Table 1, we found Di-
NOvV2 and CLIP predict well on EBA and FFA but poorly
for early visual regions; MAE and SAM are the opposite.
Stable Diffusion (SD) features, described in the next sec-
tion, perform well in all regions. This finding is consis-
tent with recent works that show SD features are helpful
for many visual tasks, from segmentation to semantic cor-
respondence [56, 64]. It could also explain why a combina-
tion of DINOV2 for coarser semantic correspondence with
SD for finer alignment could work well [60, 68].
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Figure 4. Brain Score. Left: raw brain score R?. Right: difference of score to the model-wise max score (left). Insights: 1) CLIP and
DiNOV2 predict semantic regions better but relatively weak for early visual, 2) SAM and MAE are better at early visual region but weaker
for body (EBA) and face (FFA) region, 3) Stable Diffusion (SD) shows a good prediction in all regions overall.

4.2. Training Objectives and Brain-Net Alignment

The key finding is training objective matters: 1) supervised
methods show a more detailed delineation of network-to-
brain mapping compared to self-supervised ones; 2) Ima-
geNet and SAM show the last layer mapped to the middle
region of the brain; 3) Stable Diffusion features show more
detailed delineation between the time steps than between
the UNet encoder or decoder layers.

The layer multi-selector output indicates, “within one
model, which layer best predicts this brain region?”. Even
though the mapping differs for subjects (Figure 5), the pat-
tern of subject difference is consistent in both CLIP and Im-
ageNet models: subject #3 had considerably low confidence
in early visual brain, and subjects #2 and #3 are missing the
FFA (face) region that subject #1 has.

For supervised pre-trained models, Figure 5 shows
CLIP’s [44] last layer is close to EBA for subject average
and EBA/FFA for subject #1, probably because the training
data contain languages related to body and face. Surpris-
ingly, ImageNet’s [13] last layer is close to the mid-level
lateral stream, suggesting that simple image labels are more
primitive than text language. SAM’s [29] final layer is close
to the mid-level ventral and parietal stream, indicating seg-
mentation as a mid-level visual task. These observations
suggest a bottom-up feature computation and top-down task
prediction in ImageNet and SAM.

For the self-supervised models, the final layer of Di-
NOv2 (DiNOv1+iBOT) [6, 41, 69] and MAE [23] is miss-
ing from the network-to-brain mapping, which indicates
the last stage of un-supervised mask reconstruction deviates
from the brain tasks. For MoCov3 [8], there’s a trend that
the second-last layer matched more with the ventral stream
(“what” part of the brain) than the parietal stream (“where”
part), indicating self-contrastive learning is more focused
on the semantics rather than spatial relationship [60].

We also analyzed Stable Diffusion [46] by 1) fixing the
time step and selecting layers, and 2) fixing the UNet de-

coder layer 6 and selecting time steps. We followed the “in-
version” [36] time steps feature extraction and used a total
of T=50 time steps. In Figure 6, layer selection showed that
the diffusion model has less separation for early and late re-
gions; this was true for both T=25, T=40, encoders and de-
coders. Time step selection showed diffusion model early
time steps (T<25) deviate from the brain tasks. The con-
fidence (Section 3.2) of time step selection was relatively
high for EBA at (T=30) and for mid-level visual stream
at (T=35, T=40). Overall, our results indicate that 1) the
diffusion model has less feature separation across layers but
instead is separated across time steps, and 2) global features
are more in the middle-time steps, while local features are
more aligned with the mid-to-late time steps.

4.3. Network Hierarchy and Model Sizes

The key findings are: 1) CLIP shows a more substantial
alignment of hierarchical organization with the brain; 2)
when scaling with more data and bigger model size, CLIP
shows an improvement in its brain-hierarchical alignment,
while others show a decrease.

We propose a measure called hierarchy slope by putting
predefined brain ROI regions into a number-ordering and
fitting a linear regression as a function of their layer selector
output &', We used only coarse brain regions and did
not consider feedback computation in the brain.

Hierarchy slope Leti; = Y1 L=L1%°" be a scalar that

I—1

represents vector layer selector weights &'*Y°", such that
i; € [0,1]. We pre-defined a four-level brain structure: 1)
V1, 2) V2&V3, 3) OPA, 4) EBA. Voxels inside these ROIs
are assigned with an ideal value ¢; € {0,0.33,0.66,1}. We
fit a linear regression ¢; = [t; + €, where slope 5 measures
brain-model alignment, by = € and b; = 5+ € measures the
proportion of early and late layer not being selected.

We found that both qualitatively (Figure 5) and quantita-
tively (Table 2), layer-to-brain alignment is best in the CLIP
model. Furthermore, the hierarchy slope increases as CLIP
scaled up both model size and data (slope 0.32 for M, 0.50
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Figure 5. Layer Selectors, Brain-Network Alignment. All models are ViT architecture, number of layers is marked in the colorbar
x-axis. Brightness is confidence measurement (defined in Section 3.2), and lower brightness means a softer selection of multiple layers.
Top: average of three subjects, base size 12-layer model. Middle: subject #1, 12 layer small(S) and base(B) model, 24 layer large(L)
model, 32 layer huge(H) model, 40 layer gigantic(G) model. Botfom: subject #2 and #3, base size 12-layer model. Insights: 1) CLIP
layers align best with the brain’s hierarchical organization, 2) ImageNet and SAM last layer align with mid-level in the brain, indicating
their training objectives aimed at mid-level concept; 3) DiNOv2: with a larger model, its hierarchy no longer align with the brain.

Model CLIP [26] ImageNet [13] SAM [29] DiNOV2 [41] MAE [23] MoCov3 [8]
Size  L/14  B/I6 B/32 BA2 L B H L B G L B H L B L B S
Data  IB[I7] 140M 14M 14M  IN-1K[I3] SA-1B [29] LVD-142M [41] IN-1K [13] IN-1K [13]
R4 0132 0131 0117 0083 0.117 0121 0.120 0.117 0111 0.123 0.125 0128 0132 0.129 0128 0.124 0.127 0.126

slope T 0.53 050 032 011 027 039 008 010 015 016 025 041 020 037 032 030 033 040
b | 0.35 038 049 060 041 045 0.58 063 067 076 066 0.50 046 047 055 040 052 051
by T 0.88 0.88 082 071 0.68 083 066 073 082 092 092 091 066 084 087 070 085 091

Table 2. Layer Selectors, Brain-Network Alignment. Brain-network alignment is measured by slope and intersection of linear fit (defined
in Section 4.3). Larger slope means generally better alignment with the brain, smaller by means better alignment of early layers, and larger
b1 means better alignment of late layers. R? is brain score. Bold marks the best within the same model. Insights: 1) CLIP’s alignment to
the brain improves with larger model capacity, 2) for all others, bigger models decrease the brain-network hierarchy alignment.
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Figure 7. fine-tuned to Small Datasets. Left: example images from ISIC and EuroSAT. Right: layer selector (Colored as Section 3.2)
before and after fine-tuning. The whole network is fine-tuned. Insights: CLIP fine-tunes with less change in the existing computation.

for L, 0.52 for XL). CLIP M and S models were trained with
the same model size but smaller data; the S model dropped
hierarchy slope significantly (0.11). ImageNet, SAM, Mo-
Cov3, and DiNOvV2 models show decreased hierarchy slope
when scaling up: their late (or early for DiINOv2) layers
were less selected for bigger models, indicating a decreas-
ing hierarchical alignment with the brain.

4.4. Fine-tuned Model

The key findings are: 1) CLIP maintains a hierarchical
structure and uses less re-wiring for downstream tasks; 2)
DiNOv2 and SAM tend to re-wire their intermediate lay-
ers and lose their hierarchical structure rapidly when fine-
tuned.

We fine-tuned on two small-scale downstream tasks,
ISIC [11] skin cancer classification, and EuroSAT [25]
satellite land-use classification. We used 50 training sam-
ples per class to train. The pre-trained model is fine-tuned
across all layers with AdamW optimizer Ir=3e-5, weight de-
cay of 0.01, batch size of 4, for 3,000 steps. We verified that
the fine-tuned models reached maximum validation perfor-
mance without significant overfitting.

We apply brain-to-network mapping to visualize the
fine-tuned networks. The first dataset ISIC skin cancer clas-
sification relies on low-level features. Figure 7 shows Im-
ageNet/CLIP’s last layer aligned with V1 after ISIC fine-
tuning, potentially indicating the usage of top-down infor-
mation for low-level vision tasks. The second dataset, Eu-

Brain Score R? 1

Model / Fine-tune dataset  Original ISIC EuroSAT
CLIP 0.131 0.115 0.112
MAE 0.128 0.117 0.113
SAM 0.111 0.086 0.087
DiNOv2 0.128 0.085 0.082

Table 3. Brain score dropped after fine-tuning on small datasets.

roSAT, requires less fine-tuning on low-level features; V1
is still aligned to early layers for CLIP. After fine-tuning,
qualitative results in Figure 7 showed CLIP and MAE main-
tained a strong hierarchical structure, while SAM and Di-
NOV2 largely lost their hierarchy; quantitative results in Ta-
ble 3 showed brain score of CLIP and MAE dropped less
compare to SAM and DiNOv2. Overall, CLIP and MAE
adapt to dynamic tasks with less catastrophic forgetting and
re-wiring of existing computation.

4.5. Channels and Brain ROIs

The key findings are: 1) we can cluster brain voxels us-
ing the co-occurrence of brain voxels with channels, and
the clusters largely align well with known brain ROIs; 2)
we can compute brain ROI/cluster-specific responses on im-
ages to reveal the ROI functionality.

Recall our factorized multi-selector method compresses
information across 4D network features into a channel-wise
vector of v; for each brain voxel 7. Furthermore, channels



I8
Channel

y W
8

%
+ NHAET * pn

7 it %"'

Figure 8. Channel Clustering. Brain voxels clustered by channel selection weight w;. Insights: early visual brain uses less diverse
channels but more diverse spatial locations (Figure 3), higher level brain is the opposite.
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Figure 9. Image features (selected channels). Image RGB value corresponds to top-3 principal components (PCA) of n brain voxels’
channel selection weights inside each brain ROI. The top-3 PCA channel selection weights are multiplied with channel-aligned image
features and summed at every image pixel. V1: early visual brain, V4: mid-level visual brain, FFA: face-selective brain region.

across all the layers are aligned (Methods 3.1), resulting in
a layer-agnostic channel representation. From that, a lin-
ear regression weight vector w; acts as a channel selec-
tor to determine “which feature channels best predict this
brain voxel?” We can view this channel feature selector,
w(k);, as co-occurrence between brain voxel ¢ and channel
elements &, which can be used to cluster the brain voxels:
linking two voxels, ¢, j if they share similar channel selec-
tors w;, w;. Figure 8 shows the result of clustering brain
voxels into 20 clusters.

The higher-level brain utilized diverse channels across
the brain areas; there is a consistent pattern that the face
and body region use the same channel in CLIP, DiNOv2,
MoCov3, and SD. The early visual brain used similar chan-
nels across the visual cortex; there is a consistent pattern
that the left and right brain are symmetrical, as well as
the ventral and parietal streams. SAM and MAE early vi-
sual brain-selected channels are non-symmetrical, indicat-
ing shift variant properties [60].

Furthermore, the selected channels reveal brain ROI’s
functionality. We visualized image feature response pro-
duced by the top-3 PCA components of channel weights
within the selected ROIs (in Figure 9), which shows the
brain ROIs encode low-level edge information in V1, mid-
level semantic segmentation in V4, and face-selective fea-
tures in FFA. Interestingly, DiNOv2 generalizes face across

humans and fish [60, 68].

5. Discussion and Limitations

We have developed a visualization tool, FactorTopy, by
training a robust brain encoding model. It allows us to see
the internal working mechanism of any deep network. With
this visualization and known functionality of brain ROIs,
we can predict the network’s downstream task performance,
and diagnose their behavior when scaling up with a larger
model or fine-tuning to a small dataset.

Limitations High-quality brain-encoding data of input im-
ages paired with brain fMRI responses is needed. NSD is
the only such data publicly available. Over time, this sit-
uation might improve. Comparing brain-to-network align-
ments is less informative if networks’ computation differs
entirely from the brain. It is possible to achieve efficiency
and generalization in a non-brain-like way; therefore, our
tool is not universally applicable to all network designs.
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Figure 10. Brain Region of Interests (ROIs). Left: color is subject-specific ROI, and border overlay is subject-average common template
ROIs. Right: subject-specific ROIs. V1v: ventral stream, V1d: dorsal stream.

ROI name V1Vv2V3 V4 EBAFBA OFAFFA OPA PPA OWFA VWFA

Known Function/Selectivity primary visual mid-level body face navigation scene words

Table 4. Known function and selectivity of brain region of interests (ROIs).

A. Appendix Overview B. Brain Region Details

1. Table 5 is an overview of key findings in this work. This section briefly summarizes the known functionality of

2. Appendix B summarizes known function of brain ROIs. brain regions of interest (ROI). In our primary result, we in-

3. Appendix C lists details of pre-trained models. cluded numerical results for V1, V2, V3, OPA, PPA, EBA,

4. Appendix D is extended results with more ViT sizes, dif- and FFA. In this appendix, we further report numerical re-
fusion time steps, and more subjects. sults on FBA, OFA, OWFA, and VWFA.

5. Appendix E is implementation details of data processing Figure 10 is an overview of brain ROIs. We used subject-
and model training, pseudocode for visualization. specific ROIs provided by NSD [2], NSD defined subject-

6. Appendix F summarizes state-of-the-art methods, abla- specific ROIs by population receptive field (prf) and func-
tion study of our methods. tional localizer (floc) experiments. It’s worth noting that

7. Appendix G demonstrates the resulting brain-to-network common template ROIs are different from subject-specific
mapping when trained with less data samples. ROIs.

Table 4 is known function and selectivity for each ROI.
Briefly, V1 to V3 is the primary visual stream, they are fur-
ther divided into ventral (lower) and dorsal (upper) streams.
V4 is the mid-level visual area. EBA (extrastriate body
area) and FBA (fusiform body area) are body-selective re-
gions, FFA (fusiform face area) and OFA (occipital face
area) are face-selective, OWFA (occipital word form area)
and VWFA (visual word form area) are words selective.
PPA (parahippocampal place area) is scene and place selec-
tive, and OPA (occipital place area) is related to navigation
and spatial reasoning.
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Key Observations Sections Figures & Tables
Brain Score
MAE and SAM are relatively better for the early visual brain, .
CLIP and DiNOV?2 are relatively better for high-level brain regions. 41,D.1 - Fig. 4 Tab. 1,13
SD late time-steps are uniformly good for all brain regions. 4.1,D.1  Fig. 4; Tab. 1, 13
SD late time-steps are better for early brain, mid-to-late time steps are better for late brain. D.1 Tab. 13
Brain-Net Alignment
Across all models included in this study, CLIP has the best brain-alignment. 42,43 Fig. 5; Tab. 2
ImageNet and SAM last layer align to the mid-level visual brain, classification and segmen- .
. . . 42,D.2 Fig. 5, 14
tation are mid-level brain tasks.
DiNOv2 anq l\f[AE last layer does not align to any brain region, mask reconstruction deviates 42.D2 Fig. 5, 14
from the brain’s task.
MoCov3 last layers align better with the late ventral stream (‘what’ part) than the dorsal .
. , . .. . . . . 4.2,D.2 Fig. 5, 14
stream (‘what’ part), self contrastive learning is more on semantics than spatial relationship.
CLIP and ImageNet early layers align with the early visual brain, SAM DiNOv2 MAE Mo- .
. . 42,D.2 Fig. 5,13
Cov3 early layers deviate from the brain.
SD have less separation in layers but more in time steps.
SD’enCOQer lgyers hav.e more s‘epar’atlon than decoc.ler layers. 42.D2 Fig. 6, 15
SD’s brain-alignment is more ‘soft’ compared to ViT models.
SD final time steps align to early brain regions, SD mid-late time steps align to the late brain.
Model Sizes
CLIP’s brain-net alignment improved as CLIP scaled up size and training data. In bigger 43.D3 Fie. 5. 16
CLIP models, both early and late layers become more aligned with the brain. R £
SAM, ImageNet, DiNOv2, MoCov3, and MAE’s brain-net alignment decreased as they
scaled up sizes. ImageNet and DiNOv2 bigger models’ early layers deviate from the brain; 4.3, D.3 Fig. 5, 17-21
SAM, MAE, and MoCov3 bigger models’ late layers deviate from the brain.
Fine-tuning
CLIP maintained brain-alignment after fine-tuning, DiNOv2 and MAE re-wired late layers. 4.4 Fig. 7, Tab. 3
Fine-tuning performance does not correlate to change of computation layout, CLIP had the DA Tab. 14
best fine-tuning performance but DiNOv2 and MAE also had competitive performance. ’ ’
Channels and Brain ROIs
Early visual brain uses similar channels but diverse spatial tokens. 45 Fie. 8.3
Late visual brain use diverse channels and global token. ’ £ %>
The top selected channels reveal brain ROIs’ function. .
. . . . D.5 Fig. 9, 28-33
Image space features also reveal differences in various pre-trained models.
Methods and Consistency
Consistent subject difference exists in both brain prediction score and brain-net alignment. D.1,4.2 Fig. 11, 5; Tab. 13
Brain-Net mapping is consistent across random seeds within the same subject. D.2 Fig. 12
Brain-Net mapping can be trained with limited training data samples. 3K data samples is a G Fig. 27, 26

good trade-off for speed and quality.

Table 5. Overview of key observations in this work.
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C. Pre-trained Model Details

This section briefly summarizes the models included in this
study. All the models are ViT architecture except for U-
Net Stable Diffusion. We primarily used models released
by their original authors, we used models from third-party
releases when size variants are unavailable from the official
release. We did not run any pre-training ourselves.

Model Layers Width InputSize Patch Size Training Data
CLIPXL 24 1024 224x224 14x14 DataComp-1B
CLIPL 12 768 224x224 16x16 DataComp-140M
CLIPM 12 768 224x224 32x32 DataComp-14M
CLIP S 12 768 224x224 32x32 DataComp-1.4M

Table 6. CLIP Models.

CLIP The objective of CLIP [44] (Contrastive Language-
Image Pre-Training) is to match images with their corre-
sponding text captions. The training objective is to mini-
mize a contrastive loss that increases the similarity of paired
images and text but decreases for unpaired ones. CLIP has
two branches, one for vision and one for text, we only used
the vision branch. We used a model released from the Open-
CLIP [26] repository, models are pre-trained on data from
DataComp [17]. Size variants of CLIP were trained on dif-
ferent sub-samples of data from 1B to 1.4M samples.

Model Layers Width InputSize Patch Size Training Data
SAMH 32 1280 1024x1024  16x16 SA-1B
SAML 24 1024 1024x1024  16x16 SA-1B
SAMB 12 768 1024x1024  16x16 SA-1B

Table 7. SAM Models.

SAM The objective of the Segment Anything Model
(SAM) [29] is interactive segmentation with points, boxes,
or text prompts as additional input. SAM was trained with-
out the class label of the objects, but the text prompts (CLIP
embeddings) enhanced SAM’s understanding of the seman-
tics. SAM was initialized from the MAE H model. Train-
ing was done on the SA-1B dataset, which was built by the
SAM authors. SAM is an encoder-decoder design, we only
took features from the encoder part. SAM’s ViT architec-
ture does not have a class token, we used global averaging
pooling to replace the global token. We used the officially
released model weights for SAM.

ImageNet This fully supervised model was trained to
predict ImageNet [13] labels, the training was done on
ImageNet-1K from scratch without any pre-training. We
used model weights released by PyTorch Hub. We used a
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model from the improved training recipe that covers state-
of-the-art training tricks and augmentations. Specifically,
we used the IMAGENET1K_V1 weights, the base size
model has 81.9 ImageNet accuracy, large size model has
79.7 accuracy.

Model Layers Width InputSize PatchSize Training Data
ImageNetL 24 1024 224x224 16x16 IN-1K
ImageNetB 12 768 224x224 16x16 IN-1K

Table 8. ImageNet Models.

DiNOv2 The authors describe DiNOv2 [41] as DiNOv1
[6] plus iBOT [69] with the centering of SWAV [5]. Di-
NOv2 was trained with momentum self-distillation and
mask reconstruction of latent tokens. The training was done
on LVD-142M, which is a custom dataset made by the Di-
NOv2 authors. One notable difference to other models
is that DiNOv2 smaller models were distilled from bigger
models. We used the officially released model weights for
DiNOv2.

Model Layers Width Input Size Patch Size Training Data
DiNOV2 G 40 1536 224x224 14x14 LVD-142M
DINOV2L 24 1024 224x224 14x14 LVD-142M
DINOV2B 12 768 224x224 14x14 LVD-142M

Table 9. DiINOv2 Models.

MoCov3 The Momentum Contrastive (MoCo) [8]
method trains contrastive loss with a momentum teacher
encoder, which is an exponential moving average of the
previous iteration models. The constrastive objective is to
enforce the encoder to generate a similar representation
to the momentum model. The training was done with the
ImageNet-1K dataset. We used MoCov3 model weights
released by MMPreTrain.

Model Layers Width InputSize PatchSize Training Data
MoCov3L 24 1024 224x224 16x16 IN-1K
MoCov3 B 12 768 224x224 16x16 IN-1K
MoCov3 S 12 384 224x224 16x16 IN-1K

Table 10. MoCov3 Models.

MAE The Mask Autoencoder (MAE) [23] objective is to
reconstruct the masked patches of input images given the
un-masked patches, reconstruction is in the image space.
The training was done on the ImageNet-1K dataset. MAE
used an encoder and decoder design, we only studied the
encoder part. We used the official release from the original
authors.



Model Layers Width InputSize Patch Size Training Data
MAEH 32 1280 224x224 16x16 IN-1K
MAEL 24 1024 224x224 16x16 IN-1K
MAEB 12 768 224x224 16x16 IN-1K

Table 11. MAE Models.

SD The Stable Diffusion (SD) [46] model’s objective is to
generate photo-realistic images. Although SD was trained
without supervision on the loss term, the content of the gen-
erated image is controlled by a text prompt (CLIP embed-
dings), and the text prompt enhanced the semantic under-
standing of the features. SD is a U-Net and ResNet de-
sign with cross-attention to CLIP embeddings. There are
8 layers in the U-Net encoder and 12 layers in the de-
coder, skip connection connects the encoder and decoder
blocks. There’s no class token in SD, we used global av-
eraging pooling to replace it. In the feature extraction, we
used an empty text prompt, we followed the ‘inversion’ time
steps that chain the features of different time steps. SD was
trained on LAION-5B [53] dataset. We used the Hugging-
face release of the SD version 1.5 model.

Encoder Decoder Feature Input

Layers Layers Width Size Size Training Data
1,2 10,11,12 320 64x64 512x512 LAION-5B
34 78,9 640 32x32 512x512 LAION-5B
5,6 45,6 1280 16x16 512x512  LAION-5B
7,8 1,2,3 1280 8x8 512x512 LAION-5B

Table 12. Stable Diffusion Layers.
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D. Extended Results

In addition to the main results in Section 4 , this appendix
presents extended results that cover more brain ROIs, more
ViT model sizes, more diffusion time steps, and more sub-
jects. The structure of this appendix section follows the
main results:

1. Brain Score. Results on three subjects. Numerical re-
sults on more ROIs, all diffusion time steps.

2. Training Objectives and Brain-Net Alignment. Con-
sistency check. Display of raw layer selector weights.

3. Network Hierarchy and Model Sizes. Layer selector
results in more ViT model size variants.

4. Fine-tuned Models. Fine-tune performance score.

5. Channels and Brain ROIs. Top channel image feature
display on more brain ROIs.

D.1. Brain Score

In addition to the brain score reported in main results Sec-
tion 4.1 , we report 1) CLIP brain score on three subjects,
2) Numerical brain score results of ViT base size model on
more ROIs, and 3) Stable Diffusion brain score results that
cover the full time-step range. Also, in main results we re-
ported the root summed square difference of brain score, in
this appendix, we report the raw ROI-averaged brain score.

Three subjects In Figure 11 and Table 13, subject #2 has
a more predictable V1 while subject #3 has a least pre-
dictable early visual cortex. Subject #1 has a most pre-
dictable FFA and FBA. The prediction score difference
matches the brain-to-network mapping results that subject
#3 has large uncertainty in the early visual cortex (Figure
12), and subject #2 and #3 are missing the FFA region that
subject #1 has. Overall, individual difference is expected
and consistent.

ViT models In Table 13, we report the raw ROI-average
brain score. Among the ViT models, MAE has the best pre-
diction power in early visual (V1 to V3) and navigation and
spatial-relation region OPA. Interestingly, MAE has the best
score in word and letter region OWFA but not for VWFA.
CLIP has the best score in face, body, and scene-related re-
gions (EBA, FBA, OFA, FFA, PPA) followed by DiNOv2.

Diffusion time steps In Table 13, we report brain score
fixing each diffusion time step. 7' < 25 showed a sub-
optimal performance score in all regions. 7' = 35 showed
the best performance on high-level regions (EBA, FBA,
OPA, PPA), and T' = 45 showed good performance for
all regions from early visual to high-level. Surprisingly,
T = 0 achieved relatively good brain score for the early
visual ROIs.
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Figure 11. Brain Score. Three subjects, CLIP L (base size 12 layer) model.

ROI Brain Score R? 1 (& 0.001)
Model all Vi V2 A& V4 EBA FBA OFA FFA OPA PPA OWFA VWFA
CLIP model, three subjects
CLIP (subject #1) 0.132 0.216 0.209 0.185 0.139 0.176 0.157 0.129 0.182 0.091 0.130 0.121 0.092
CLIP (subject #2) 0.154 0.247 0.183 0.192 0.188 0.182 0.134 0.098 0.136 0.126 0.199 0.083 0.140
CLIP (subject#3) 0.104 0.155 0.128 0.108 0.105 0.134 0.137 0.080 0.151 0.081 0.125 0.104 0.087
ViT models, subject #1

CLIP 0.132 0216 0209 0.185 0.139 0.176 0.157 0.129 0.182 0.091 0.130 0.121 0.092
SAM 0.110 0.212 0.197 0.172 0.113 0.127 0.120 0.104 0.142 0.074 0.104 0.105 0.066
ImageNet 0.120 0.205 0.202 0.174 0.127 0.159 0.143 0.117 0.169 0.076 0.121 0.109 0.077
DiNOv2 0.126 0.208 0.202 0.175 0.127 0.174 0.152 0.122 0.178 0.083 0.126 0.111 0.088
MAE 0.129 0.219 0.210 0.186 0.135 0.165 0.148 0.127 0.173 0.093 0.126 0.124 0.086
MoCov3 0.126 0.214 0.208 0.181 0.134 0.163 0.150 0.120 0.176 0.086 0.124 0.115 0.081
Stable Diffusion time steps, subject #1

TO 0.048 0.135 0.112 0.088 0.057 0.036 0.033 0.046 0.036 0.024 0.041 0.049 0.025
T5 0.062 0.151 0.130 0.103 0.070 0.053 0.050 0.055 0.056 0.039 0.055 0.058 0.033
T10 0.077 0.161 0.146 0.119 0.078 0.085 0.079 0.068 0.091 0.050 0.071 0.068 0.044
T15 0.095 0.187 0.169 0.141 0.097 0.111 0.105 0.085 0.123 0.063 0.090 0.083 0.055
T20 0.106 0.195 0.184 0.155 0.110 0.135 0.120 0.100 0.142 0.071 0.104 0.096 0.063
T25 0.112 0.199 0.191 0.161 0.109 0.149 0.127 0.109 0.151 0.076 0.112 0.103 0.068
T30 0.121 0.207 0.202 0.177 0.129 0.163 0.138 0.118 0.163 0.080 0.121 0.114 0.076
T35 0.125 0.212 0.205 0.178 0.128 0.170 0.145 0.123 0.169 0.084 0.126 0.118 0.083
T40 0.123 0.215 0.207 0.177 0.123 0.169 0.143 0.120 0.169 0.080 0.123 0.116 0.075
T45 0.125 0.215 0.208 0.181 0.130 0.170 0.145 0.124 0.170 0.082 0.125 0.119 0.078
T50 0.124 0.213 0.207 0.179 0.124 0.169 0.144 0.123 0.168 0.082 0.124 0.120 0.081

Table 13. Brain Score. ViT models are base size 12-layer. Bold marks best within each category, bold italic marks the second best. Top:
CLIP model on three subjects. Middle: ViT models on subject #1. Bottom: Stable Diffusion model time steps on subject #1. Insights: 1)
individual difference exists, subject #3’s early visual cortex is significantly less predictable. 2) CLIP and DiNOv2 are better for late brain
regions, and MAE is better for the early visual cortex. 3) Stable Diffusion T35 is better for late brain regions, and T45 is better for early
visual cortex.
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D.2. Training Objectives and Brain-Net Alignment

In this section, we show: 1) consistency of brain-net align-
ment across random seeds, and 2) expanded raw layer se-
lector weights.

Random seed consistency In the main results Section 4.2
we found consistent differences across subjects. In this ex-
periment, we repeated the same model and subject for 3
different random seeds. Results are in Figure 12, we found
subjects #1 and #2 had consistent brain-to-layer mapping
across random seeds. Subject #3 was less consistent across
random seeds, note that subject #3 also had the lowest data
quality (brain score, Table 13).

Raw layer selector weights In our main results Sections
3.2 and 4.2 , we displayed argmax and confidence of se-
lected layers. In Figure 13-15, we display the raw output of
layer selector weights for 1) 6 ViT base size 12-layer mod-
els, and 2) Stable Diffusion model fix time step T40 layer
selection and fix decoder layer 6 time-step selection.

There are some interesting observations that are hard to
conclude from the argmax plot but more visible in the raw
weights: 1) CLIP layer 11 is strongly aligned to EBA but
also weakly aligned to the mid-level dorsal stream. 2) Im-
ageNet’s last layer is weakly aligned to all regions expect
EBA and FFA. 3) SAM’s last layer is weakly aligned to
the mid-to-high level dorsal stream and mid-level ventral
stream. 4) DINOvV2’s last two layers’ alignment weakly fol-
lows layer 10. 5) MAE layer 10 strongly aligns to mid-to-
high level dorsal and ventral stream, MAE last layer does
not align to any brain regions. 6) MoCov3 layer 11 aligns
with the late ventral stream but not the dorsal stream, and
MoCov3’s layer 12 aligns with EBA.
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Figure 12. Random Seed Consistency. CLIP (up) and MAE
(down) model, 3 subjects (columns) and 3 random seeds (rows).
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Figure 13. Raw Layer Selector weights (Part 1). Layer 1 to 6 of ViT base size 12-layer models. The number tailing model name is the
layer index.
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Figure 14. Raw Layer Selector weights (Part 2). Layer 7 to 12 of ViT base size 12-layer models. The number tailing model name is the
layer index.
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D.3. Network Hierarchy and Model Sizes

In this section, we expand the main results Section 4.3
brain-layer alignment display to include more size variants.
Details for pre-trained models, including layer, width, input
size, patch size, and training data, are in Appendix C.

CLIP CLIP models showed increasing brain-net align-
ment as they scaled up both data and size. Both early
and late layers in larger CLIP models are more selected by
the brain. Notable, CLIP (M) and CLIP (S) were trained
with the same model size but x 10 smaller training samples,
CLIP (S) showed low confidence selection for the whole
visual brain and only the late layers were more selected.

CLIP (XL)
1 layer
°1

CLIP (M)
1 layer
“1

Figure 16. CLIP Brain-Net Alignment. XL to M are size and
data variants, M and S are the same size but have smaller training
data.
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SAM SAM models showed decreasing brain-net align-
ment as they scaled up sizes. Larger SAM models’ late
layers were not selected; SAM’s early layers were not se-
lected in all model sizes. The uncertainty of selection went
up in the early visual cortex for larger SAM models.

MY

1 layer

32

SAM (L) SAM (B)

'd

\‘,Jh A -k~

Iayer

Figure 17. SAM Brain-Net Alignment. Size variants, same train-
ing data.

ImageNet ImageNet models showed decreasing brain-net
alignment as the size scales up. Base size ImageNet model’s
early and late were both selected, larger size ImageNet
model’s early layers were not selected.
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ImgNet (L)

ImgNet (B)

Figure 18. ImageNet Brain-Net Alignment. Size variants, same
training data.

DiNOv2 DiNOv2 models showed decreasing brain-net
alignment when scaled up. Larger DiNOv2 models’ early
layers were less selected, only the last 1/4 of the layers were
selected for the gigantic model. The first 1/2 of the layers
were not selected for DINOv2 models of all sizes.

iDlNOv2 (G)E D|N0v2 (L), DiNOv2 (B)

i Iayer 1 layer g.yer

Figure 19. DiNOv2 Brain-Net Alignment. Size variants, same
training data.

MAE MAE models showed increasing brain-net align-
ment from base to large, decreasing from large to huge.
MAE’s early layers were not selected for the base size
model, selected for the large and huge size models. MAE’s
late layers were not selected for the huge size model, se-
lected for the base and large models. The huge model had
more separation of semantic brain regions.

MAE (B)
3 *layer

Figure 20. MAE Brain-Net Alignment. Size variants, same train-
ing data.
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MoCov3 MoCov3 showed decreasing brain-net align-
ment as size scales up. MoCov3’s late layers were more
selected for small and base size models, and MoCov3’s late
layers were significantly less selected for large size models.
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Figure 21. MoCov3 Brain-Net Alignment. Size variants, same
training data.
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D.4. Fine-tuned Model

In the main results Section 4.4 , we attached an MLP pre-
diction head to the last layer class token and fine-tuned the
whole model to ISIC and EuroSAT tasks. In our main re-
sults, we found CLIP to maintain its computation layouts
after fine-tuning while SAM and DiNOV?2 re-wired their late
layers and surfer from catastrophic forgetting.

Brain score after fine-tuning In this appendix, we quan-
titatively compare brain score before and after fine-tuning.
In Figure 22. Brain score of CLIP dropped from 0.131
to 0.115 after fine-tuning, DiINOv2 dropped from 0.128 to
0.085, SAM dropped from 0.111 to 0.086. The fact that
CLIP dropped less brain score further support the observa-
tion that CLIP maintain computation layouts.

Fine-tune last layer performance In this appendix, we
further reported the fine-tuning performance score in Ta-
ble 14. CLIP had the best performance overall. Interest-
ingly, SAM and DiNOv?2 also had competitive performance
despite their late layers being mostly re-wired (Section 4.4).
We found the fine-tuning performance score does not corre-
late to the changes in brain alignments.

Fine-tuned Accuracy 1
CLIP MAE SAM DiNOv2
0.640 0.589 0.627 0.622
0.954 0936 0.885 0.946

Dataset
ISIC (£0.008)
EuroSAT (£0.004)

Table 14. Fine-tuned performance score. Average of 10 runs. The
whole model is fine-tuned with the prediction head attached to the
last layer class token.

Grid search on which layer to fine-tune In the main re-
sults, we stated that “ISIC requires low-level features”, we
verify this statement in this appendix. In this experiment,
we ran a grid search that attached the prediction head to
each layer, layers before the prediction layer are trained,
and layers after the prediction layer are discarded. In Fig-
ure 23, on ISIC, we found CLIP layer 7 reached peak perfor-
mance, and other models also peaked at mid-to-late layers;

23

CLIP CLIP CLIP
Original, Isic EUroSAT /
. m = 7R L t
a0 e - )
';-' :ﬁ( 'Q“\’ ;Y %"V '5& . *‘;’
b 2 % A S Vs I ZIRGNY Qg -
Yo ~ ~ ‘ \

» score. w A score A score

v
0.0 0.5 0.1 0.0 0.1 0.0

MAE MAE MAE
Original_/ ISIC EuroSAT
&R 6 &

b Ay Ly o o 3 eyt o b
1‘ ; \ \ y 4 .\

» score A score A score

- v

7 0.0 0.5 -0.1 0.0 0.1 0.0

SAM SAM & SAM ‘
Original ¥ ISIC, u} " EuroSATy#

: 3 ik e !
by » “ p : - VRS o 2
EANE AT ST T &
» . w 3.",.r £y . B g |
A Ny A Fo'ls U

./ score | ’l{ A score 6, : :‘ A score .'i_;

" 0.0 0.5 C 01 0.0 -0.1 0.0
DiNOv2 » DiNOv2 # DiNOv2 &
Original. '.; ISIC' % EuroS‘l’\T 7~

38 A IR A

i 2‘; R ,v"' *""i&: s

rﬁ Y ®E,

:‘.ﬁ gr P ""?.“. ~ +
5 ¥ Ay i.\ , j . 'gi\
4 score \: :’ lASCOI’Q ;’. lAscore o

7 0.0 0.5

Figure 22. Brain score before and after fine-tuning on small
datasets (ISIC, EuroSAT). Brain score of CLIP dropped less com-
pare to DiINOv2 and SAM. CLIP suffer less from catastrophic for-
getting.

on EuroSAT, all models’ performance peaked at the last or
second-last layer. Overall, the ISIC task relies on low-level
features, EuroSAT task relies on high-level features.
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Layer 2 4 6 8 10 12 Layer2 4 6 8 10 12
—— CLIP —— SAM —— MAE —— DINOV2

Figure 23. Grid search of fine-tuned layer. Average of 10 runs.
The prediction head is attached to one layer, later layers are dis-
carded.



D.5. Channels and Brain ROIS

In the main results Section 4.5 , we displayed the top se-

lected channel in latent image space for V1 and FFA. In

this appendix, we further display all ROIs: V1, V2, V3, V4,

EBA, FBA, OFA, FFA, OPA, PPA, OWFA, and VWFA. Re-

sults are in Figure 28 to 33. Methods and pseudocode are in

Appendix E.2.

Comparing across all ROIs, we found:

from V1 to V4, features become increasingly abstract

* EBA captures the body but not including face, EBA has
two global patterns for whether a human is present

* FBA captures body including face, FBA has two global
patterns for whether a human is present

» OFA segments out object and background

* FFA reacts to face centered at the eyeball, FFA has two
global patterns for whether a human is present

* OPA segments out the central object but not peripheral
objects

* PPA reacts uniformly to the whole image

* OWFA segments out the object and background

* VWFA has two global patterns for whether a human is
present

Comparing across all models, we found:

* SAM’s V1 to V4 features have finer segmentation of ob-
jects, SAM’s EBA activates less on bodies, SAM’s OPA
does not capture the global layout, and SAM’s OWFA
does not capture abstract representation.

¢ MAE’s EBA activates less on bodies, MAE’s FBA acti-
vates more on bodies and faces.

e CLIP’s V4 has less activation on the central object,

CLIP’s EBA reacts to human bodies FBA reacts to ani-

mal bodies.

DiNOv2’s V3 showed grid structure, DiNOv2’s EBA and

FBA react to human bodies but less to animal bodies.
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E. Methods Details
E.1. NSD Data Processing Details

We used the officially released GLMsingle [43] beta3
preparation of the data, the pre-processing pipeline con-
sists of motion correlation, hemodynamic response function
(HRF) selection for each voxel, nuisance regressor estima-
tion via PCA, and finally, a general linear model (GLM) is
fit independently for each voxel with selected HRF and nui-
sance regressor. In addition to the officially released pre-
processing, we applied session-wise z-score to each voxel
independently [19]. We used the official release of the data
on FreeSurfer average (brain surface) space. There’s a total
of 327,684 vertices for the whole cerebral cortex and sub-
cortical regions, we only used 37,984 vertices in the visual
cortex defined by the ‘nsdgeneral’ ROI. We used coordi-
nates of vertices in inflated brain surface space.

E.2. Model and Visualization Pseudocode Code

Model (FactorTopy) Pseudocode Listing 1 presents a
PyTorch-style pseudocode for our main FactorTopy model.
The factorized selectors in Equation 1 are implemented as
separate MLPs with tanh, softmax, and sigmoid ac-
tivation functions, respectively. pe is sinusoidal positional
encoding.

Channel Clustering We clustered selected channels (lin-
ear regression weights w) into 20 clusters in primary results
Section 4.5 and Appendix D.5. The procedure for cluster-
ing is: 1) use kernel trick @ = w”w, w € RP*YN where D
is channel dimension, IV is the number of voxels. 2) use k-
means clustering on w with euclidean distance, k=1000. 3)
use Agglomerative Hierarchical Clustering on the k-means
centroids, euclidean distance, and Ward’s method, iterative
merge until resulting in 20 clusters.

Channel Visualization Pseudocode In the main results
Section 4.5 and Appendix D.5, we visualized the top se-
lected channel in image space for brain ROIs. The moti-
vation for the image space visualization is to plot the top
selected channel for an ROI of voxels; voxels’ linear re-
gression weights are functioning as ‘channel selection’ that
answers “which channels best predict my brain response?”.

In a single voxel case, we can 1) obtain local tokens
RPXHXW by summing features REXP>XHXW ith layer
selector weight @; € RE, 2) sum local tokens RP*HxW
with regression weight w; € R, output a greyscale image
RIXHXW

To extend to an ROI of voxels, we 1) summed local to-
kens from all layer RL*PxH*W 1y ROI-average layer se-
lector weights @, = “171‘ Zi@noi w;, where |roi| = N’,

output RP*HxW "9y applied PCA to reduce linear regres-



### FactorTopy model ###

# x: Tensor, [B, 3, 224, 224], B := batch size
# coord: Tensor, [N, 3], N := number of voxels
## 1. backbone

local_tokens, global_tokens = backbone (x)

# local_tokens: dict, {layer: [B, C, H, W]}
# global_tokens: dict, {layer: [B, Cl}
## 2a. downsample, (H, W) -> (8, 8)

local_tokens = downsample (local_tokens)

## 2b. layer-unique bottleneck, C -> D
for layer in layers:

local_tokens[layer] = bottle_neck[layer] (

local_tokens[layer]) # [B, D, 8, 8]
global_tokens[layer] = bottle_neck[layer] (
global_tokens[layer]) # [B, D]

## 3. multi-selectors
space = tanh (space_mlp (pe(coord))) # [N, 2]
layer = softmax(layer_mlp (pe(coord))) # [N, L]
scale = sigmoid(scale_mlp (pe (coord))) # [N, 1]
## 4. get v
# get v_local
v_local = bilinear_interpolate (
local_tokens, space) # [B, N, D, L]
# sum v_local and v_global
v_global = stack(global_tokens) .repeat (1, N)
# [B, N, D, L]
v = v_local x (l-scale) + v_global x scale
# [B, N, D, L]

# sum over layers

v = (v » layer).sum(dim=-1) # [B, N, D]

## 5.
y = (v x w).mean (dim=-1)

voxel-specific linear regression
+ b # [B, N]

Listing 1. PyTorch-style pseudocode of our methods FactorTopy.

sion weights RP*N l along the dimension of number of vox-

els N/, output RP*3, 3) applied top 3 PC weights to local
tokens to reduce the channel dimension D of local tokens,
output RGB image R3*H#*W A complete pseudocode is in
Listing 2.

E.3. Training Details

Hardware and Wall-clock We conducted experiments
on a mixture of Nvidia A6000 and RTX4090 GPUs. Fea-
tures of the pre-trained model are pre-computed and cached.
We used bottleneck dimension D = 128; increasing D will
significantly increase computation intensity as the number
of brain voxels (vertices) is large (37,984). A full data (22K
data samples) model converges in 1 to 3 hours for 12 to 40
layer models respectively. A partial data (3K data samples)
12-layer model converges in 30 minutes.
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### top channel visualization ###

# x: Tensor, [3, 224, 224], batch size is 1

# coord: Tensor, [N, 3], N := number of voxels
# roi_mask: Tensor, [N], boolean, sum = N'

## 1. backbone

local_tokens, global_tokens = backbone (x)

# local_tokens: dict, {layer: [C, H, W]}

## 2b. layer—-unique bottleneck, C -> D

for layer in layers:

local_tokens[layer] = bottle_neck[layer] (

local_tokens[layer]) # [D, H, W]
local_tokens = stack (local_tokens)
# [L, D, H, W]
## 3. multi-selectors

layer = softmax (layer_mlp (pe (coord[roi_mask])))
# [N', L]
## 4. sum local_tokens by ROI

layer.mean (0) # [L]
sum(layer_weights * local_tokens)

layer_weights =
local_tokens =

# [D, H, W]
## 5. PCA on linear regression weights
_w = w[:, roi_mask] # [D, N']
_pc_w = pca(_w) # [D, 3]
## 6. RGB image
image = _pc_w.t() @ local_tokens # [3, H, W]

Listing 2. PyTorch-style pseudocode for channel visualization.

Optimizer and Training Recipe For training brain en-
coding models, we used the AdamW optimizer, batch size
8, learning rate le-3, betas (0.9, 0.999), and weight decay
le-2. We trained for 1,000 steps per epoch, with an early
stopping of 20 epochs. Models reached maximum valida-
tion score at 40,000 to 60,000 steps, and the multi-selectors
in our methods became stable after 10,000 steps. For each
model, we saved the top 10 validation checkpoints and used
ModelSoup [63] to average the best validation checkpoints
and greedily optimize the score on the test set. We did not
apply any data augmentation, existing data augmentation is
not useful for brain encoding because the prediction target
(brain) is not transformed alongside the input image.

Loss and Regularization We used smooth L1 loss
(beta=0.1) with an additional decaying regularization term
on layer selector &'®¥¢". The motivation for regularization
is the use of softmax activation function in layer selector
MLP leads to vanishing gradient at one-hot output, layer
selector converges to a singular selection for all voxels (Fig-
ure 24) if with insufficient regularization,



l0SSreq = Z Zl - wlayer e “:’ialyer
reg — 1
N i=1 Zl:l 7log 1
step; (L
Steptotal
lossjy + A * 1085yeq * decay

decay = max(0,1 —

loss

N is number of voxels, L is number of layers, \ is set to
0.1, step; is the current training step, step;otq; 1S total steps
of linear decaying. In Table 15, we ran a grid search of
stepiotqr and concluded to use a total decay step of 6000;
the same total decay step is set for all models. Figure 24
shows the resulting brain-to-layer mapping when trained
with less regularization decay steps. When trained with in-
sufficient regularization, layer selection converges to a local
minimum (Table 15) of selecting only the last layer (Fig-
ure 24).

It’s worth noting that it’s possible to optimize the per-
formance score by searching optimal decay steps for every
model. However, we use entropy as a confidence measure-
ment (Equation 2) in our experiments. The regularization
term impacts the resulting confidence value, thus, we set the
same total decay step (6000) for all models to avoid unfair
comparison of confidence measurement.

Decay Steps, Brain Score R? 1 (= 0.001)

Model 2000 4000 6000 8000
CLIP 0.093 0.128 0.131 0.132
DiNOv2 0.113 0.126 0.126 0.125

Table 15. Performance score w.r.t. total decay steps for regulariza-
tion term. Grid search with CLIP and DiNOv2 base size 12-layer
model. Average of 3 runs.

CLIP CLIP CLIP
. 4000 depay 6000 dq:ay 8000 ,dgcay
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1 . layer \, 1 Iyer layer -
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Figure 24. Layer selector output w.r.t. regularization decay total
steps, number is total steps.
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F. Related Work: State-of-the-art Methods

In the main text Section F.1, we compared our methods
against the state-of-the-art methods’ most salient design,
but not their original methods. In this appendix, we discuss
the competition-winning approaches in detail and explain
the motivation for comparing their most salient design but
not their original methods.

Experiment Setting Our experiment setting is different
from the competition-winning methods. They build an
ensemble of ROI-unique models, there’s less demand for
voxel-wise feature selection in ROI-unique models because
voxels in the same ROI select similar features. However,
we build one all-ROI model that covers all visual brain vox-
els, and the local similarity and global diversity of vox-
els emphasized the importance of factorized and topology-
constrained feature selection introduced in this work. Over-
all, existing work use pre-defined ROIs and ensemble of
ROI-unique models, we build one all-ROI model.

Past Algonauts competition-winning methods used an
ensemble with a grid search of layers [9, 19]. The best
single-layer model outperforms averaging or concatenating
multiple layers. We aim to build a single all-ROI model that
dynamically selects layers for voxels in every ROL. In Fig-
ure 25, we verified that our layer selector weights matched
the grid search score of single-layer models.

0.12 0.20

ROI: V1v

selectLayers
0.15
averagelayers
10

0.05

LLayer Selector Weights
0.00,
Layer 4 8 12 16 20 24

ROI: EBA selectLayers
averagelayers

0.15

0.10 0.10 4

0.05 0.05 -

0.00 1[llLayer Selector Weights
“layera 8 12 16 20 24

=mBrain Score (R2)

== Brain Score (R2

Figure 25. Grid search matched layer selector weights. Right y-
axis is selector weights, and left y-axis is prediction score. Blue
curve: per-layer model grid search score; Red line: score with
layer selection; Green line: score with uniform layer average. Grid
search with class token only.

27

Algonauts 2021 winner, patchToken The Algonauts
2021 challenge was hosted with another 3T fMRI dataset
[31] but not NSD. The Algonauts 2021 dataset lacks the
high data quality that NSD has, the lower data quality lim-
ited the effect of novel model building. The Algonauts 2021
competition winners (the top 3 methods are summarized in
supplementary of [31]) used primitive methods that do not
select unique features for each voxel but compress the flat-
tened patches into one feature vector for all voxels. All vox-
els use the same feature vector. The most salient design in
Algonauts 2021 is the patch compression module, patch-
Token, we re-implemented their methods (Table 3, patch-
Token) and found that patchToken methods achieved sub-
optimal performance on the high-quality dataset NSD.

GNet by NSD Before the Algonauts 2023 challenge,
for the NSD dataset, the commonly used state-of-the-
art method is GNet introduced by the NSD authors [2].
GNet introduced a layer-specific spatial pooling field for
each voxel, which is a non-factorized and non-topology-
constrained feature selection for each voxel. The origi-
nal GNet was an end-to-end CNN trained from scratch,
later studies [12] swapped the image backbone model with
frozen state-of-the-art pre-trained ViT models to increase
the performance. In our comparison we used a frozen CLIP
XL model for all the models, so it’s not the original GNet.
The most salient design in GNet is the layer-specific spa-
tial pooling field, we re-implemented the spatial pooling
field design and compared it with our methods (Table 3,
GNetViT). Notably, GNetViT requires quadratic memory
and computation because of the unique L x H x W spatial
pooling field for each voxel.

Algonauts 2023 first place Our methods is an extension
of the Algonauts 2023 winning methods Memory Encod-
ing Model (Mem) [67]. Mem used topology constraints but
only partially factorized the feature selection (they are miss-
ing the scale axis). In our methods, we further introduced
fully factorized feature selection. There are some major dif-
ferences between our work and their settings: 1) We only
consider one image as input, Mem used extra information
including past 32 images, behavior response, and time in-
formation, extra information led to a shocking 10% chal-
lenge score boost. 2) We build one single all-ROI model,
Mem builds an ensemble of ROI-unique models. 3) We ran
the training only once, Mem used dark knowledge distil-
lation and ran the training twice. 4) We only used voxels
in the visual brain, Mem additionally used voxels outside
the visual brain to increase data samples. 5) We only used
one subject for training, Mem trained a shared backbone
for all 8 subjects. Mem’s is partially factorized (without
scale axis) and topology-constrained feature selection, we
included Mem’s most salient design in our ablation study in
Table 3 “- no scale sel”.



Algonauts 2023 second place For the second place win-
ning methods of the Algonauts 2023 challenge [1], the most
important factors to their winning are: 1) they used extra
information including behavior response and time informa-
tion, which led to a 4% challenge score boost, 2) they built
ROI-unique models ensemble, and 3) they trained on 8 sub-
jects. For the methods, they used a Detection Transformer
(DETR) style attention mask with ROIs as queries. Their
feature selection is voxel-shared but ROI-specific and also
image-specific, not factorized or topology constrained. The
DETR-style attention mask requires quadratic computation
resources, their methods is possible to run for 36 ROIs as
queries but impossible for 37,984 voxels as queries. We
did not include the transformer methods in the comparison
because their methods fundamentally rely on pre-defined
ROIs and are unable to scale up to voxels. The closest com-
parison to this transformer method is GNetViT.

Algonauts 2023 third place For the third place winning
methods of the Algonauts 2023 challenge [39], the most im-
portant factors that contributed to their winning are: 1) they
ensembled 6 backbone models, 2) they pre-trained mod-
els on all ROI and all subjects, then fine-tuned ROI-unique
models for each subject, and 3) they used a bag of train-
ing tricks. Their method used the same feature vector for
voxels in the same ROI, similar to the patchToken methods
in Algonauts 2021. However, it remains unclear how they
compressed the L x C'x H x W feature into one feature vec-
tor. We did not include this method in the comparison be-
cause the feature compression module is unclear, the closest
comparison is classToken and patchToken.

F.1. Performance and Complexity

Previous state-of-the-art brain encoding approaches made
diverse choices on image encoders and feature selections.
We re-implemented them to avoid unfair comparison by
keeping their most salient design choices but swapping
them in standard components. We used CLIP-XL [17, 26]
backbone for the image encoder for all methods.

There are three distinct types of feature selections. 1)
The simplest way is to leverage the class tokens, classTo-
ken, by taking it from each layer, RZ*C applies a layer-
unique transformation to RL*P | and average pools across
the layers to obtain a RP feature vector. 2) The second
way, patchComp, extracts information from the patch im-
age token, allowing finer pixel region selection: flattened
features first along the spatial dimension H x W for each
layer and fed RE*7*W to a layer-unique-MLP that com-
pressed it to a R? feature vector. 3) Finally, in the style of
GNet [2], we construct a layer-specific 2D selection mask
to pool REXDPXHXW into a vector of RE* P, followed by
pooling layers to obtain a R” feature vector. In the abla-
tion study of our network (FactorTopy), we created several
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versions each by replacing one of the factorized selectors
in layer, space, and scale and with average pooling. We
also created a more robust version by sampling three times
in the space selection. Comparison results are reported in
Table 16.

Brain Score R? 1 (+ 0.001)

Method Time*! MACs

all Viv  V3v  EBA
classToken 1 1 0.100 0.085 0.075 0.173
patchToken [31] 1 1 0.122 0.176  0.163 0.165
GNetViT [2] x94 x17 0.124 0.174 0.146 0.174
FactorTopy (Ours) <3 1.2 0.132 0.205 0.179 0.175
- w/o topology x3 x1.4 0.130  0.197 0.176 0.174
- no layer sel x3 x1.2 0.125 0.181 0.162 0.174
- no space sel %3 1.2 0.117 0.094 0.089 0.175
- no scale sel 3 1.2 0.131 0201 0.177 0.175
+ multiple sample 7 1.6 0.134  0.207 0.182 0.176

Table 16. Performance Ablation. Average of 3 runs. *: wall-
clock.
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Figure 26. Brain-to-Network alignment trained with limited data samples. Base size models, number of samples marked in brackets.

G. Limited Training Samples

Practical use of our brain-to-network mapping tool for net-
work visualization requires our network to be trained effi-
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ciently. Using data scaling experiments shown in Figure 27
and Figure 26, we conclude that teaching our model with
3K sample images (30 minutes on RTX4090) offers a good
trade-off. Our topological constraints and factorized feature



selection (FactorTopy) scales better to less training data.
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Figure 27. Performance w.r.t. training data sample, in log scale.
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Figure 28. Top 3 selected channels for voxels in one brain ROI (methods in Appendix E.2, findings in Appendix D.5).
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Figure 29. Top 3 selected channels for voxels in one brain ROI (methods in Appendix E.2, findings in Appendix D.5).
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Figure 30. Top 3 selected channels for voxels in one brain ROI (methods in Appendix E.2, findings in Appendix D.5).
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Figure 31. Top 3 selected channels for voxels in one brain ROI (methods in Appendix E.2, findings in Appendix D.5).
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Figure 32. Top 3 selected channels for voxels in one brain ROI (methods in Appendix E.2, findings in Appendix D.5).
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Figure 33. Top 3 selected channels for voxels in one brain ROI (methods in Appendix E.2, findings in Appendix D.5).
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