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SMALL SCALE FORMATION
FOR THE 2-DIMENSIONAL BOUSSINESQ EQUATION

ALEXANDER KISELEV, JAEMIN PARK AND YAO YAO

We study the 2-dimensional incompressible Boussinesq equations without thermal diffusion, and aim to con-
struct rigorous examples of small scale formations as time goes to infinity. In the viscous case, we construct
examples of global smooth solutions satisfying sup, .o 4IVo(7)ll;2 2 t* for some & > 0. For the inviscid
equation in the strip, we construct examples satisfying || (t)||z~ = t> and sup,cpo.q Vo ()l 2 12
during the existence of a smooth solution. These growth results hold for a broad class of initial data, where
we only require certain symmetry and sign conditions. As an application, we also construct solutions to the
3-dimensional axisymmetric Euler equation whose velocity has infinite-in-time growth.

1. Introduction

The incompressible Boussinesq equations describe the motion of incompressible fluid under the influence
of gravitational forces [Gill and Adrian 1982; Majda 2003; Pedlosky 1979]. Let us denote by p(x, ) the
density of the fluid (it can also represent the temperature, depending on the physical context) and u(x, t)
the velocity field. Throughout this paper, we consider the 2-dimensional incompressible Boussinesq
equations in the absence of density/thermal diffusivity:

p,—l—u‘V,O:O,
Ur4+u-Vu=—-Vp—per+vAu, xe, t>0, (1-1)
V-u=0,

where the initial condition is u( -, 0) = ug and p( -, 0) = po. Here e, := (0, 1)7, and v > 0 is the viscosity
coefficient. We assume the spatial domain 2 is one of the following: the whole space R?, the torus
T2 := (=7, 7]?, or the strip T x [0, 7r] that is periodic in x;. When €2 is the strip, we impose the no-slip
boundary condition u|yq = 0 if v > 0, and the no-flow boundary condition u - n|yq =0 if v =0.

In the past decade, much progress has been made on the analysis of (1-1) in both the viscous case
v > 0 and inviscid case v = 0. Below we briefly review the relevant literature and state our main results
in each case.

1.1. The viscous case v > 0. If the equation for p has an additional thermal diffusion term x Ap, global
regularity of solutions is well known (see, e.g., [Temam 1988]) and follows from the classical methods
for Navier—Stokes equations. In the absence of thermal diffusion, the first global-in-time regularity results
were obtained by Hou and Li [2005] in the space (u, p) € H" (R?) x H™ '(R?) for m > 3, and by
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Chae [2006] in the space H™ (R?) x H™(R?) for m > 3. When Q C R? is a bounded domain, Lai, Pan,
and Zhao [Lai et al. 2011] proved global well-posedness of solutions in H>(£2) x H3(Q) with the no-slip
boundary condition, and showed that the kinetic energy is uniformly bounded in time. The function space
was improved by Hu, Kukavica, and Ziane [Hu et al. 2013] to (u, p) € H"(2) x H" Q) form > 2,
where  is either a bounded domain, R?, or T2. In spaces with lower regularity, global well-posedness of
weak solutions was obtained in [Abidi and Hmidi 2007; Danchin and Paicu 2011; Hmidi and Keraani
2007; Larios et al. 2013]. For the temperature patch problem, Gancedo and Garcia-Juarez [2017; 2020]
proved global regularity in two dimensions and local regularity in three dimensions.

Regarding upper bounds of the global-in-time solutions, for a bounded domain, Ju [2017] obtained

that [ o]l 51q) S ¢, The " bound was improved to an exponential bound €'

Ct(1+

in [Kukavica and
Wang 2020] for € = T2 or a bounded domain, and a super-exponential bound e " for some constant
B ~0.29 for 2 = R?. When Q = T2, they also obtained the uniform-in-time bound ||u||y2.»(12) < C(p)
for all p € [2, 00). In recent work by Kukavica, Massatt, and Ziane [Kukavica et al. 2023], when Q2 is a
bounded domain, the upper bound of the norm of p has been improved to ||| y2(q) < Cee®' for all € > 0,
and they also showed ||u|| ;3 < Cce for all € > 0.

We would like to point out that all these results deal with upper bounds of solutions, and it is a natural
question whether certain norms of solutions can actually grow to infinity as t — co. When v > 0 and
Q = R?, Brandolese and Schonbek [2012] proved that when the initial data py does not have mean zero,
lu (@) 12(r2) must grow to infinity like (1 + t)!/4. Here the growth mechanism is due to potential energy
converting into kinetic energy, and does not necessarily imply growth in higher derivatives of u or p.
To the best of our knowledge, there has been no example in the literature showing that |[o(f)|| gm or
lue(2) || 7w can actually grow to infinity as t — oo for some m > 1. The goal of this paper is exactly to
construct such examples in R? and T2, where o) gm — o0 as t — oo for all m > 1. Since || p(¥)]| 2
is preserved in time, growth of || p(?) || z» implies that p has some small scale formation as ¢ — oo.

In the viscous case, we set the spatial domain to be either R> or T2, and assume that the initial
data (po, ug) satisfies the following assumptions (here we write uo = (101, to2)” ). See Figure 1 for an
illustration of the assumptions on pg.

(A1) po, up € C*®(R). If @ = R?, assume in addition that pg, ug € C°(R?).

(A2) po and ug are odd in x5, and ug; is even in x,. If @ = T2, assume in addition that py and ug, are

even in x|, ug] is odd in x;, and py = 0 on the xp-axis.!

(A3) po is not identically zero, and py > 0 for x; > 0.

As we show in Section 2.1, under these assumptions, both the potential energy Ep(t) := f o P(x, Dx2dx

and kinetic energy Ek (1) = §||u(t)||§2(m

energy is decreasing in time. We prove that, for all s > 1, the Sobolev norm || p(¢)|| 55 grows to infinity at

of the solution remain bounded for all times, and the total

least algebraically in ¢.

INote that if the po = 0 on the xp-axis assumption is removed, the initial data would include some steady states with
horizontally stratified density, which clearly would not lead to any growth.



SMALL SCALE FORMATION FOR THE 2-DIMENSIONAL BOUSSINESQ EQUATION 173

A2 Ax2

=Y

=Y

—

Figure 1. Illustration of the symmetry and sign assumptions on py in the plane R? (left)
and torus T? (right) for the viscous Boussinesq equations. Here red denotes positive oo
and blue denotes negative pg.

Theorem 1.1. Assume v > 0, and let Q@ = R? or T%. For any initial data (py, uo) satisfying (A1)—(A3),
the global-in-time smooth solution (p, u) to (1-1) satisfies the following:

o If Q =R?, we have

limsup /1| p(1) | s () = +00  foralls > 1. (1-2)
t—>00
o If Q= T2, we have
lim sup ¢ ~$@$—D/Bs=2) ol s =+00 foralls > 1. (1-3)
t—>00

Remark 1.2. It is a natural question whether these growth rates are sharp. While the powers are likely
nonsharp, we point out that || p(¢)] g1 cannot have exponential growth under the assumptions (A1)-(A3).
Namely, following arguments similar to [Kukavica and Wang 2020], we show in Proposition 2.4 that,
under the assumptions (A1)—(A3), ||p(¢)|| g1 has a refined subexponential upper bound

ol g1 Sexp(Ct*) forallt >0

for some constant o € (0, 1). Therefore in this setting, the fastest possible growth rate of || o (¢)[| 1(g) 18
somewhere between algebraic and subexponential.

The proof of Theorem 1.1 is motivated by a recent result on small scale formation in solutions to
incompressible porous media (IPM) equation by the first and third author [Kiselev and Yao 2023]. The
main idea there was to use the monotonicity of the potential energy Ep(1) = [ p(x, t)xp dx: on the one
hand, for solutions with certain symmetries, Ep () is bounded below with E, (1) = —|[|d1p(t) ||271, thus
the integral fooo 191p(t) ”?&—' dt is finite; on the other hand, under certain symmetries, one can show that
||81,0(t)||§;,7l can only be small if || o (¢)] gs > 1 for some s > 0, leading to growth of p in Sobolev norms.

The IPM and Boussinesq equations are related in the sense that, in both equations, the density p is
transported by an incompressible u, where u = —V p — pe; in IPM, whereas Du/Dt = —V p—pes+vAu

in Boussinesq equations. Since the velocity in Boussinesq equations has one more time derivative than
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IPM, we formally expect that E',(¢) should be related to —||d10(¢) ”1251-1' While this turns out to be true,
the situation is more delicate for the Boussinesq equations because E’(f) also contains other terms
coming from the pressure and viscosity terms. By carefully controlling these additional terms, we prove
that if ||o(¢)|| g5 grows too slowly for s > 1, E', () would become unbounded below, contradicting the
uniform-in-time bound of energy.

1.2. The inviscid case v = 0. For the inviscid Boussinesq equations in two dimensions, it is well known
that the system (1-1) can be rewritten into an equivalent system for the density p and the vorticity
w = 81u2 — 821411
o +u-Vp=0, (1-4)
wr+u-Vo=—0p,
where the velocity u can be recovered from the vorticity @ from the Biot-Savart law u = V- (—A) "l w.
While local well-posedness results are available in a variety of functional spaces for Q = R?, T2, or a
bounded domain [Chae and Nam 1997; Chae et al. 1999; Danchin 2013], whether smooth initial data in
T? or R? with finite energy can develop a finite-time singularity is an outstanding open question in fluid
dynamics. Note that smooth, infinite-energy initial data can lead to a finite-time blowup, as shown in
[Sarria and Wu 2015].

In the presence of boundary, there have been many exciting developments regarding finite-time
singularity formation of solutions in the past few years. Luo and Hou [2014] provided numerical evidence
for finite-time blowup in smooth solutions of the 3-dimensional axisymmetric Euler equation in a cylinder.
When the domain has a corner, Elgindi and Jeong [2020] proved that blow-up can happen for inviscid
Boussinesq equations with smooth initial data. When 2 = Ri is the upper half-plane, Chen and Hou
[2021] proved that solutions with C!® velocity and density can have a nearly self-similar finite-time
blowup. Recently, for smooth initial data, Wang, Lai, Gomez-Serrano, and Buckmaster [Wang et al.
2023] used physics-informed neural networks to construct an approximate self-similar blow-up solution
numerically. In a very recent preprint, Chen and Hou [2022] put forward an argument combining
impressive analytical tools and computer assisted estimates to show that smooth initial data can lead to a
stable nearly self-similar blowup.

Note that the inviscid Boussinesq equations (1-4) become the 2-dimensional Euler equation when
p =0, where it is well known that | Vw () ||~ can have infinite-in-time growth [Denisov 2009; 2015;
Kiselev and Sverdk 2014; Nadirashvili 1991; Zlato§ 2015]. Therefore we will only focus on proving
infinite-in-time growth of either Vp (since p itself is preserved along the trajectory, one can at most
obtain growth results for Vp) or L? norms of w itself not involving any derivatives (where such growth
is not possible for the 2-dimensional Euler equation since ||w||.» is preserved in time).

Our first result is set up in the periodic domain € = T2. We show that, for all smooth initial data
(po, wp) in T? under some symmetry assumptions, as long as pg takes values of different sign along
the two line segments {0} x [0, 7] and {7} x [0, 7] (see the left figure of Figure 2 for an illustration),
IVo(#)| L~ must grow to infinity at least algebraically in time for all time during the existence of a
smooth solution.
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Figure 2. Tllustration of the symmetry and sign assumptions on py in the torus T2 (left)
and the strip T x [0, ] (right) for the inviscid Boussinesq equation. Here red denotes
positive pg and blue denotes negative pg.

Theorem 1.3. Let py € C®(T?) be odd in x, and even in x1, and wy € C*®(T?) be odd in both x| and x».
Assume po > 0 on {0} x [0, 7] with ko := sup,, c(o.»] £0(0, x2) >0, and py <0 on {7} x [0, ]. Then there
exists some constant c(pg, wo) > 0 such that the corresponding solution (p, w) to (1-4) satisfies
sup [V (D)l (2 > c(po, wo)t'/? forallt €10, T), (1-5)
7€(0,¢]
where T is the lifespan of the smooth solution (p, w).

Next we consider the inviscid Boussinesq equation in the strip T x [0, w]. Here the presence of
boundary allows us to obtain a faster growth rate in ||V p(?)| L~: we prove that the growth is at least

like 72 in the strip (as compared to ¢'/2

in Theorem 1.3). We are also able to obtain a superlinear lower
bound for | (t)||z» (for p = oo it grows like #3) and a linear lower bound for [|u(z)||z~. Although these
algebraic lower bounds are far from finite-time blowup, they hold for a broad class of initial data: no
assumption on @y is needed other than being odd in x|, and py only needs to be even in x| and satisfy
some sign conditions along two line segments (see the right figure of Figure 2 for an illustration). The

proofs are soft but might provide an insight into the behavior of smooth solutions during their lifespan.

Theorem 1.4. Let Q =T x [0, ]. Let pg € C°(R) be even in x| and wy € C*°(2) be odd in x. Assume
that there exists ko > 0 such that pg > ko > 0 on {0} x [0, w] and py < 0 on {;w} x [0, w]. Then there exist
some constants To(po, wg) > 0 and c(pg, wo) > 0 such that the corresponding solution (p, w) to (1-4)

satisfies
lo @)L =ct>™ P forall pell,oc], tel[Ty, T), (1-6)
lu(t)|l =) > ct forallt € [Ty, T), (1-7)
and
sup [|Vp(t)llLe@) > ct? forallt €[0,T), (1-8)
7€[0,¢]

where T is the lifespan of the smooth solution (p, w). In particular, if f[o 2]x[0.7] 20 dx >0, then Ty =0
in all the estimates above.



176 ALEXANDER KISELEV, JAEMIN PARK AND YAO YAO

Remark 1.5. In the estimates for ||w(¢)||zr(@) and [lu(?)||z=(q) above, it is necessary to have a “waiting
time” Ty depending on the initial data. This is because, for any #; > 0, there exists some initial data
satisfying the assumption of Theorem 1.4 with w (-, t;) =0. (To see this, one can start with w( -, ;) =0 and
go backwards in time.) That being said, it can be easily seen from the proof that, if f[o, 2]x[0.7] 20 dx >0,
no waiting time is needed.

Remark 1.6. If the symmetry assumptions on pg and wq are dropped, we still have [|w(t) |11 (q) < ¢ for
t > 1. This infinite-in-time growth implies that, given any steady state w, for the 2-dimensional Euler
equation on the strip, we have (0, wy) is a nonlinearly unstable steady state for the inviscid Boussinesq
equation. See Remark 3.3 for more discussions.

Remark 1.7. Note that the growth result in Theorem 1.4 also holds for the rectangular domain [—r, ] X
[0, ], since the symmetries imposed on the initial data automatically implies u - n = 0 on all boundaries
of [—m, ] x [0, 7] for all time. However, the proof of Theorem 1.4 does not apply to domains with
smooth boundary. That being said, for any bounded domain that is symmetric about both the x; and
x; axis and has a smooth boundary, one can proceed similarly as in Theorem 1.3 (and Lemma 3.1) to
obtain the same growth of ||V p| 1~ as in Theorem 1.3. We leave the details of the argument to interested
readers.

For both Theorems 1.3 and 1.4, the proof is based on an interplay between various monotone and
conservative quantities. Under the symmetry assumptions, one can easily check that the sign assumptions
p=>0on {0} x[0,7] and p < 0 on {7} x [0, 7] remain true for all times. This allows us to make
the elementary but important observation that the vorticity integral f[O,r{]x[O,r{] w(x,t)dx is monotone
increasing for all times. More precisely, for the strip, the growth is linear for all times during the existence
of a smooth solution, whereas in T? we relate the growth with ||V p(¢)| L. Another key ingredient is the
relation between the vorticity integral and kinetic energy: since the kinetic energy has a uniform-in-time
bound, we prove that if the vorticity integral is large, the L? norm of vorticity must be much larger.
For a strip, this allows us to upgrade the linear growth of ||w(#)| ;1 to superlinear growth for || (?)||L»
for p € (1, <.

1.3. Infinite-in-time growth for the 3-dimensional axisymmetric Euler equation. The question whether
the incompressible Euler equation in R? can have a finite-time blowup from smooth initial data of finite
energy is an outstanding open problem in nonlinear PDE and fluid dynamics. As we mentioned earlier, for
the 3-dimensional axisymmetric Euler equation, when the equation is set up in a cylinder with boundary,
Luo and Hou [2014] gave convincing numerical evidence that smooth initial data can lead to a finite-time
singularity formation on the boundary. Recent numerical evidence by Hou and Huang [2022; 2023]
and Hou [2022] suggests that the blowup can also happen in the interior of domain, but apparently
not in self-similar fashion. The first rigorous blow-up result for finite-energy solutions was established
in domains with corners by Elgindi and Jeong [2019]. For initial data in C' in R, Elgindi [2021]
showed that such initial data can lead to a self-similar blowup. Very recently, using the connection
between 3-dimensional axisymmetric Euler and Boussinesq equations, Chen and Hou [2022] set up a
computer-assisted argument that smooth solutions to 3-dimensional axisymmetric Euler equation can
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form a stable nearly self-similar blowup. The singularity formation happens for initial data in a small
neighborhood of a profile that is selected carefully with computer assistance.

In addition to the blow-up v.s. global-in-time regularity question, it is also interesting to investigate
whether Sobolev norms of solutions to the 3-dimensional Euler equation can have infinite-in-time growth
for broader classes of initial data. Choi and Jeong [2023] constructed smooth compactly supported initial
data in R3 with || V2w (f)|| L~ growing algebraically for all times, and ||w ()|~ growing exponentially
for finite (but arbitrarily long) time. It is also well known that the “two-and-a-half dimensional” solutions
(i.e., where u only depends on x, y, not z) can lead to infinite-in-time linear growth of w; see [Bardos
and Titi 2007, Remark 3.1] for example. See the excellent survey [Drivas and Elgindi 2023] for more
results on growth and singularity formation for 2-dimensional and 3-dimensional Euler equations.

It is well known that, away from the axis of symmetry, the 3-dimensional axisymmetric Euler equation
is closely related to the inviscid 2-dimensional Boussinesq equations; see [Majda and Bertozzi 2002,
Section 5.4.1]. To see this connection, recall that the 3-dimensional axisymmetric Euler equation can be
reduced to the system

0 02
1) ) _ 9, (ru?) (1.9)

Dt(”ue) =0, D <_ .
r r
where u? and o’ only depend onr, z, t, and D, := 0, +u" 9, +u*0d; is the material derivative. Heuristically
speaking, ru’ plays the role of p in the Boussinesq equation, whereas w’ /r plays the role of w in the
Boussinesq equation. Here (u”, u%) can be recovered from w? /r by the Biot—Savart law

0
'’ uz):l(—S v, 9,%), where Lo (L " —la%/fzw— (1-10)
’ r Z s Vr ’ r r r r ]"2 Z r .

We note that the analog of Theorem 1.4 holds for the 3-dimensional axisymmetric Euler equation. We
set the spatial domain to be a (not rotating) Taylor—Couette tank

Q=A{(r0,2):ren,2n],0€T,zeT} (1-11)

with no-penetration boundary condition at r = m, 2w and periodic boundary conditions in z. Our
assumptions and results are as follows.

Theorem 1.8. Consider the 3-dimensional axisymmetric Euler equation (1-9)—(1-10) set on the domain <2
in (1-11). Let ug € C®(Q2) be even in z and a)g € C*®° () be odd in 7. Assume that there exists ky > 0
such that ug >ko>0o0nz=m and |ug| < %ko on z = 0. Then there exist some constants To(ug) > 0 and
c(ug) > 0 such that the corresponding solution satisfies

1% ()| Lo = ct®™2/P  forall pe[l, 0], t [Ty, T) (1-12)
and

lu(@) Loy >ct forallt € [Ty, T), (1-13)

where T is the lifespan of the smooth solution. In particular, if fgfﬂzn a)g drdz >0, then Ty = 0 in both
estimates above.
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Figure 3. Illustration of the domain and assumptions on ug for the 3-dimensional
axisymmetric Euler equation. The left figure illustrates ug on the rz plane, and the right
figure shows the 3-dimensional setting. Here red denotes positive ug (and deeper color
means larger magnitude), and green denotes ug with a smaller magnitude (whose sign
can be positive or negative). With such initial data, we will show that the “secondary
flow” within the yellow square Q grows to infinity as ¢t — o00.

See Figure 3 for an illustration of the domain and initial data. Note that our setting is almost the same
as the Hou—Luo scenario [Luo and Hou 2014], except that we replace the cylinder by an annular cylinder.
While our growth estimates are far from a finite-time blowup, they hold for a broad class of initial data:
in addition to some symmetry assumptions on ug and a)g, all we need is ug being uniformly positive on
z = and having small magnitude on z = 0. The proof is a simple argument analogous to Theorem 1.4
for Boussinesq equations, where the key idea is the interplay between the monotonicity of a vorticity
integral and the boundedness of kinetic energy.

After the completion of this manuscript, we became aware of work by Serre [1991; 1999], where he
studied the 3-dimensional axisymmetric Euler equation in the same domain as in our setting and obtained
linear growth of vorticity.

2. Small scale formation for viscous Boussinesq equation

In this section, we aim to prove Theorem 1.1. To begin with, we discuss some properties on the solution
(p, u) when the initial data satisfies (A1)—(A3). Under the assumption (A1), it is well known that p(-, ¢)
and u(-, ) remain in C*®(2). And if @ = R?, we have p(-,1) € CL?O([RRZ) and u(-, 1) € H*(R?) for all
k € N and t > 0; see, e.g., [Chae 2006; Hou and Li 2005].

Note that the symmetry in (A2) holds true for all times thanks to the uniqueness of solutions. If Q =T?,
the additional symmetry in x; leads to u( -, t) = 0 on the x,-axis for all times, thus p(0, x2, ) = 0 for
allx, e Tand ¢ > 0.

The symmetry in x, in (A2) also gives u; (-, t) = 0 on the x;-axis for all times, and combining it
with (A3) gives p(x,t) >0 for x, > 0 and all r > 0.

We also note that, due to the incompressibility of u, all L? norms of p are conserved in time; that is,

o, )ler@ =llpollLr@ forallt >0, pel[l, ool (2-1)
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2.1. Evolution of the potential and kinetic energy. Let us define the potential energy and kinetic energy
of the solution as, respectively,

Ep(t):=/,0(x,t)x2dx and Ex(t) :=%/ lu(x, )% dx. (2-2)
Q Q

As we will see, the evolution of these energies plays a crucial role in the proof of Theorem 1.1. The rate
of change of Ep can be easily computed as

E}(t):/ ptxzdxzf —u-(Vp)xzdxz/ puy dx, (2-3)
Q Q Q

where the last equality follows from the divergence theorem and V - u = 0, and note that the boundary
integral in the divergence theorem is zero: in R? it follows from p( -, ¢) having compact support, and
in T? it follows from the symmetries in (A2).

Similarly, one can compute the rate of change of the kinetic energy Ex as

E%(t):—/ ,ougdx—v/ |Vul|*>dx.
Q Q

Combining the two equations, the total energy E p (f) + Ex (¢) is nonincreasing in time, and more precisely
we have

t
Ep(t)—i-EK(t)—i-v//|Vu(x,s)|2dxds=E1<(0)—|-Ep(0) for all # > 0. (2-4)
0JQ

From our discussion above, p( -, t) remains odd in x; for all # > 0, and the property (A3) holds for all
t > 0. Thus Ep(¢) is positive for all times. Combining this with (2-4) gives

0<Ep(t) <Ep(0)+Ex(0) and 0<Eg(t)<Ep()+Eg(©0)  forallt>0. (2-5)

In addition, using that Ep(¢) > 0 and Ex (¢) > 0 for all # > 0, we can send t — o0 in (2-4) to obtain

o [ IV s gy dr = E0)+ ExO) 2-6)

In the next lemma we compute the second derivative of E p, which will be used later.

Lemma 2.1. Let (p, u) be a solution to (1-1) with initial data (po, ug) satisfying (A1)—(A3). Then the
potential energy Ep defined in (2-2) satisfies

E}(t) = A@)+ B(t)—8(@t) forallt >0, 2-7

where

2
A(t)::Z/Q((—A)182p)8iuj8ju,~dx, B(t)::v/QpAuzdx, and  §(t):=[01p11%_1 o, (2-8)

i,j=1

Proof. Differentiating (2-3) in time, we get

E}i(t)zf —u'V(puz)+p(—8zp—p+vAuz)dx2/ p(—=d2p —p +vAuy)dx, (2-9)
Q Q



180 ALEXANDER KISELEV, JAEMIN PARK AND YAO YAO

where the second equality follows from the incompressibility of # and the fact that the boundary integral
is zero as we apply the divergence theorem: for Q = R? it follows from p( -, ¢) having compact support,
whereas for Q = T2 we are using « - n = 0 on the boundary of [—7, 7]* due to our symmetry assumptions
in (A2). Comparing (2-9) with our goal (2-7), it suffices to show that

/Qp(—azp—p)dx = A(r) = 8(1). (2-10)

To do so, we take divergence in the equation for u# in (1-1). Using the incompressibility of u, we get
V-(u-Vu) =—Ap — 0p, and hence

p=A)V (- Vu)+ (—A)ap,

where (—A)~! is the inverse Laplacian in € (which is either R? or T?) defined in the standard way using
Fourier transform (for = R?) or Fourier series (for = T?). Therefore it follows that

—hp—p=—0(—A) "'V (u-Vu)—(—A)'dnp—p
2
=— Y (=N @ujdui) + (—A) onp.
i,j=1
This immediately yields that

2
fgp(—azp—p)dxz— > /

paz(—m—](aiujajui)dwf p(—A) " y1pdx
Q

ij=1Y%
= A1) —5(),
where the second equality follows from integration by parts. This finishes the proof. O

The relation between §(¢) and || (2) || () has been investigated in [Kiselev and Yao 2023]. Below
we state the results from that paper and give a slightly improved estimate for the 2 = R? case.? For the
sake of completeness, we give a proof in the Appendix. In the statement of the lemma we replace p(t)
by u to emphasize that the estimate does not depend on the equation that p(¢) satisfies.

Lemma 2.2. (a) Assume Q = R?. Consider all i € Cé’o([Rz) that are odd in x, and not identically zero.
For all such ., there exists ci(s, |||zt |iellz2) > O such that

Il ey = €1 BTy o)) ™ for all s > 0. (2-11)

(b) Assume Q = T2. Consider all p € C*(T?) that are not identically zero, odd in x», even in xy, with
=0 on the xy-axis, and . > 0 in T x [0, ). For all such i, there exists cz(s, fo[o ] M1/3 dx) >0
such that

el sy = 20191l g )52 forall s > 3. (2-12)

2In [Kiselev and Yao 2023], the estimate corresponding to (2-11) is [Kiselev and Yao 2023, (3.4)], where an extra condition
191 ;,L||§_~171 < % I ;L||i2 was imposed. In this lemma we give a slightly improved estimate where this assumption is dropped.
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2.2. Infinite-in-time growth of Sobolev norms. Using Lemma 2.1, for any #, > t; > 0, integrating E},
from ¢#; to 1, we get

t 15) )
E;,(tz)—E/P(tl):/ A(t)dt+/ B(l)dl‘—/ 5(t)dt. (2-13)

151 151 n
In the next lemma we estimate the two integrals fttlz A(t)dt and ft? B(t) dt on the right-hand side.

Lemma 2.3. Assume v > 0. Let (o, u) be a solution to (1-1) with initial data (pg, ug) satisfying (A1)—(A3).
Then, for all t; > t; > 0, A(t) defined in (2-8) satisfies

%) 5]
/ |A(D)]dt < C(po) / IVa(@)|72q, dt. (2-14)
151 n

Furthermore, foralls > 1 and t, > t; > 0, B(t) defined in (2-8) satisfies

f t ) 12 / ot 2 172
/tl |B<r>|drsc<s,po>v(/tl ||W<r>||Lz(Q)dr) (/ ||p<r>||f-,s(mdr) L)

Proof. Let us show (2-14) first. Let f := (—A)"'9,p; we claim that
I£C, D= < C(py) forallz>0. (2-16)

Once this is proved, it follows that

[2) [5) I
[ 1awtdr <[4l Vs gy di < o) [ 19l g .
1 1 1

To estimate || f||7.(q), we recall the following Hardy—Littlewood—Sobolev inequality for = R? or T?:
(when Q = T?, the function g needs to satisfy an additional assumption fQ gx)dx = 0)

18 glis@ = Cle p.gligline for0<a <2 1<p<g<oo and = 5.

p 2
We choose x =1, g =4, p= %, and g = (—A)l/zf( -, t) (note that g = (—A)~128,p indeed has mean
zero when © = T?). Then the above inequality becomes

1£ (- Dllzag) < CH=M)2 Fllany = CI(=A)"2d0| o) < Cllpllan@) < C(00),

and we also have

I(=)'2 £ Dllpa) = 1(=A) 230l ) < CllpllLag) < Cloo).

In the above two estimates, the second-to-last inequality in both equations is due to the Riesz transform
being bounded in L?(£2) for 1 < p < oo, and the last inequality in both equations comes from (2-1).
Combining these estimates together, we have

IfC, Dllwra < C(po) forall £ >0.

Then the boundedness of f follows immediately from Morrey’s inequality W14(Q) ¢ C%1/2(Q) for
both © = R? and T2. This leads to | f(-, Dl < CIfC, Dllwra) < C(po) for all £ > 0, which
proves (2-16).



182 ALEXANDER KISELEV, JAEMIN PARK AND YAO YAO

Now we turn to the estimate for B(¢). Applying the divergence theorem to the definition of B(r)

from (2-8), we see that
153 s 12 2 5 12
1 1

15 5]
f |B(1)| dt = v/
n n

where we used the Cauchy—Schwarz inequality in the last step. Using the Gagliardo—Nirenberg interpola-

/V,o-Vugdx
Q

tion inequality, we obtain

f t 5 1/2 t 21-1/s) 2 1/2
/‘|1-!3(f)|df§v(/t1 ||Vu(l)||Lz(Q)dt> (/ COlp®I ;> ||,0(f)||H_y(Q)df>

f 51

t 172 t 2s 172
SC(s,po)V</ ||Vu<r>||iz(mdt) (f ||p(r)||H;(Q)dr) ,
1 1

where the last inequality follows from (2-1). This finishes the proof of (2-15). O
Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. The main idea of the proof is to estimate all terms in (2-13) for t; = T and t, = 2T
for T > 1, and obtain a contradiction if sup,(7 ,7) [0 ()|l s grows slower than a certain power of 7.
First, to bound the left-hand side of (2-13), note that (2-3) and the Cauchy—Schwarz inequality yield

|Ep] o 2llu@®lr2 < llpoll2v/2Ek () < C(po, uo) < oo forall >0, (2-18)

where the second inequality follows from (2-1) and the definition of Ek in (2-2), and the third inequality
follows from (2-5). Thus

|E»(2T) — E'»(T)| < Co(po, ug) < oo forall T > 0. (2-19)

Plugging the estimates (2-19) and (2-14) into the identity (2-13), we have
2T

2T 2T
[ sdr = Cotpnu + Coow) [ IVu@ g e+ [ BN forali T= 0. 2-20)
T T T

Next we will bound the two integrals on the right-hand side from above, and /. T2 T's (t) dt from below. Let
us define

2T
0Ty i= [ IVH O gy dr and MAT)i= sup p)lpe
T te[T,2T]

Combining (2-4) and (2-5) yields

o
/0 V()72 dt < v™"Clpo, uo) < oo,
where we also used the assumption v > 0. This implies

lim n(T) = 0. (2-21)
T— o0
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To bound fTZT |B(t)| dt, we use (2-15) and the definitions of n(7T") and M,(T) to get

2T 2T 1/2 2T 2/ 1/2
S
/T |B(t)|drsC<s,po>v(fT Va2, g d ) (/T 11 g d )

< Cas, po, vI)N(T)'*My(T)V/sT'/? foralls >1, T >0. (2-22)

Next we will bound the integral fﬁ T 8(t) dt from below. If Q@ = R?, assumption (A2) allows us to
apply Lemma 2.2 (a) to p( -, t) (and note that its L' and L? norms are preserved in time), so there exists

¢3(s, po) > 0 such that
o s ey = €3(s, 00)8(@) /4 foralls >0, t>0. (2-23)

And if Q = T2, using assumptions (A2) and (A3) (note that these imply that fo[o,n] p(x,H'3dx is
preserved in time), by Lemma 2.2 (b), there exists c4(s, pg) > 0 such that

1ol s 12 = cals, po)8 (@)~ C~Y2 foralls > 5, t>0. (2-24)

Let us rewrite (2-23) and (2-24) above in a unified manner for the two cases 2 = R? and T2, so we do
not need to repeat similar proofs twice. For € either being R? or T2, let us define

1 2 2 2
=S QL =R", 0 Q=R- cs(s, Q=R",
og = {4 | ), sei= i 1 ) cals, po) = { (6. 00) , (225
s—5 Q=T7, 5> Q=T ca(s, po) Q=T-.
With this notation, (2-23) and (2-24) become
ol sy = cals, P3N foralls > so, 1> 0. (2-26)

Combining (2-26) with the definition of M; gives

2T 2T
/ S(t)dtzf e PPNl di = e **M(T)™/*° T foralls > 50, T>0.  (2:27)
T T

Applying the bounds (2-22) and (2-27) and the definition of n(T') to the inequality (2-20) (and noting
that s < 1), we have

esMy(T)™V%eT < Co+ Cin(T) + Con(T)*M(T)'ST'? foralls>1, T >0,

where c5 := cq(s, po) /%2, Co:= Co(po, ug), C1:= Ci(po), and Cs := Ca(s, po, v) — note that they are
all strictly positive and do not depend on 7'. Rearranging the terms, the inequality is equivalent to

(cs — Con(DYV2T 12 M) VstV ey p (T V% T < Co+ Cip(T) foralls>1, T >0. (2-28)
We claim that this implies

limsup 7~ Y2 M (T)/*t1/*e = 400 forall s > 1. (2-29)
T—o0
Towards a contradiction, assume

A:=limsup T~"2M(T)"/*+1/* < 00 for some s > 1.
T—o0
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Combining this assumption with (2-21) gives
limsup n(T)' /2T~ V2 M (T)! /5 +1V% = (limsup T~ 2 M (T) /%) (1im n(T)'/?) =0,
T—o0 T— 00 T—o00

so the parenthesis in (2-28) converges to c5 as T — oo. For the remaining term on the left-hand of (2-28),
we have

lim inf Ms (T)—l/olg T = lim inf(T_l/zMS (T)1/S+1/Ol§2)—S/(SJF()[Q)T(S+20[Q)/(2(S+(XQ))
T—o00 T—o0

— lim inf A~/ G +o) 7 (s+200)/2(s+ae)) +00. (2-30)

T—o0

The above discussion yields that the liminf of the left-hand side of (2-28) is +o00. This contradicts (2-21),
which says the right-hand side of (2-28) goes to Cy < oo as T — oo. This finishes the proof of the
claim (2-29).

Finally, using the definition of M, we have that (2-29) is equivalent to

timsup =2} p (1) 1/

—00

= +00.
Recalling the definition of ag from (2-25), we see that the desired estimates (1-2) and (1-3) follow
immediately. O

Although it is unclear whether the algebraic rates are sharp, in the next proposition we show that, under
the assumptions (A1)~(A3), [|p(?)| g1 (q) can at most have subexponential growth.

Proposition 2.4. Let Q2 = R2 or T2. For any initial data (po, uo) satisfying (A1)~(A3), [lp(Ol 1)

satisfies the subexponential bound

lo@ g1 Sexp(Ct*)  forallt >0,

for some constant a € (0, 1).

Proof. The proposition can be proved by making a slight modification to [Kukavica and Wang 2020,
Theorem 3.1]. For the sake of completeness, we will provide a sketch of the proof. For both Q = T?
and R?, standard energy estimates give that ||V p(?)]| 12(q) satisfies the estimate

d
EHVP(I)HB(Q) S Vu@llL=lVo@ 2,
which leads to

t
Vo2 S exp(/ Vu(s)lLe @) dS) IVoollr2g)- (2-31)

0

Recall that (2-6) gives
[e¢]
/ IVu(®)ll3. dt < C(v, po, uo). (2-32)
0

Here the time integrability of ||Vu(t) ||2L2 follows from the symmetry assumptions in our setting, and it

allows us to obtain a refined upper bound compared to [Kukavica and Wang 2020, Theorem 3.1]. Namely,
combining (2-32) with the Gagliardo—Nirenberg inequality

-2)/2p—2 2p—2
IVl ey < IVull o) @2 IVull e ™ for p>2 (2-33)
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and Holder’s inequality, the exponent in (2-31) can be bounded above by

(Bp=2)/(4p—4)
) (2-34)

t t
/ ||Vu<s>||mmdsSC(p,v,po,u())( / V2l 2y~ ds
0 0

When Q = T2, by [Kukavica and Wang 2020, Theorem 2.1], ||u(¢)||w2r < C(p, v, po, up) for all p < oco.
So one can choose p >> 1 to obtain the subexponential upper bound

Vo (0)ll2 < C(po) exp(C (e, v, po, ug)t>*€)  forany e >0, > 0. (2-35)

Next we move on to the = R? case. In this case, it suffices to prove IV2u()|lLr < C(p,v, po, up)
for all p < oo under our symmetry setting. Once this is shown, an identical argument as (2-31)—(2-35)
again leads to the subexponential growth, since all these estimates also hold for R

To begin with, we show that ||w(#)]|;2 is uniformly bounded in time under our symmetry assumptions.
Noting from (1-1) that w satisfies w; +u - Vo = vAw — 9 p, we can obtain a standard energy inequality

d
A0 ey + VIV O =2 [ 00001000, 2) dx
R2
< W IV 020, + COPO -

Since || p(t)]|;2 is conserved, the above estimate leads to (d /dt)lla)(t)llzL2 ®?) < C(v, pg). Combining this
with (2-32) (and recall |w]||;2 = ||Vu]|;2), we have

ol 2@wey < C(v, po, up) forallz > 0. (2-36)

Following the notation from [Kukavica and Wang 2020], let us define { = w — 91 (1 — A)~"1p to be the
modified vorticity. Since one has ||d; (I — A)_1p||W1‘,, < C(p, po) for all 1 < p < oo, it implies

I¢ —wllLr < C(p,po) and [[VE = VollLr < C(p, po). (2-37)

Combining (2-36) and (2-37) gives a uniform-in-time bound ||{(#)||;2 < C(v, po, up). Now, let us define
Yp(t) = fRZ V¢ (2)|P for p > 2. Using (1-1), one can express the equation for ¢ as [Kukavica and Wang
2020, (2.21)]

G4u-Ve=vAL+F, F:=[0(I—-A)""u-Vip—(I—-A"A~Ddp.

A straightforward calculation yields that 1) (1) =2 fRZ V¢ -VFdx —2v fRZ |V2¢|? dx. Using the inter-
polation inequality
VeI,
V3¢l = =k,
Clighz2

we obtain

2
& <2/ V¢ -VFdx.
RZ

(1) + <
vz Clizl2,
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To obtain an estimate of the right-hand side, a more careful analysis is required, and the same argument
as in [Kukavica and Wang 2020, (3.2)] gives that
v

J(t) + —=— < Cyn +C.
VOF G, =

Thus the above uniform-in-time bound for || ||i2 gives a uniform-in-time bound for ¥ (¢). For any
2 < p < oo, [Kukavica and Wang 2020, (3.3)] gives

2

V3 (p—1)
Va0 + s = CPMp + CpY 7
p

One can use induction (for p =2, 4,8, ...) to obtain a uniform-in-time bound v,(¢) < C(p, v, po, uo),
and combining this bound with (2-37) gives

IV?u@)lr < C(P)IVo @l < C(PYUIVEDIlLr + C(p, p0)) < C(p, v, po, uo).
Finally, choosing an arbitrarily large p > 1 and plugging the above uniform-in-time estimate into (2-34),
we again have the subexponential upper bound (2-35) for Q = R. (|
3. Infinite-in-time growth for inviscid Boussinesq and 3-dimensional Euler

3.1. Vorticity lemma for flows with fixed kinetic energy. Before proving the main theorems, let us start
with a simple observation: it says that for any vector field u in a square Q = [0, 7]* with a fixed kinetic
energy, if its vorticity integral A := [ 0 wdx is big, then, for 1 < p < oo, ||w|/L» must be even bigger, at
least of order A3~2/7,

Lemma 3.1. Let Q := [0, 713 For any vector field u € C*°(Q), let w := 01up — dru1. Let us define
Ey :=/ Iulzdx and A :=/ w(x)dx.
0 o

Then we have the following lower bound for ||w||1r(g):

lwllLro) > comax{Ey TPIAPYP A} forall p €1, 00], (3-1)

where co = (12872)~ > 0 is a universal constant.

Proof. Without loss of generality, assume A > 0. (If A < 0, we can prove the estimate for —u, whose
vorticity integral would be positive.) By Green’s theorem, we have

/ |u(x)|dszf u(x)-dl:/w(x)dx:A,
00 90 0

where the integral in ds denotes the (scalar) line integral with respect to arclength, and the integral in d!/
denotes the (vector) line integral counterclockwise along 0 Q.



SMALL SCALE FORMATION FOR THE 2-DIMENSIONAL BOUSSINESQ EQUATION 187

For any r € [0, Z), let us define

O, =lr,m—rlx[r,m—r].

Note that Q¢ = Q and Q, shrinks to a point as r % Let us define

ro :=inf{r €[0,%): f u(x)|ds = %A}.
90,

Since

/ lu(x)|ds > A and / lu(x)|ds -0 asr /7,
900 30,

b/

the above definition leads to a well-defined rg € (0, 5), and in addition we have

/ lu(x)|ds > 1A forall r € [0, r).
90,

Next we claim that
ro < 16w EgA™2. (3-2)

To show this, note that, for all 0 < r < rg, we can apply the Cauchy—Schwarz inequality on d Q, (and use

|00Q,| < 4m) to obtain
2 2
/ |u|2dszL(/ |u|ds) A7
90, 47 90, 167

Integrating the above inequality for r € (0, ro) over the direction transversal to 3Q, (and noting that
UrE(O,rO) 00, =0\ Qro), we obtain

ro A2r
Eoz/ |u|2dx:// lu|*ds dr > 0,
0\Qy 0 Jao, 167

which yields the claim (3-2). Note that (3-2) implies

ro
10\ Q,,| = / 100, |dr < min{drry, 7%} < min{647>EyA~2, 72}. (3-3)
0

By Green’s theorem and the definition of r,

/ wdx:/ u-dl—/ u-dl>A-1A=1A. (3-4)
0\Qy, 90 30,

Finally, we apply Holder’s inequality to bound ||@||z»(o) from below for p € [1, o0]:

lollizr) = lollLrovo,) = (/ de>|Q \ Q|77 forall p 1, o0].
0

Ory

Applying the estimates (3-4) and (3-3) in the above inequality finishes the proof of (3-1) with a universal
constant co = (12872)~. Il
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3.2. Infinite-in-time growth for inviscid Boussinesq equations. Now we are ready to prove the infinite-
in-time growth results. Let us start with Theorem 1.3 for = T2,

Proof of Theorem 1.3. Using the Biot-Savart law u = V+-(—A)~!w, one can easily check that, in
T? = (—m, 7]?, the even-odd symmetry of p and odd-odd symmetry of w is preserved for all times. This
implies the odd-even symmetry of u#; and even-odd symmetry of u; hold for all times. In particular,
defining

0:=10,7] %[0, 7],

we have u -n =0 on 0 Q for all times.
For any x € T? and t > 0, let ®,(x) be the flow map defined by

0P (x) =u(®;(x),1), Do(x)=x.

Using u# -n =0 on 0 Q for all times (and u = 0 at the four corners of 9 Q), for any x € 0Q, ®,(x) remains
on the same side of d Q for all times during the existence of a smooth solution. Combining this with the
fact that p is preserved along the flow map, the assumptions on pg implies

p0,x,t) >0 and p(r,x2,1) <0 for all x, € [0, 7], ¢ > 0. (3-5)

Note that the odd-in-x, symmetry of pg yields pg(0, 0) = po(0, 7) = 0, so the supremum in kg :=
sup,, ci0.7] P0(0, x2) > 0 is achieved at some p (0, a) for a € (0, ). In addition, by continuity of po, there
exists some b € (0, a) such that pg(0, b) = %ko and pg > %ko on {0} x [b, a].

Since u -n =0 on 9 Q for all times, ®,(0, a) and ®,(0, b) remain on the line segment {0} x (0, ) for
all times. Define

h(t) := 90, b) — ®;(0, a)l, (3-6)

which is strictly positive as long as u remains smooth. Note p(®,(0, a), t) = kg and p(P,(0, b), t) = %ko
for all times. This implies

_ 1p(@1(0,0). 1) — p(®:(0, @), D]

IVeOleo) 2 =0 0 —o0 = 3koh (™! (3-7)

for all times during the existence of a smooth solution.
Next let us define

A(r) ::/ w(x,t)dx;
o

we make a simple but useful observation about the monotonicity of A(z). Using the symmetries and the
facts V-u =0in Q and u -n =0 on 9 Q, we find

A’(t):—/ u(x,t)-Va)(x,t)dx—/ Oy, p(x, 1) dx
0 o

b4 T
=/ /0(07 X2, t) d-xz_/ /0(7[7 X2, t) d-xz = %koh(t)’ (3_8)
0 0
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where the inequality follows from (3-5), the definition of /(¢), and the fact that p(-, 1) > %ko on the line
segment connecting ®,(0, a) and ®,(0, b). We now integrate (3-8) in [0, ¢] and apply (3-7). This yields

AW = 1 [ VoL g dr+ A0, (3-9)

2
Section 2.1, the sum of the kinetic and potential energies is conserved in T<, and hence it is also conserved

In order to apply Lemma 3.1, we need to bound ||u(¢)|| from above. From the same calculation in

in Q due to the symmetries

%/ |u(x,t)|2dx+/ xz,o(x,t)dx:%/ |u0(x)|2dx+/ xap0(x)dx.
0 0 0 0

Since p is advected by the flow, [|o(#)[/11(p) is conserved in time, so |fQ x20(x,1) dx| <7lpollzip) for
all times. This implies

flu(x,t)lzde/ luo(x)|* dx +4x | poll L1y =2 Eo(po, o)
0 0

for all times. Now we can apply Lemma 3.1 with p = +o00 to conclude

t 3
lw (@)~ > coEy 'A(t)? > coEo—l(iké / V(D) % dt +A<0)) : (3-10)
0

where we used (3-9) in the last step. Note that A(0) may be positive or negative.
On the other hand, the Lagrangian form of the evolution equation for vorticity

d
270 (@r(0), 1) = =8, p(P1(x), 1)
implies that

t
oo ()l 5/ IV o)l 1= dt + ol . G-11)
0
Combining (3-10) and (3-11), we arrive at
t t 3
/ IV (@)l dt + ool = coEg’ (iké / Vo)1 de + Ao) . (3-12)
0 0

Let us define ,
F(1) :=/ IVo(T)|L=dr.
0

Since the Cauchy—Schwarz inequality yields

t t -1
/||Vp(r)||Lolcdr2t2(/ ||V,0(r)||Loodt> >t*F(t)~" forallz >0,
0 0

plugging it into (3-12) gives an inequality relating F(¢) to itself:

3
F(1) > coE()l(;ik%ﬂF(r)—l +A0) — llwol| s (3-13)
Our goal is to show that there exists some ¢ (pg, wg) > 0 such that
F(1) > c1(po, wo)t>/* forallt > 1. (3-14)
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12 o
ltl/ . Since

;1 > 1, one can choose c; sufficiently small (only depending on initial data) such that the right-hand side
of (3-13) is bounded below by 4~4coEy ke3>, On the other hand, the left-hand side is bounded
above by c1t13/ 2. Thus we obtain a contradiction if we further require ¢; < 4~ (coEq k)14,

Finally, note that (3-14) directly implies sup o 1 IVo(t)llz> = ¢1(po, wo)t!'/? for all ¢ > 1. For
t € (0, 1), recall that the definition of k¢ and the fact p(0, O, r) = 0 yield

Towards a contradiction, suppose (3-14) does not hold at some #; > 1, so tle )" > cy

IVp@)llze = 1ko = (3ko)t'/? forz e (0,1).
Combining these two estimates finishes the proof. g

Remark 3.2. Theorem 1.3 does not give us an infinite-in-time growth result for w( -, ¢). All we have is
the following conditional growth estimate coming from (3-10): if lim sup,_, o, V()| L~ < oo, this
must imply lim;_, o, ||@(2) || Lo = 00.

Proof of Theorem 1.4. The proof is similar to the previous one, and in fact it is easier due to the uniform
positivity of pg on {0} x [0, 7]. Using the Biot—Savart law, one can check that the even-in-x; symmetry
of p and odd-in-x; symmetry of w is preserved for all times. Defining Q :=[0, 7] x [0, 7], the symmetries
and the boundary condition yield that u - n = 0 on 9 Q for all times. In particular, this implies

p0,x0,t) >ko>0 and p(@r,x2,1) <0 for all x, € [0, @], >0, (3-15)

during the existence of a smooth solution.
Again, let us define A(¢) := f 0 w(x,t)dx. A calculation similar to the previous proof shows that in
this case

Al(r) > /On p(0, x2, 1) dxs — /On p(m, x2, 1) dxy > ko,
where the last inequality follows from (3-15). This gives us a lower bound
A(t) > kot + A(0) forall r > 0. (3-16)
An identical argument as in the proof of Theorem 1.3 gives
/Q lu(x, 0)[* dx < Eo(po, uo)

uniformly in time; thus we can apply Lemma 3.1 to obtain

lollLrig) > coEy TPIA@PP forall p € [1, 0], (3-17)
Also, note that Green’s theorem yields
A(t):/BQu-dl5471||u(t)||Loo. (3-18)
Regarding the growth of V p, note that (3-11) still holds in a strip, so
Tzl[lopt] IVo@ll= =~ (lo@)l= = lwollL<) forall 7 > 0. (3-19)

Below we discuss two cases.
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Case 1: A(0) > 0. In this case (3-16) gives
A(t) = kort  for all £ > 0.
We then apply (3-17) and (3-18) to obtain lower bounds for || (?)[lr(g) and |[u(t)]| po:

lo(®)llLrg) = c1(po, wo)t> P forall p € [1, +00], >0, (3-20)
lu(@)|lLo@) = zllkot for all + > 0. (3-21)

Regarding the growth of Vp, we apply (3-20) with p = 400 and combine it with (3-19) to obtain

sup [Vo()llze = 1~ (c1(po, @0)t® — [lwoll L),
7€(0,¢]
which implies

1/3
w 0
sup [|Vp(D)llz = c1(po, )i forall 1 = (&) .
7€[0,7] 1 (00, 00)

Combining this large time estimate with the trivial lower bound ||V o ()| L~ > %ko for all times, there
exists some ¢ (g, wo) > 0 such that
sup [|Vo(t)llz > c2(po, wo)t> forall ¢ > 0. (3-22)
7€[0,1]
Case 2: Ag < 0. In this case the right-hand side of (3-16) becomes positive for t > |Ag|/ (ko). In

addition, we have
2| Aol

k()JT '

A(t) = skomt  forall t > Ty =:

Once we obtain this (positive) linear lower bound for ¢t > T, we can argue as in Case 1 to obtain lower
bounds for [ (#)[lLr (@), lu(@)] L, and sup (o, IV (T) | L~ for all £ > Ty. In addition, combining the
lower bound for ||V p(#)|| L~ for t > Ty with the trivial lower bound ||V p(t)|| L~ > ko/7 for all times, we
again have (3-22) with a smaller coefficient c(pg, wg) > 0 that only depends on the initial data. O

Remark 3.3. If the assumptions on symmetries of pg and wg are dropped, the following simple argument
still gives ||w(#)||;1 = ¢ for ¢ > 1. Let Q; := {®;(x) : x € [0, ] x [0, 7]}, and denote by

I‘t1 ={P,(x):x €{0} x[0, 7]} and th ={d,(x):xe{n} x[0, 7]}

the left and right boundary of Q;. (Since u - n = 0 on 9€2, the top and bottom boundaries of Q; remain
on 9€2 for all times.) In addition, since p is preserved along the flow, at each # we have p(-, )| 1> ko>0
and p(-,1)| r2 < 0. Thus a computation similar to (3-8) in the moving domain Q, gives

4 w(x,t)dx:/ —9. p(0)dx > kom forall £ > 0.
dt Jo, 0

Therefore, as long as the solution (p, ) remains smooth, we have
lw@) | = / w(x,t)dx > kot — ||wg||;1  forallt > 0. (3-23)
O

However, since Q; is in general largely deformed from a square for ¢ > 1, we are not able to apply
Lemma 3.1 to obtain faster growth rate for higher L? norms.
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Note that given any steady state w; of the 2-dimensional Euler equation on the strip €2, (0, wy) is
automatically a steady state of the inviscid Boussinesq equations (1-4). Thus the infinite-in-time growth
estimate (3-23) directly implies that any such steady state (with zero density) is nonlinearly unstable, in
the sense that, for any 0 < kg < 1, an arbitrarily small perturbation py = ko cos(x1), wp = ws leads to
lim;_, oo ||l () || 1 = 0o. See [Bedrossian et al. 2023; Castro et al. 2019; Deng et al. 2021; Doering et al.
2018; Masmoudi et al. 2022; Tao et al. 2020; Zillinger 2023] for more results on stability/instability of
steady states of the inviscid or viscous Boussinesq equations.

3.3. Application to 3-dimensional axisymmetric Euler equation. In this subsection we will prove
Theorem 1.8, whose proof is a close analog of Theorem 1.4.

Proof of Theorem 1.8. Using the Biot—Savart law, one can easily check that @’ remains odd in z and u’
remains even in z for all times while the solution stays smooth. Combining these symmetries with the
Biot—Savart law (1-10) gives u* = 0 for z =0 and z = & for all times. For a point x on the rz-plane, let
us define the flow-map ®,(x) : [, 2] x T — [7, 2] x T, given by

d
ECDI(X) = (ur (P (x), 1), uz (P(x), 1)).
Since u; =0 on z =, for any x € [, 27] x {7}, we have ®;(x) remains on [, 27r] x {7 }. From the

0

first equation in (1-9), we have ru” is conserved along the trajectory. Thus, for any point (r, ) with

r € [, 2], we have

ru® (r, m, 1) > wul(d; (r, ), 0) > ko,

where the last inequality follows from the assumption ug > ko > 0 on z =7 and the fact that CD,_l (r,m) e
[, 2] x {mr}. This implies

u’(r, 7, 1) > ko >0 forallr € [, 2], t>0. (3-24)
Applying a similar argument for z = 0, the assumption |u8| < %ko on z = 0 leads to
lu’(r,0,1)| < tko forallr € [z, 27], t>0. (3-25)

Defining Q := [x, 27] x [0, ] to be a square on the rz-plane, the above symmetry results give
(", u*)-n=0on 9 Q for all times. Using this boundary condition as well as the divergence-free property
of (ru”, ru®) in (r, z) (which follows from (1-10)), we apply the divergence theorem to obtain

w@ 8Z(M9)2
(rur’ ruz) . vr,z — |+ drdz
r

d )
— w(r,z,t)drdzzf

P 0N2
=/ ) drdz
0 r

27 1
= / —@’ (0 —u’(r, 0, 1)) dr
T r

r

312 142



SMALL SCALE FORMATION FOR THE 2-DIMENSIONAL BOUSSINESQ EQUATION 193

for all times during the existence of a smooth solution, where the last inequality follows from (3-24)
and (3-25). This directly implies

A1) ;=/ o (r,z,t)drdz > %kﬁt—i—/ whdrdz.
(0] )

In particular, if [, wf dr dz > 0, this implies

A(t) = {5kgt  forall 1 >0, (3-26)

/ a)g drdz
0

Another ingredient we need is the energy conservation. It is well known that the kinetic energy is

and if fQ a)g drdz <0, we have

A(t) > kgt forall t > Ty =: 20k, : (3-27)

conserved for the 3-dimensional Euler equation, i.e., fQ lu(x, 1)|>dx = fQ lug|? dx. Since 2 has an inner
boundary with positive radius s, this implies, in the domain Q in the rz plane, we also have

/ W' (r, z, t)2 +u(r, z, t)z) drdz < Ey(up).
0

Recall that o’ and (u”, u®) are related by w’ = 9,u% — d,u". Thus we can apply Lemma 3.1 to conclude
that

e’ ()l Lrig) = By TPIA@ PP forall p (1, 00], 20,
which directly leads to (1-12) once we plug estimates (3-26) and (3-27) of A(¢) into the above equation.
Finally, applying Green’s theorem in Q, we have
A = [ otdraz= [ @ —sarrdrdz= [ u-di axjuc)es.
o o 00

Combining this with the estimates (3-26) and (3-27) directly gives (1-13), finishing the proof. 4

Appendix: Proof of Lemma 2.2

In the appendix we prove Lemma 2.2. The proof is almost the same as in [Kiselev and Yao 2023] other
than a small improvement in part (a). We sketch a proof for both parts below for the sake of completeness.

Proof of Lemma 2.2 (a). Here the proof mostly follows [Kiselev and Yao 2023, (3.4)], except that we
make a small improvement dropping the assumption |[|9; “”i']-l < ;{ll,ull%2 in that paper. Let us define

8= 0l gy A= I 2y
Clearly,

P
5= [ ZLIArds <A

r2 1§12

Let us discuss the following two cases.



194 ALEXANDER KISELEV, JAEMIN PARK AND YAO YAO

Case 1: § < A%A. In this case let us define

_ &l \/@
Dy -—{(51,52)- £ > A}'

2
oz [ Liaerds=2 [ japde.

2
s €1 D;

This gives st a2 dE < %A, and thus ng a2 dE > %A. Note that D§ can be expressed in polar

coordinates as
c ) 26
Dy =4 (rcosf,rsinf) :r >0, |cosf| < ik

Since u € Cfo([Riz), we have

By definition of Ds, we have

Al L@y < @) Il gy =2 B.

Let hs > 0 be such that [ D§N{|&| < hs}| = (4B?)~' A, which we will estimate later. Such a definition gives
f |2l dg =/ |2 dg — A dg > JA— 4B 'AB = | A,
DiN{|&21>hs} Dy DsN{|&2|<hs}

which implies

Il gy = / &7 1A d& = hy f |AI* d& = AR, (A-1)
R? D§N{|&2|>hs}

To estimate A, let us define 6y := cos™!(y/25/A). Since D§ N {|&| < hs} consists of two identical
triangles with height /5 and base 2h; cot 6y, we have

(4B ' A = DS N{|&] < hs}| =203 coty < 4/SA™'2h3,

where the inequality follows from cos 6y = +/28/A and sin 6y = /T — 28/A > 1/+/2, due the assumption
S < %A in Case 1. Therefore hs > (4B)~1A3/45-1/4, Plugging it into (A-1) yields

el oy > 3V ARS = (s, A, B)S™/4,

finishing the proof of Lemma 2.2 in Case 1.

Case 2: §> T A. Asin Case 1, letus define || ]| g2y < (270) " |1l 12y =: B. Letrg:= (A/ (2 B*)) /2.
Such a definition leads to

A1 d§ < rg Il s ge) < 54
B(0,ro)
and thus
ey = [ EPIARAE = A e, A B,
B(0,r0)
where the last inequality follows from the assumption § > %A in Case 2. This finishes the proof of

part (a). O
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Proof of Lemma 2.2 (b). This part is equivalent to the last (unnumbered) equation in the proof of
Theorem 1.2 in [Kiselev and Yao 2023]. We sketch a proof below for completeness, and also to clarify
the dependence of cz(s, fo[o,n] w3 dx) in (2-12).

For any k = (k1, k») € 72, the Fourier coefficient (ki kp) can be written as

A 1 —ikixy —ikyxy
iky, ko) = 5| e e w(xy, x2) dxadx
Qm)= Jr T
g
=z [ [ st x) dx dn, (A2)
Q2m)= Jr 0
=:g(x1,k2)

where the last identity is due to u being odd in x,. With g(x, k») defined in the last line of (A-2), when
setting k, = 1, we claim that g(x, 1) satisfies the following properties:

(a) g(xg, 1) is even in x| and nonnegative for all x; € T.
(b) £(0,1)=0.
(©) [rgtxi, Ddxi=c(fpnx)'? dx)3 for some universal constant ¢ > 0.
Here property (a) follows from the facts that y is even in x| and nonnegative on D := [0, 7]>. Property (b)

follows from (0, - ) = 0. For property (c), note that

/ glxy, )dx; = 2/71 glxy, dx; = 2/ sin(xp)u(x) dx.
T 0 D

Combining Holder’s inequality with the fact that sin(x;)u(x) > 0 in D, we have

) 3 3
/ sin(xp) u(x) dx > (/ sin(xz)_l/2 dx) (/ ;L(x)l/3 dx) > co(/ p,(x)l/3 dx)
D D D D

for some universal constant ¢y > 0. This proves property (c).
For any ki € Z, let g(k;) be the Fourier coefficient of g( -, 1); that is,

g(ky) :=%/eik‘x‘g(x1, 1 dx. (A-3)
T

Denote by g := % fT g(x1, 1) dx; the average of g(-, 1). Applying the definition of g to (A-2) gives
—2i .

k1) = ﬁg(kl) for any k; € Z. (A-4)
This allows us to bound & := ”8”‘”2*1(?2) from below as
2 k% A 2
62 Cm? ) itk D)
ki1€2)\{0} 1T
A 1 _
=2 Y kP =+ [ lse )= gP dn, (A-5)

k1eZ\{0}
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By property (c), g > c(fD w(x)'3 dx)3 > 0. Applying [Kiselev and Yao 2023, Lemma 3.3] to g(xy, 1)
yields

IgC s Dl gsry > C(s,/ () dx)a—s+‘/2 forall s > . (A-6)
D
Note that
. g T
lgC s Dl =277 3 ki 1Ak DI < =101l ) < ﬁumﬁw), (A-7)
k1 #£0
where the first inequality follows by the assumption s > % Finally, combining inequalities (A-6) and (A-7)
gives (2-12). O
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