
\mathrm{S}\mathrm{I}\mathrm{A}\mathrm{M} \mathrm{J}. \mathrm{M}\mathrm{A}\mathrm{T}\mathrm{H}. \mathrm{A}\mathrm{N}\mathrm{A}\mathrm{L}. © 2024 \mathrm{S}\mathrm{o}\mathrm{c}\mathrm{i}\mathrm{e}\mathrm{t}\mathrm{y} \mathrm{f}\mathrm{o}\mathrm{r} \mathrm{I}\mathrm{n}\mathrm{d}\mathrm{u}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{l} \mathrm{a}\mathrm{n}\mathrm{d} \mathrm{A}\mathrm{p}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{d} \mathrm{M}\mathrm{a}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{m}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{s}

\mathrm{V}\mathrm{o}\mathrm{l}. 56, \mathrm{N}\mathrm{o}. 6, \mathrm{p}\mathrm{p}. 7508--7544

A STOCHASTIC FLUID-STRUCTURE INTERACTION PROBLEM
WITH THE NAVIER-SLIP BOUNDARY CONDITION\ast 
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Abstract. We prove the existence of martingale solutions to a stochastic fluid-structure in-
teraction problem involving a viscous, incompressible fluid flow, modeled by the 2D Navier--Stokes
equations, through a deformable elastic tube modeled by the 1D shell/membrane equations. The
fluid and the structure are nonlinearly coupled via the kinematic and dynamic coupling conditions at
the fluid-structure interface. This article considers the case where the structure can have unrestricted
displacement and explores the Navier-slip boundary condition imposed at the fluid-structure inter-
face, displacement of which is not known a priori and is a part of the solution itself. The proof takes a
time-discretization approach based on a Lie splitting scheme. The geometric nonlinearity stemming
from the nonlinear coupling, the possibility of random fluid domain degeneracy, the potential jumps
in the tangential components of the fluid and structure velocities at the moving interface, and the
low regularity of the structure velocity require the development of new techniques that lead to the
local-in-time existence of analytically weak martingale solutions.

Key words. stochastic moving boundary problems, fluid-structure interaction, martingale
solutions, Navier-slip condition

MSC codes. 60H15, 35A01

DOI. 10.1137/24M164029X

1. Introduction. This paper introduces an approach for investigating solutions
to a complex problem describing the interaction between a deformable (purely) elas-
tic membrane and a 2D viscous, incompressible fluid flow, under the influence of
multiplicative stochastic forces. The fluid flow is described by the 2D Navier--Stokes
equations, while the membrane is characterized by shell equations. The fluid and the
structure are fully coupled across the moving interface through a two-way coupling
that ensures continuity of the normal components of their velocities and contact forces
at the interface. There has been a lot of work done in the field of deterministic fluid-
structure interaction (FSI) in the past two decades (see, e.g., [6, 17, 8, 23, 24, 18, 21]
and the references therein); however, even though there is a lot of evidence pointing
to the need for studying the stochastic perturbations of the benchmark FSI models,
the mathematical theory of stochastic FSI or, more generally, of stochastic PDEs on
randomly moving domains is completely undeveloped.

The main result of this paper is the establishment of the existence of local-in-
time weak martingale solutions to this nonlinear stochastic fluid-structure interaction
problem. To be precise, the solutions are weak both in the analytical and probabilistic
sense and exist until an almost surely positive stopping time. The stopping time kicks
in as the fluid domain approaches a degenerate configuration. In this existence proof,
we employ a Lie operator splitting scheme which was first utilized in the context of
deterministic FSI in [24] and later, for example, in [25, 4]. The recent articles [32, 31],
which represent the only work addressing stochastic moving boundary problems, have
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7509

demonstrated the existence of weak martingale solutions to FSI problems with scalar
and unrestricted structural deformations, respectively. They also consider the no-slip
boundary conditions imposed at the fluid-structure interface. While this is a common
assumption in the blood flow literature (see, e.g., [28, 5]), the slip condition is consid-
ered to be a more realistic boundary condition in modeling near-contact dynamics,
such as the closure of heart valves, as it allows for the possibility of collisions (see,
e.g., [27, 26]). In terms of (deterministic) FSI literature involving slip boundary condi-
tions, the authors of [14] analyze the motion of a rigid body in viscous incompressible
fluid. See also [7] in the context of a rigid body immersed in a compressible fluid.
However, the difficulty increases significantly when an elastic body instead of a rigid
body is considered. In this work, we give the first existence result for a stochastic
moving boundary problem involving the Navier-slip boundary condition imposed at the
interface of a fluid and an elastic body. It also provides, for the first time, a compact-
ness argument, in the context of FSI involving elastic structures, by constructing test
functions that are allowed to have possible jumps in the tangential direction at the
fluid-structure interface, which is a key feature of the slip condition. Our compactness
result thus generalizes the existing results while also revealing hidden regularities of
the structure.

The first mathematical issues that we come across are related to the facts that the
fluid domain boundary is a random variable, not known a priori, which can possibly
degenerate in a random fashion and that the incompressibility condition and the
Navier-slip boundary condition lead to the dependence of the test functions on the
randomly moving domains and thus require us to consider random test processes,
which is highly unusual for typical stochastic PDEs on fixed domains. Due to the
possibility of nonzero longitudinal structural displacement, extra care has to be taken
in dealing with degenerate fluid domains, i.e., when the structure touches a part of
the fluid domain boundary during deformation.

First, using the arbitrary Lagrangian--Eulerian (ALE) transformations, we map
the fluid equations onto a fixed domain. ALE mappings have been extensively used in
FSI and numerical simulations of moving boundary problems; see, e.g., [30, 11, 20, 28].
The use of these ALE maps and the analysis that follows is valid for as long as there
is no loss of injectivity of the ALE transformation. To deal with this injectivity con-
dition in the stochastic case we use a cut-off function and a stopping time argument.
Furthermore, via the ALE maps, additional nonlinearities appear in the weak formula-
tion of the problem that track several geometric quantities such as the fluid-structure
interface tangent and normal.

The dependence of the test functions on the domain configurations (via the ALE
maps) creates issues as we move to a new probability space in search of martingale
solutions. Hence, we introduce a system that approximates the original system by
augmenting it by a singular term that penalizes the divergence and the boundary
behavior of the fluid velocity. However, addition of this penalty term and the low
temporal regularity of the solutions create further difficulties in establishing com-
pactness which we overcome by employing nonstandard compactness arguments. In
establishing tightness of the laws of the approximate solutions, we also do not have
the extra regularity for the structure velocity obtained from the fluid dissipation in
the no-slip case. We finally show that the solutions to the approximate systems indeed
converge to a desired martingale solution of the limiting equations.

Since the stochastic forcing appears not only in the structure equations but also in
the fluid equations themselves, we come across additional difficulties, which are asso-
ciated with the construction of the appropriate ``test processes"" on the approximate
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7510 KRUTIKA TAWRI

and limiting (time-dependent and random) fluid domains. Namely, along with the
required divergence-free property on these domains, the test functions have to satisfy
appropriate boundary and measurability conditions. We construct these approximate
test functions by first constructing a Carath\'eodory function that gives the definition
of a test function for the limiting equations and then by transforming this limiting test
function in a way that preserves its desired properties on the approximate domains.

The paper is organized as follows: We describe the fluid and the structure prob-
lems along with the coupling conditions and the noise structure in section 2. This
section also contains the definition of solutions and the main result of this paper. In
section 3, we introduce the approximation scheme. Finally, in sections 4 and 5, we
pass the time step and the structure velocity regularization parameter, which is added
to deal with the corners of the fixed domain, to 0, respectively.

2. Problem setup. We begin describing the problem by first considering the
deterministic model.

2.1. The deterministic model and a weak formulation. We consider the
flow of an incompressible, viscous fluid in a 2D compliant cylinder \scrO = (0,L) \times 
(0,1) with a deformable lateral boundary \Gamma . The left and the right boundary of the
cylinder are the inlet and outlet for the time-dependent fluid flow. We assume ``axial
symmetry"" of the data and of the flow, which allows us to consider the flow only in
the upper half of the domain, with the bottom boundary fixed and equipped with
the symmetry boundary conditions. Assume that the time-dependent fluid domain,
whose displacement is not known a priori, is denoted by \scrO \bfiteta (t) =\bfitvarphi (t,\scrO ), whereas its
deformable interface is given by \Gamma \bfiteta (t) = \bfitvarphi (t,\Gamma ). Assume that \bfitvarphi : \scrO \rightarrow \scrO \bfiteta is a C1

diffeomorphism such that

\bfitvarphi | \Gamma in,\Gamma out,\Gamma b
= id, det\nabla \bfitvarphi (t,x)> 0,

where the inlet, outlet, and bottom boundaries of \scrO are given by \Gamma \mathrm{i}\mathrm{n} = \{ 0\} \times 
(0,1),\Gamma \mathrm{o}\mathrm{u}\mathrm{t} = \{ L\} \times (0,1),\Gamma b = (0,L) \times \{ 0\} , respectively. The displacement of the
elastic structure at the top lateral boundary \Gamma , which can be identified by (0,L),
will be given by \bfiteta (t, z) = \bfitvarphi (t, z) - (z,1) for z \in (0,L) (see Figure 1). The mapping
\bfiteta : [0,L]\times [0, T ]\rightarrow R2 such that \bfiteta = (\eta z(z, t), \eta r(z, t)) is one of the unknowns in the
problem.

The fluid subproblem. The fluid flow is modeled by the incompressible Navier--
Stokes equations in the 2D time-dependent domain \scrO \bfiteta (t):

\partial tu+ (u \cdot \nabla )u=\nabla \cdot \sigma + F ext
u ,

\nabla \cdot u= 0,
(2.1)

Fig. 1. A snapshot of a realization of the fluid domain for some \omega \in \Omega and t\in [0, T ].
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7511

where u= (uz, ur) is the fluid velocity. The Cauchy stress tensor is \sigma = - pI+2\nu D(u),
where p is the fluid pressure, \nu is the kinematic viscosity coefficient, and D(u) =
1
2 (\nabla u+(\nabla u)T ) is the symmetrized gradient. Here F ext

u represents any external forcing
impacting the fluid. In this work we will be assuming that this force is random, as
we shall see below. The fluid flow is driven by dynamic pressure data given at the
inlet and outlet boundaries, and we prescribe the symmetry boundary condition on
the bottom boundary as follows:

p+
1

2
| u| 2 = Pin/out(t), ur = 0 on \Gamma in/out,(2.2)

ur = \partial ruz = 0 on \Gamma b.(2.3)

The structure subproblem. The elastodynamics problem for the displacement
\bfiteta = (\eta z, \eta r) of the structure with respect to \Gamma is as follows:

\partial 2t \bfiteta +Le(\bfiteta ) = F\bfiteta in (0,L),(2.4)

where F\bfiteta is the total force experienced by the structure and Le is a continuous, self-
adjoint, coercive, linear operator on H2

0(0,L). This equation is supplemented with
the following boundary conditions:

\bfiteta (0) = \bfiteta (L) = \partial z\bfiteta (0) = \partial z\bfiteta (L) = 0.(2.5)

The nonlinear fluid-structure coupling. The coupling between the fluid and the
structure takes place across the moving fluid-structure interface.

\bullet The kinematic coupling conditions in the Navier-slip case are

\partial t\bfiteta (t, z) \cdot n\bfiteta = u(\bfitvarphi (t, z)) \cdot n\bfiteta , (t, z)\in [0, T ]\times [0,L],(2.6)

(\partial t\bfiteta  - u(\bfitvarphi (t, z))) \cdot \bfittau \bfiteta = \alpha \sigma (\bfitvarphi (t, z))n\bfiteta \cdot \bfittau \bfiteta , (t, z)\in [0, T ]\times [0,L].(2.7)

\bullet The dynamic coupling condition is

F\bfiteta = - S\bfiteta (t, z)(\sigma n
\bfiteta )| (t,z,\bfitvarphi (t,z)) + F ext

\bfiteta ,(2.8)

where n\bfiteta (t, z) is the unit outward normal to the top boundary at the point,
\bfittau \bfiteta is the tangent vector given by \bfittau \bfiteta (t, z) = \partial z\bfitvarphi (t, z), and S\bfiteta (t, z) is the
Jacobian of the transformation from Eulerian to Lagrangian coordinates. As
earlier, F ext

\bfiteta denotes any external force impacting the structure.
This system is supplemented with the following initial conditions:

u(t= 0) = u0, \bfiteta (t= 0) = \bfiteta 0, \partial t\bfiteta (t= 0) = v0.(2.9)

Weak formulation on moving domain. Using the convention that boldface
letters denote spaces containing vector-valued functions, we define the following rele-
vant function spaces for the fluid velocity and the structure displacement:\widetilde VF (t) = \{ u= (uz, ur)\in H1(\scrO \bfiteta (t)) :\nabla \cdot u= 0, and ur = 0 on \partial \scrO \bfiteta \setminus \Gamma \bfiteta (t)\} ,\widetilde WF (0, T ) =L\infty (0, T ;L2(\scrO \bfiteta (\cdot )))\cap L2(0, T ; \widetilde VF (\cdot )),\widetilde WS(0, T ) =W 1,\infty (0, T ;L2(0,L))\cap L\infty (0, T ;H2

0(0,L))\cap H1(0, T ;H1(0,L)),\widetilde W (0, T ) = \{ (u,\bfiteta )\in \widetilde WF (0, T )\times \widetilde WS(0, T ) : u(\bfitvarphi (t, z)) \cdot n\bfiteta = \partial t\bfiteta (t, z) \cdot n\bfiteta ,

(t, z)\in (0, T )\times \Gamma \} .
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7512 KRUTIKA TAWRI

Next, we derive a deterministic weak formulation of the problem on the moving do-
mains. We consider q \in C1([0, T ]; \widetilde VF (\cdot )) such that q(\bfitvarphi (t, z)) \cdot n\bfiteta = \bfitpsi (t, z) \cdot n\bfiteta on
(0, T )\times \Gamma for some \bfitpsi \in C1([0, T ];H2

0(\Gamma )). We multiply (2.1) by q, integrate in time
and space, and use Reynold's transport theorem to obtain

(u(t),q(t))\scrO \bfiteta (t) = (u(0),q(0))\scrO \bfiteta (0) +

\int t

0

\int 
\scrO \bfiteta (s)

u(s) \cdot \partial sq(s)

+

\int t

0

\int 
\Gamma \bfiteta (s)

(u(s) \cdot q(s))(u(s) \cdot n\bfiteta (s)) - 
\int t

0

\int 
\scrO \bfiteta (s)

(u(s) \cdot \nabla )u(s)q(s)

 - 2\nu 

\int t

0

\int 
\scrO \bfiteta (s)

D(u(s)) \cdot D(q(s))ds+

\int t

0

\int 
\partial \scrO \bfiteta (s)

(\sigma n\bfiteta (s)) \cdot q(s)

+

\int t

0

\int 
\scrO \bfiteta (s)

F ext
u (s)q(s).

Set

b(t,u,v,w) :=
1

2

\int 
\scrO \bfiteta (t)

((u \cdot \nabla )v \cdot w - (u \cdot \nabla )w \cdot v) ,

and observe that

 - ((u \cdot \nabla )u,q)\scrO \bfiteta = - 1

2
((u \cdot \nabla )u,q)\scrO \bfiteta +

1

2
((u \cdot \nabla )q,u)\scrO \bfiteta  - 1

2

\int 
\partial \scrO \bfiteta 

u \cdot qu \cdot n\bfiteta 

= - b(s,u,u,q) - 1

2

\int 
\Gamma \bfiteta 

u \cdot qu \cdot n\bfiteta +
1

2

\int 
\Gamma in

| uz| 2qz  - 
1

2

\int 
\Gamma out

| uz| 2qz.

Using the divergence-free property of fluid velocity u and the boundary conditions
ur = 0 on \Gamma in/out, we have that \partial rur = - \partial zuz = 0 on \Gamma in/out. Hence,\int 

\Gamma in/out

\sigma n\bfiteta \cdot q=

\int 
\Gamma in/out

\pm pqz =
\int 
\Gamma in

\biggl( 
Pin  - 1

2
| u| 2

\biggr) 
qz  - 

\int 
\Gamma out

\biggl( 
Pout  - 

1

2
| u| 2

\biggr) 
qz,

whereas
\int 
\Gamma b
\sigma n\bfiteta \cdot q= 0. We also write

\int 
\Gamma \bfiteta 
\sigma n\bfiteta \cdot q as\int 

\Gamma \bfiteta 

\sigma n\bfiteta \cdot ((q \cdot n\bfiteta )n\bfiteta + (q \cdot \bfittau \bfiteta )\bfittau \bfiteta ) =

\int 
\Gamma \bfiteta 

\sigma n\bfiteta \cdot n\bfiteta (\bfitpsi \cdot n\bfiteta ) +
1

\alpha 
(\partial t\bfiteta  - u) \cdot \bfittau \bfiteta (q \cdot \bfittau \bfiteta ).

Next we multiply the structure equation (2.4) by \bfitpsi and integrate in time and space
to obtain

(\partial t\bfiteta (t),\bfitpsi (t)) = (v0,\bfitpsi (0)) +

\int t

0

\int L

0

\partial s\bfiteta \cdot \partial s\bfitpsi dzds - 
\int t

0

\langle Le(\bfiteta ),\bfitpsi \rangle ds

 - 
\int t

0

\int L

0

S\bfiteta \sigma n
\bfiteta \cdot \bfitpsi dzds+

\int t

0

\int L

0

F ext
\bfiteta \cdot \bfitpsi dzds.

Observe that we can write\int t

0

\int L

0

S\bfiteta \sigma n
\bfiteta \cdot \bfitpsi dzds=

\int t

0

\int L

0

S\bfiteta \sigma n
\bfiteta \cdot ((\bfitpsi \cdot n\bfiteta )n\bfiteta + (\bfitpsi \cdot \tau \bfiteta )\tau \bfiteta )dzds

=

\int t

0

\int L

0

S\bfiteta 

\biggl( 
\sigma n\bfiteta \cdot n\bfiteta (\bfitpsi \cdot n\bfiteta )+(\bfitpsi \cdot \tau \bfiteta ) 1

\alpha 
(\partial t\bfiteta  - u) \cdot \tau \bfiteta 

\biggr) 
dzds.

Hence, in conclusion, we look for (u,\bfiteta )\in \widetilde W (0, T ), which satisfies the following equa-
tion for almost every t\in [0, T ] and for any test function Q= (q,\bfitpsi ) described above:
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7513

\int 
\scrO \bfiteta (t)

u(t)q(t)dx+

\int L

0

\partial t\bfiteta (t)\bfitpsi (t)dz  - 
\int t

0

\int 
\scrO \bfiteta (s)

u \cdot \partial sqdxds - 
\int t

0

\int L

0

\partial s\bfiteta \partial s\bfitpsi dzds

+

\int t

0

b(s,u,u,q)ds - 1

2

\int t

0

\int 
\Gamma \bfiteta 

(u \cdot q)(u \cdot n\bfiteta )dSds+2\nu 

\int t

0

\int 
\scrO \bfiteta (s)

D(u) \cdot D(q)dxds

+
1

\alpha 

\int t

0

\int L

0

S\bfiteta (\partial t\bfiteta  - u) \cdot \bfittau \bfiteta ((q - \bfitpsi ) \cdot \bfittau \bfiteta )dzds+

\int t

0

\langle Le(\bfiteta ),\bfitpsi \rangle ds

=

\int 
\scrO \bfiteta 0

u0q(0)dx+

\int L

0

v0\bfitpsi (0)dz +

\int t

0

Pin

\int 1

0

qz

\bigm| \bigm| \bigm| \bigm| \bigm| 
z=0

drds - 
\int t

0

Pout

\int 1

0

qz

\bigm| \bigm| \bigm| \bigm| \bigm| 
z=1

drds

+

\int t

0

\int 
\scrO \bfiteta (s)

q \cdot F ext
u dxds+

\int t

0

\int L

0

\bfitpsi \cdot F ext
\bfiteta dzds.

(2.10)

Here F ext
u is the volumetric external force applied to the fluid and F ext

\bfiteta is the external
force applied to the deformable boundary.

2.2. Stochastic framework on fixed domain. We will take F ext
u , F ext

\bfiteta to be
random forces. We consider a filtered probability space (\Omega ,\scrF , (\scrF t)t\geq 0,P) that satisfies
the usual assumptions, i.e., \scrF 0 is complete and the filtration is right continuous; that
is, \scrF t =\cap s\geq t\scrF s for all t\geq 0.

2.2.1. ALE mappings. To deal the geometric nonlinearity arising due to the
motion of the fluid domain, we work with the arbitrary Lagrangian--Eulerian (ALE)
mappings which are a family of diffeomorphisms from the fixed domain \scrO = (0,L)\times 
(0,1) onto the moving domain \scrO \bfiteta (t). Notice that the presence of the stochastic
forcing implies that the domains \scrO \bfiteta are themselves random and that we must define
the ALE mappings pathwise. That is, for every \omega \in \Omega we will consider the maps
A\omega 

\bfiteta (t) :\scrO \rightarrow \scrO \bfiteta (t,\omega ) such that A\omega 
\bfiteta (t) = id+ \bfiteta (t,\omega ) on \Gamma and A\omega 

\bfiteta (t) = id on \partial \scrO \setminus \Gamma .
The pathwise transformed gradient, symmetrized gradient, and divergence under

this transformation will be denoted by

\nabla \bfiteta f =\nabla f(\nabla A\bfiteta )
 - 1, D\bfiteta (u) =

1

2
(\nabla \bfiteta u+ (\nabla \bfiteta )Tu), and div\bfiteta f = tr(\nabla \bfiteta f).

The Jacobian of the ALE mapping is given by J\omega 
\bfiteta (t) = det \nabla A\omega 

\bfiteta (t). Using w\bfiteta to

denote the ALE velocity w\bfiteta = d
dtA\bfiteta , we note that \partial tJ\bfiteta = J\bfiteta \nabla \bfiteta \cdot w\bfiteta . We also rewrite

the advection term as follows:

b\eta (u,w,q) =
1

2

\int 
\scrO 
J\bfiteta (((u - w\bfiteta ) \cdot \nabla \bfiteta )u \cdot q - ((u - w\bfiteta ) \cdot \nabla \bfiteta )q \cdot u) .

We will transform (2.10) using these ALE maps and give the definition of martingale
solutions on the fixed domain \scrO .

We begin by describing the noise. We will assume that the external forces F ext
u

and F ext
\bfiteta are multiplicative stochastic forces and that we can then write the combined

stochastic forcing F ext as follows:

F ext :=G(u,\bfiteta )dW,(2.11)

where W is a U -valued Wiener process with respect to the filtration (\scrF t)t\geq 0, where
U is a separable Hilbert space. We denote by Q the covariance operator of W ,
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7514 KRUTIKA TAWRI

which is a positive, trace class operator on U , and define U0 := Q
1
2 (U). Letting

L2 =L2(\scrO )\times L2(0,L), we now give assumptions on the noise coefficient G.

Assumption 2.1. The noise coefficient G is a function G : L2(\scrO ) \times H2
0(0,L) \rightarrow 

L2(U0;L
2), such that for any 3

2 \leq s < 2 the following conditions hold true:

\| G(u,\bfiteta )\| L2(U0;L2) \leq \| u\| L2(\scrO ) + \| \bfiteta \| H2
0(0,L),

\| G(u1,\bfiteta 1) - G(u2,\bfiteta 2)\| L2(U0;L2) \leq \| u1  - u2\| L2(\scrO ) + \| \bfiteta 1  - \bfiteta 2\| L2(0,L).
(2.12)

Here L2(X,Y ) denotes the space of Hilbert--Schmidt operators from Hilbert spaces
X to Y .

2.2.2. Definition of martingale solutions. We will now introduce the func-
tional framework for the stochastic problem on the fixed reference domain \scrO =
(0,L)\times (0,1). The following are the functional spaces for the stochastic FSI problem
defined on the fixed domain \scrO :

V = \{ u= (uz, ur)\in H1(\scrO ) : ur = 0 on \Gamma in/out/b\} ,
WF =L2(\Omega ;L\infty (0, T ;L2(\scrO )))\cap L2(\Omega ;L2(0, T ;V )),

WS =L2(\Omega ;W 1,\infty (0, T ;L2(0,L))\cap L\infty (0, T ;H2
0(0,L))\cap H1(0, T ;H1

0(0,L))),

W (0, T ) = \{ (u,\bfiteta )\in WF \times WS : u(t)| \Gamma \cdot n\bfiteta = \partial t\bfiteta (t) \cdot n\bfiteta , \nabla \bfiteta \cdot u= 0 P-a.s.\} .

We also define the following spaces for test functions and fluid-structure velocities:

D = V \times H2
0(0,L) and U = V \times L2(0,L).(2.13)

In what follows, the notation v= \partial t\bfiteta will be used for denoting the structure velocity.

Definition 2.1 (martingale solution). Given compatible deterministic initial
data, u0 \in L2(\scrO ), v0 \in L2(0,L), and initial structure displacement \bfiteta 0 \in H2

0(0,L)
that satisfies for some \delta 1, \delta 2 > 0

\delta 1 < inf
\scrO 
J\bfiteta 0

and \| \bfiteta 0\| H2
0(0,L) <

1

\delta 2
,(2.14)

we say that (S ,u,\bfiteta , T\bfiteta ) is a martingale solution to the system (2.1)--(2.9) under the
assumptions (2.12) if

1. S = (\Omega ,\scrF , (\scrF t)t\geq 0,P,W ) is a stochastic basis, that is, (\Omega ,\scrF , (\scrF t)t\geq 0,P) is a
filtered probability space satisfying the usual conditions and W is a U -valued
Wiener process.

2. (u,\bfiteta )\in W (0, T ).
3. T\bfiteta is a P-a.s. strictly positive, \scrF t-stopping time.
4. u and \bfiteta are (\scrF t)t\geq 0-progressively measurable.
5. For every (\scrF t)t\geq 0-adapted, essentially bounded process Q := (q,\bfitpsi ) with C1

paths in D such that \nabla \bfiteta \cdot q= 0 and q\Gamma \cdot n\bfiteta =\bfitpsi \cdot n\bfiteta , the equation

\int 
\scrO 
J\bfiteta (t)u(t)q(t) +

\int L

0

\partial t\bfiteta (t)\bfitpsi (t) =

\int 
\scrO 
J0u0q(0) +

\int L

0

v0\bfitpsi (0)

+

\int t

0

\int 
\scrO 
J\bfiteta u \cdot \partial tq - 1

2

\int t

0

\int 
\scrO 
J\bfiteta (u \cdot \nabla \bfiteta u \cdot q - (u  - 2w) \cdot \nabla \bfiteta q \cdot u)

 - 2\nu 

\int t

0

\int 
\scrO 
J\bfiteta D

\bfiteta (u) \cdot D\bfiteta (q) - 1

\alpha 

\int t

0

\int 
\Gamma 

S\bfiteta (u - \partial t\bfiteta ) \cdot \tau \bfiteta ((q - \bfitpsi ) \cdot \tau \bfiteta )

(2.15)

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

05
/0

5/
25

 to
 7

6.
12

6.
12

4.
20

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7515

+
1

2

\int t

0

\int 
\Gamma 

S\bfiteta (\partial t\bfiteta \cdot n\bfiteta )(u \cdot q) +
\int t

0

\int L

0

\partial t\bfiteta \partial t\bfitpsi  - 
\int t

0

\langle Le(\bfiteta ),\bfitpsi \rangle 

+

\int t

0

\biggl( 
Pin

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=0

dr - Pout

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=1

dr

\biggr) 
+

\int t

0

(Q,G(u,\bfiteta )dW )

holds P-a.s. for almost every t\in [0, T\bfiteta ).

We are now in a position to state the main result of this paper.

Theorem 2.2. Given compatible deterministic initial data u0 \in L2(\scrO ), v0 \in 
L2(0,L), and \bfiteta 0 \in H2

0(0,L), there exists at least one martingale solution to the FSI
problem (2.1)--(2.9) in the sense of Definition 2.1.

In what follows, we will present a proof for Theorem 2.2 based on the operator
splitting scheme constructed in the following section.

3. Operator splitting scheme. In this section we introduce a Lie operator
splitting scheme that defines a sequence of approximate solutions to (2.15) by semidis-
cretizing the problem in time. Our aim is to show that up to a subsequence, approx-
imate solutions converge in a certain sense to a martingale solution of the stochastic
FSI problem.

3.1. Definition of the splitting scheme. We discretize the problem in time
and use an operator splitting to decouple the stochastic problem into two subproblems,
viz., the structure and the fluid subproblems. We denote the time step by \Delta t = T

N
and use the notation tn = n\Delta t for n = 0,1, . . . ,N . Let (u0,\bfiteta 0,v0) = (u0,\bfiteta 0,v0) be
the initial data. Then at the ith time level, we update the vector (un+ i

2 ,\bfiteta n+ i
2 ,vn+ i

2 ),
for i= 1,2 and n= 0,1,2, . . . ,N  - 1, as follows.

The structure subproblem. In this subproblem we update the structure dis-
placement and the structure velocity while keeping the fluid velocity unchanged. That
is, given (\bfiteta n,vn)\in H2

0(0,L)\times L2(0,L), we look for a pathwise solution (\bfiteta n+ 1
2 ,vn+ 1

2 )\in 
H2

0(0,L)\times H2
0(0,L) to the following equations: For any \bfitphi \in L2(0,L) and \bfitpsi \in H2

0(0,L),

un+ 1
2 = un,\int L

0

(\bfiteta n+ 1
2  - \bfiteta n)\bfitphi dz = (\Delta t)

\int L

0

vn+ 1
2\bfitphi dz,\int L

0

\Bigl( 
vn+ 1

2  - vn
\Bigr) 
\bfitpsi dz + (\Delta t)\langle Le(\bfiteta 

n+ 1
2 ),\bfitphi \rangle + \varepsilon (\Delta t)

\int L

0

\partial 2zv
n+ 1

2 \cdot \partial 2z\bfitpsi dz = 0.

(3.1)

For each \omega \in \Omega and n, we define the ALE map associated with the structure
variable \bfiteta n as the solution to

\Delta A\omega 
\bfiteta n = 0 in \scrO ,

A\omega 
\bfiteta n = id+ \bfiteta n(\omega ) on \Gamma , and A\omega 

\bfiteta n = id on \partial \scrO \setminus \Gamma .
(3.2)

Note that we have added the last term in (3.1)3 to regularize the structure velocity.
This term provides the required regularity for the time derivative of the Jacobian of
the ALE map in the construction of the fluid subproblem below (see (3.10)). Moreover,
it is required to circumvent the issues associated with the ``very weak"" solutions to
the Poisson equation on polygonal domains with corners. Our next result, Lemma 3.1
below, is an immediate consequence of this regularization term.
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7516 KRUTIKA TAWRI

We will first pass N \rightarrow \infty and then \varepsilon \rightarrow 0.

Lemma 3.1. Consider v \in H2
0 (\Gamma ) and w \in H2(\scrO ) that solve

 - \Delta w= 0 in \scrO , w= v on \Gamma , w= 0 on \partial \scrO \setminus \Gamma .(3.3)

Then,

\| w\| L2(\scrO ) \leq \| v\| 
H - 1

2 (\Gamma )
.(3.4)

Proof. We introduce the following system:

 - \Delta g=w in \scrO , g= 0 on \partial \scrO .

Since w,g \in H2(\scrO ), thanks to Theorem 1.5.3.3. in [19] (compare with Remark 1.5.3.5
in [19]), the following holds:

(w,w) = - (\Delta g,w) = - (g,\Delta w) +

\int 
\Gamma 

v \partial ng=

\int 
\Gamma 

v \partial ng.

Hence, thanks to Theorem 1.5.2.1 in [19] we then obtain

\| w\| 2L2(\scrO ) \leq \| v\| 
H - 1

2 (\Gamma )
\| \partial ng\| 

H
1
2 (\Gamma )

\leq \| v\| 
H - 1

2 (\Gamma )
\| g\| H2(\scrO ) \leq \| v\| 

H - 1
2 (\Gamma )

\| w\| L2(\scrO ).

The fluid subproblem. In this subproblem we update the fluid and structure
velocities while keeping the structure displacement the same. As noted in the intro-
duction, there are two major difficulties associated with constructing this half of the
scheme. The first difficulty arises because the fluid domains can degenerate randomly.
Hence, we introduce an ``artificial structure displacement"" random variable by the
means of a cut-off function as follows: For \delta = (\delta 1, \delta 2), let \Theta \delta be the step function that
satisfies \Theta \delta (x, y) = 1 if \delta 1 <x,y <

1
\delta 2
, and \Theta \delta (x, y) = 0 otherwise. For brevity we define

\theta \delta (\bfiteta 
n) :=min

k\leq n
\Theta \delta 

\Bigl( 
inf
\scrO 
Jk,\| \bfiteta k\| Hs(\Gamma )

\Bigr) 
for a fixed s\in 

\biggl( 
3

2
,2

\biggr) 
,(3.5)

where Jk(\omega ) = det\nabla A\omega 
\bfiteta k is the Jacobian of the map defined in (3.2). Note that \theta \delta 

is a real-valued function which tracks all the structure displacements and is equal to
1 until the step for which the structure quantities leave the desired bounds given in
terms of \delta . Now we define the artificial structure displacement random variable as
the following stopped process:

\bfiteta n
\ast (z,\omega ) = \bfiteta 

\mathrm{m}\mathrm{a}\mathrm{x}0\leq k\leq n \theta \delta (\bfiteta 
k)k(z,\omega ) for every \omega \in \Omega , z \in [0,L].(3.6)

Observe that, for any p > 2 and s\geq 5
2  - 

2
p , we have the following regularity result

for the harmonic extension of the boundary data associated with \bfiteta n
\ast on a square (see

section 5 in [19]):

\| A\omega 
\bfiteta n

\ast 
 - id\| W2,p(\scrO ) \leq C\| \bfiteta n

\ast \| 
W

2 - 1
p
,p
(\Gamma )

\leq C\| \bfiteta n
\ast \| Hs(\Gamma ).(3.7)

Then Morrey's inequality for some p < 4 gives us a constant C\ast > 0 (see Theorem
7.26 in [15]) such that

\| \nabla (A\omega 
\bfiteta n

\ast 
 - id)\| 

C
0, 1

p ( \=\scrO )
\leq C\| \bfiteta n

\ast \| Hs(\Gamma ) \leq 
C\ast 

\delta 2
,

5

2
 - 2

p
\leq s < 2.(3.8)

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

05
/0

5/
25

 to
 7

6.
12

6.
12

4.
20

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7517

Theorem 5.5-1 (B) of [9] then ensures that the map A\omega 
\bfiteta n

\ast 
\in C1, 1p ( \=\scrO ) is injective for

any n if \delta 2 satisfies

C\ast < \delta 2.(3.9)

Hence, such \delta 2, the domain configurations corresponding to the artificial variables \bfiteta n
\ast ,

are nondegenerate and their Jacobians have a deterministic lower bound of \delta 1. These
artificial domain configurations will be used to define the fluid subproblem.

The second difficulty in constructing the second subproblem is due to the depen-
dence of the fluid test functions, through the transformed divergence-free condition
and the kinematic coupling condition, on the structure displacement found in the pre-
vious subproblem. Hence to avoid dealing with random test functions we supplement
the weak formulation in this subproblem by penalty terms, via the parameter \varepsilon > 0,
that enforce the incompressibility condition and the continuity of velocities in the
normal direction, only in the limit \varepsilon \rightarrow 0.

A penalized system on artificial domains. Let \Delta nW :=W (tn+1) - W (tn). Then
we look for (un+1,vn+1)\in U that solves

\bfiteta n+1 := \bfiteta n+ 1
2 ,\int 

\scrO 
Jn
\ast 

\Bigl( 
un+1  - un+ 1

2

\Bigr) 
qdx+

1

2

\int 
\scrO 

\bigl( 
Jn+1
\ast  - Jn

\ast 
\bigr) 
un+1 \cdot qdx

+
1

2
(\Delta t)

\int 
\scrO 
Jn
\ast ((u

n+1  - wn
\ast ) \cdot \nabla \bfiteta n

\ast un+1 \cdot q - (un+1  - wn
\ast ) \cdot \nabla \bfiteta n

\ast q \cdot un+1)dx

+ 2\nu (\Delta t)

\int 
\scrO 
Jn
\ast D

\bfiteta n
\ast (un+1) \cdot D\bfiteta n

\ast (q)dx

+
(\Delta t)

\varepsilon 

\int 
\scrO 
div\bfiteta 

n
\ast un+1div\bfiteta 

n
\ast qdx+

(\Delta t)

\varepsilon 

\int 
\Gamma 

(un+1  - vn+1) \cdot nn
\ast (q - \bfitpsi ) \cdot nn

\ast 

+
(\Delta t)

\alpha 

\int 
\Gamma 

Sn(un+1  - vn+1)(q - \bfitpsi )dz +
\int L

0

(vn+1  - vn+ 1
2 )\bfitpsi dz

=

\int t

0

\biggl( 
Pn
in

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=0

dr - Pn
out

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=1

dr

\biggr) 
+ (G(un,\bfiteta n

\ast )\Delta nW,Q)L2

(3.10)

for any (q,\bfitpsi )\in U . Here we set Pn
in/out :=

1
\Delta t

\int tn+1

tn
Pin/out dt. Moreover, the random

variable nn
\ast is the unit normal to \Gamma \bfiteta n

\ast 
and

wn
\ast =

1

\Delta t
(A\omega 

\bfiteta n+1
\ast 

 - A\omega 
\bfiteta n

\ast 
), Jn

\ast =det\nabla A\omega 
\bfiteta n

\ast 
.

Remark 3.1. Note that, to obtain a stable scheme, we update \bfiteta n in the first sub-
problem using the data from the second subproblem and not \bfiteta n

\ast . However, this means
that after a certain random time, we will produce solutions that are meaningless.
These discrepansies will be handled in the end in Lemma 5.7 by introducing an almost
surely strictly positive stopping time until which the limiting solutions, corresponding
to the approximations constructed in section 3.2 using \bfiteta n's and \bfiteta n

\ast 's, are equal.

Now we introduce the following discrete energy and dissipation for i= 0,1:

En+ i
2 =

1

2

\biggl( \int 
\scrO 
Jn
\ast | un+ i

2 | 2dx+ \| vn+ i
2 \| 2L2(0,L) + \| \bfiteta n+ i

2 \| 2H2
0(0,L)

\biggr) 
,

Dn
1 = \varepsilon (\Delta t)

\int L

0

| \partial zzvn+ 1
2 | 2,

(3.11)
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7518 KRUTIKA TAWRI

Dn
2 =\Delta t

\int 
\scrO 

\bigl( 
2\nu Jn

\ast | D(un+1)| 2
\bigr) 
dx+

\Delta t

\alpha 

\int 
\Gamma 

| un+1  - vn+1| 2

+
(\Delta t)

\varepsilon 

\int 
\scrO 
| div\bfiteta 

n
\ast un+1| 2dx+ \Delta t

\varepsilon 

\int 
\Gamma 

| (un+1  - vn+1) \cdot nn
\ast | 2.

Lemma 3.2 (existence for the structure subproblem). Assume that \bfiteta n and vn are
H2

0(0,L)- and L2(0,L)-valued \scrF tn-measurable random variables, respectively. Then
there exist H2

0(0,L)-valued \scrF tn-measurable random variables \bfiteta n+ 1
2 ,vn+ 1

2 that solve
(3.1), and the following semidiscrete energy inequality holds:

En+ 1
2 +Dn

1 +Cn
1 =En,(3.12)

where

Cn
1 :=

1

2
\| vn+ 1

2  - vn\| 2L2(0,L) +
1

2
\| \bfiteta n+ 1

2  - \bfiteta n\| 2H2
0(0,L)

corresponds to numerical dissipation.

Proof. The proof of existence and uniqueness of measurable solutions is straight-
forward and the reader is referred to [22] for details. This allows us to write

vn+ 1
2 =

\bfiteta n+ 1
2  - \bfiteta n

\Delta t
.

We now take \bfitpsi = vn+ 1
2 in (3.1)3 and using a(a  - b) = 1

2 (| a| 
2  - | b| 2 + | a  - b| 2), we

obtain

\| vn+ 1
2 \| 2L2(0,L) + \| vn+ 1

2  - vn\| 2L2(0,L) + \| \bfiteta n+ 1
2 \| 2H2

0(0,L) + \| \bfiteta n+ 1
2  - \bfiteta n\| 2H2

0(0,L)

+ \varepsilon (\Delta t)\| \partial zzvn+ 1
2 \| 2L2(0,L) = \| vn\| 2L2(0,L) + \| \bfiteta n\| 2H2

0(0,L).
(3.13)

Recalling that un = un+ 1
2 and adding the relevant terms on both sides of (3.13), we

obtain (3.12).

Lemma 3.3 (existence for the fluid subproblem). For a given \delta = (\delta 1, \delta 2) satisfy-
ing (3.9), and given \scrF tn-measurable random variables (un+ 1

2 ,vn) taking values in U
and vn+ 1

2 taking values in H2
0(0,L), there exists an \scrF tn+1-measurable random variable

Un+1 = (un+1,vn+1) taking values in U that solves (3.10), and the solution satisfies
the following estimate:

En+1 +Dn
2 +Cn

2 \leq En+ 1
2 +C\Delta t((Pn

in)
2 + (Pn

out)
2)

+C\| \Delta nW\| 2U0
\| G(un,\bfiteta n

\ast )\| 2L2(U0;L2)

+ | (G(un,\bfiteta n
\ast )\Delta nW, (u

n,vn))L2 | +
1

4

\int L

0

| vn+ 1
2  - vn| 2dz,

(3.14)

where

Cn
2 :=

1

4

\int 
\scrO 

\bigl( 
Jn
\ast | un+1  - un| 2

\bigr) 
dx+

1

4

\int L

0

| vn+1  - vn+ 1
2 | 2dz

is numerical dissipation, and \bfiteta n
\ast is as defined in (3.6).

Proof. The proof of existence and measurability of the solutions is given using
Brouwer's fixed point theorem and the Kuratowski selection theorem in [32].
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7519

To obtain (3.13), we take (q,\bfitpsi ) = (un+1,vn+1) in (3.10) and use the identity
a(a - b) = 1

2 (| a| 
2  - | b| 2 + | a - b| 2):

1

2

\int 
\scrO 
Jn
\ast 

\Bigl( 
| un+1| 2  - | un+ 1

2 | 2 + | un+1  - un+ 1
2 | 2
\Bigr) 
+

1

2

\int 
\scrO 

\bigl( 
Jn+1
\ast  - Jn

\ast 
\bigr) 
| un+1| 2dx

+ 2(\Delta t)

\int 
\scrO 
Jn
\ast | D

\bfiteta n
\ast (un+1)| 2dx+

(\Delta t)

\alpha 

\int 
\Gamma 

Sn| un+1  - vn+1| 2

+
(\Delta t)

\varepsilon 

\int 
\scrO 
| div\bfiteta 

n
\ast un+1| 2dx+

(\Delta t)

\varepsilon 

\int 
\Gamma 

| (un+1  - vn+1) \cdot nn
\ast | 2dz

+
1

2

\int L

0

| vn+1| 2  - | vn+ 1
2 | 2 + | vn+1  - vn+ 1

2 | 2dz

= (\Delta t)

\biggl( 
Pn
in

\int 1

0

un+1
z

\bigm| \bigm| \bigm| 
z=0

dr - Pn
out

\int 1

0

un+1
z

\bigm| \bigm| \bigm| 
z=1

dr

\biggr) 
+ (G(un,\bfiteta n

\ast )\Delta nW, (U
n+1  - Un)) + (G(un,\bfiteta n

\ast )\Delta nW,U
n).

Here we split the discrete stochastic integral into two terms. We estimate the first
term by using the Cauchy--Schwarz inequality. For some C(\delta )> 0 independent of n,
the following holds:

| (G(un,\bfiteta n
\ast )\Delta nW, ((u

n+1,vn+1) - (un,vn)))L2 | \leq C\| \Delta nW\| 2U0
\| G(un,\bfiteta n

\ast )\| 2L2(U0,L2)

+
1

4

\int 
\scrO 
Jn
\ast | un+1  - un| 2dx+

1

8

\int L

0

| vn+1  - vn| 2dz

\leq C\| \Delta nW\| 2U0
\| G(un,\bfiteta n

\ast )\| 2L2(U0;L2) +
1

4

\int 
\scrO 
Jn
\ast | un+1  - un| 2dx

+
1

4

\int L

0

| vn+1  - vn+ 1
2 | 2dz + 1

4

\int L

0

| vn+ 1
2  - vn| 2dz.

We treat the terms with Pin/out similarly to obtain (3.14).

Next, we will obtain uniform estimates on the expectation of the kinetic and
elastic energy and dissipation of the coupled problem.

Theorem 3.4 (uniform estimates). There exists a constant C > 0 that depends
on the initial data, \delta , T , and Pin/out, and is independent of N and \varepsilon such that

1. E (max1\leq n\leq N E
n)<C, E

\bigl( 
max0\leq n\leq N - 1E

n+ 1
2

\bigr) 
<C.

2. E
\sum N - 1

n=0 D
n <C.

3. E
\sum N - 1

n=0

\int 
\scrO J

n
\ast | un+1  - un| 2dx+ \| vn+1  - vn+ 1

2 \| 2L2(0,L) <C.

4. E
\sum N - 1

n=0 \| vn+ 1
2  - vn\| 2L2(0,L) + \| \bfiteta n+1  - \bfiteta n\| 2H2(0,L) <C,

where Dn =Dn
1 +Dn

2 (see definitions (3.11)).

Proof. We first add (3.12) and (3.14) to obtain

En+1 +Dn +Cn
1 +Cn

2 \leq En +C\Delta t((Pn
in)

2 + (Pn
out)

2)

+C\| \Delta nW\| 2U0
\| G(un,\bfiteta n

\ast )\| 2L2(U0;L2(\scrO )) + | (G(un,\bfiteta n
\ast )\Delta nW,U

n)| .
(3.15)

Then for any m\geq 1, summing 0\leq n\leq m - 1 gives us

Em +
m - 1\sum 
n=0

Dn +
m - 1\sum 
n=0

Cn
1 +

m - 1\sum 
n=0

Cn
2 \leq E0 +C\Delta t

m - 1\sum 
n=0

\bigl( 
(Pn

in)
2 + (Pn

out)
2
\bigr) 

+
m - 1\sum 
n=0

| (G(un,\bfiteta n
\ast )\Delta nW,U

n)| +
m - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\| 2L2(U0;L2)\| \Delta nW\| 2U0

.

(3.16)
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7520 KRUTIKA TAWRI

We take supremum over 1\leq m\leq N and then take expectation on both sides of (3.16).
The discrete Burkholder--Davis--Gundy inequality, (3.6), and (3.8) give us for some
C(\delta )> 0 that

E max
1\leq m\leq N

\bigm| \bigm| \bigm| \bigm| \bigm| 
m - 1\sum 
n=0

(G(un,\bfiteta n
\ast )\Delta nW,U

n)

\bigm| \bigm| \bigm| \bigm| \bigm| 
\leq CE

\Biggl[ 
\Delta t

N - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\| 2L2(U0,L2)

\biggl( \bigm\| \bigm\| \bigm\| (\sqrt{} Jn
\ast )u

n
\bigm\| \bigm\| \bigm\| 2
L2(\scrO )

+ \| vn\| 2L2(0,L)

\biggr) \Biggr] 1
2

\leq CE
\Bigl[ 

max
0\leq m\leq N

\biggl( \bigm\| \bigm\| \bigm\| (\sqrt{} Jm
\ast )um

\bigm\| \bigm\| \bigm\| 2
L2(\scrO )

+ \| \bfiteta m
\ast \| 2H2

0(0,L)

\biggr) 
\times 

N - 1\sum 
n=0

\Delta t
\Bigl( 
\| 
\sqrt{} 
Jn
\ast u

n\| 2L2(\scrO ) + \| vn\| 2L2(0,L)

\Bigr) \Bigr] 1
2

\leq 1

2
E0 +

1

2
E max

1\leq m\leq N

\biggl[ \bigm\| \bigm\| \bigm\| (\sqrt{} Jm
\ast )um

\bigm\| \bigm\| \bigm\| 2
L2(\scrO )

+ \| \bfiteta m\| 2H2
0(0,L)

\biggr] 
+C\Delta tE

\Biggl( 
N - 1\sum 
n=0

\| (
\sqrt{} 
Jn
\ast )u

n\| 2L2(\scrO ) + \| vn\| 2L2(0,L)

\Biggr) 
.

We use the tower property and (2.12) for each n= 0, . . . ,m - 1 to obtain

E[\| G(un,\bfiteta n
\ast )\| 2L2(U0,L2)\| \Delta nW\| 2U0

] =E[E[\| G(un,\bfiteta n
\ast )\| 2L2(U0,L2)\| \Delta nW\| 2U0

| \scrF n]]

=E[\| G(un,\bfiteta n
\ast )\| 2L2(U0,L2)E[\| \Delta nW\| 2U0

| \scrF n]]

=\Delta t(TrQ)E\| G(un,\bfiteta n
\ast )\| 2L2(U0,L2)

\leq C\Delta t(TrQ)E
\Bigl( 
\| 
\sqrt{} 
Jn
\ast u

n\| 2L2(\scrO ) + \| \bfiteta n
\ast \| 2H2

0(0,L)

\Bigr) 
.(3.17)

Thus, for some C > 0 depending on \delta and on TrQ, the following holds:

E max
1\leq n\leq N

\Bigl( 
\| (
\sqrt{} 
Jn
\ast )u

n\| 2L2(\scrO ) + \| vn\| 2L2(0,L)

\Bigr) 
\leq CE0 +C\| Pin/out\| 2L2(0,T )

+C

N - 1\sum 
n=1

\Delta tE max
1\leq m\leq n

\Bigl( 
\| (
\sqrt{} 
Jm
\ast )um\| 2L2(\scrO ) + \| vm\| 2L2(0,L)

\Bigr) 
.

The discrete Gronwall inequality finally gives us

E max
1\leq n\leq N

\Bigl( 
\| (
\sqrt{} 
Jn
\ast )u

n\| 2L2(\scrO ) + \| vn\| 2L2(0,L)

\Bigr) 
\leq CeT ,

where C depends only on the given data and in particular \delta .
Hence for En,Dn defined as in (3.11), we have

E max
1\leq n\leq N

En +E
N - 1\sum 
n=0

(Dn +Cn
1 +Cn

2 )\leq C(\delta )(E0 + \| Pin/out\| 2L2(0,T ) + TeT ).(3.18)

3.2. Approximate solutions. We use the solutions (un+ i
2 ,\bfiteta n+ i

2 ,vn+ i
2 ), i =

0,1, defined for every N \in N\setminus \{ 0\} at discrete times to define approximate solutions on
the entire interval (0, T ). First we introduce approximate solutions that are piecewise
constant on each subinterval [n\Delta t, (n+ 1)\Delta t):

uN (t, \cdot ) = un, \bfiteta N (t, \cdot ) = \bfiteta n, \bfiteta \ast 
N (t, \cdot ) = \bfiteta n

\ast , vN (t, \cdot ) = vn, v\#
N (t, \cdot ) = vn+ 1

2 .

(3.19)
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7521

These processes are adapted to the given filtration (\scrF t)t\geq 0. The following are their
time-shifted versions which are commonly used in deterministic settings:

u+
N (t, \cdot ) = un+1, \bfiteta +

N (t, \cdot ) = \bfiteta n+1, v+
N (t, \cdot ) = vn+1, t\in (n\Delta t, (n+ 1)\Delta t].

We also define the corresponding piecewise linear interpolations for t\in [tn, tn+1]:

\widetilde uN (t, \cdot ) = t - tn

\Delta t
un+1 +

tn+1  - t

\Delta t
un, \widetilde vN (t, \cdot ) = t - tn

\Delta t
vn+1 +

tn+1  - t

\Delta t
vn,

\widetilde \bfiteta N (t, \cdot ) = t - tn

\Delta t
\bfiteta n+1 +

tn+1  - t

\Delta t
\bfiteta n, \widetilde \bfiteta \ast 

N (t, \cdot ) = t - tn

\Delta t
\bfiteta n+1
\ast +

tn+1  - t

\Delta t
\bfiteta n
\ast .

(3.20)

Observe that

\partial \widetilde \bfiteta N

\partial t
= v\#

N ,
\partial \widetilde \bfiteta \ast 

N

\partial t
=

N - 1\sum 
n=0

\theta \delta (\bfiteta 
n+1)v\#

N\chi (tn,tn+1) := v\ast 
N a.e. on (0, T ),(3.21)

where v\#
N is introduced in (3.19). We also define piecewise constant interpolations

of the ALE maps and Jacobians A\bfiteta \ast 
N
, J\bfiteta \ast 

N
and their piecewise linear interpolation\widetilde A\bfiteta \ast 

N
, \widetilde J\bfiteta \ast 

N
. In the following lemma we summarize the results that are immediate

consequences of the estimates obtained in Theorem 3.4.

Lemma 3.5. Given u0 \in L2(\scrO ), \bfiteta 0 \in H2
0(0,L), v0 \in L2(0,L), for a fixed \delta =

(\delta 1, \delta 2) satisfying (3.9), we have that
1. \{ \bfiteta N\} ,\{ \bfiteta +

N\} ,\{ \bfiteta \ast 
N\} and thus \{ \widetilde \bfiteta N\} ,\{ \widetilde \bfiteta \ast 

N\} are bounded independently of N , \varepsilon 
in L2(\Omega ;L\infty (0, T ;H2

0(0,L))).
2. \{ vN\} ,\{ v+

N\} ,\{ v\#
N\} ,\{ v\ast 

N\} are bounded independently of N and \varepsilon in L2(\Omega ;
L\infty (0, T ;L2(0,L))).

3. \{ uN\} is bounded independently of N and \varepsilon in L2(\Omega ;L\infty (0, T ;L2(\scrO )))\cap L2(\Omega ;
L2(0, T ;L2(\scrO ))).

4. \{ u+
N\} is bounded independently of N and \varepsilon in L2(\Omega ;L2(0, T ;H1(\scrO ))).

5. \{ 1\surd 
\varepsilon 
div\bfiteta 

\ast 
Nu+

N\} is bounded independently of N and \varepsilon in L2(\Omega ;L2(0, T ;L2(\scrO ))).

6. \{ 1\surd 
\varepsilon 
(u+

N - v+
N )\cdot n\ast 

N\} is bounded independently of N,\varepsilon in L2(\Omega ;L2(0, T ;L2(\Gamma ))).

7. \{ 
\surd 
\varepsilon v\#

N\} is bounded independently of N and \varepsilon in L2(\Omega ;L2(0, T ;H2
0(0,L))).

Proof. Observe that for each \omega \in \Omega , \nabla un+1 =\nabla \bfiteta n
\ast un+1(\nabla A\omega 

\bfiteta n
\ast 
). Thus we have

\delta 1E
\int 
\scrO 
| \nabla un+1| 2dx\leq E

\int 
\scrO 
(Jn

\ast )| \nabla un+1| 2dx=E
\int 
\scrO 
(Jn

\ast )| \nabla \bfiteta n
\ast un+1 \cdot \nabla A\omega 

\bfiteta n
\ast 
| 2dx

\leq C(\delta )E
\int 
\scrO 
(Jn

\ast )| \nabla \bfiteta n
\ast un+1| 2dx\leq KC(\delta )E

\int 
\scrO 
(Jn

\ast )| D\bfiteta n
\ast un+1| 2dx,

whereK > 0 is the universal Korn constant that depends only on the reference domain
\scrO . This result follows from Lemma 1 in [35] and because of uniform bounds (3.8)
which imply that \{ A\omega 

\bfiteta \ast 
N
(t); \omega \in \Omega , t \in [0, T ]\} is compact in W1,\infty (\scrO ). Thus, thanks

to Theorem 3.4, there exists C > 0, independent of N , such that

E
\int T

0

\int 
| \nabla u+

N | 2dxds=E
N - 1\sum 
n=0

\Delta t

\int 
\scrO 
| \nabla un+1| 2dx\leq C(\delta ).(3.22)

The proofs of the rest of the statements follow immediately from Theorem 3.4.

4. Passing \bfitN \rightarrow \infty . In this section we will pass N \rightarrow \infty by first establishing
tightness of the laws of the approximate random variables defined in section 3.2.
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7522 KRUTIKA TAWRI

4.1. Tightness results. Since we do not expect our candidate solutions to be
differentiable in time, the tightness results, i.e., Lemmas 4.2 and 4.3 below, will rely
on the following theorem (see [33, 29]).

Lemma 4.1. Let the translation in time by h of a function f be denoted by

Thf(t, \cdot ) = f(t - h, \cdot ), h\in R.

Assume that \scrY 0 \subset \scrY \subset \scrY 1 are Banach spaces such that \scrY 0 and \scrY 1 are reflexive with
compact embedding of \scrY 0 in \scrY ; then for any m> 0, the embedding\biggl\{ 

u\in L2(0, T ;\scrY 0) : sup
0<h<T

1

hm
\| Thu - u\| L2(h,T ;\scrY 1) <\infty 

\biggr\} 
\lhook \rightarrow L2(0, T ;\scrY )

is compact.

We will now obtain our first tightness result for the fluid and structure velocities
by bypassing the need for higher moment estimates (see also [16] in this context).

Lemma 4.2. The laws of u+
N are tight in L2(0, T ;H\alpha (\scrO )), and those of v+

N are
tight in L2(0, T ;H - \beta (0,L)) for any 0\leq \alpha < 1, \beta > 0.

Proof. The aim of this proof is to apply Lemma 4.1 by obtaining bounds for\int T

h

\| Thu+
N  - u+

N\| 2L2(\scrO ) + \| Thv+
N  - v+

N\| 2H - \beta (0,L)

= (\Delta t)

N\sum 
n=j

\| un  - un - j\| 2L2(\scrO ) + \| vn  - vn - j\| 2H - \beta (0,L)(4.1)

for any N and h. Here 1\leq j \leq N such that h= j\Delta t - l for some l <\Delta t. For simplicity
we take l= 0.

To achieve this goal, we will construct appropriate test functions for (3.1) and
(3.10) that will result in the term on the right-hand side of (4.1). This is done by
transforming uk and vk in such a way that they can be used as test functions for the
equations for un and vn. This has to be done carefully since uk and un are defined
on different physical domains. Observe also that we cannot test (3.1)3 directly with
vk, as it does not have the required H2

0 -bounds independent of \varepsilon . Thus, we will use
a space regularization of vk to arrive at the desired test function for (3.1) and (3.10).
First, for any g\in H1(\scrO ), we extend g by its boundary values at \partial \scrO constantly in the
normal direction outside of \scrO and define it to be 0 elsewhere. Then, denoting the 1D
bump function by \rho , we define its horizontally mollified version as follows:

g\sigma (z, r) =

\int 1

 - 1

g(z + \sigma y, r)\rho (y)dy.

Now let PM denote the orthonormal projector in L2(\Gamma ) onto the space span1\leq i\leq M\{ \varphi i\} ,
where \varphi i satisfies  - \Delta \varphi i = \gamma i\varphi i and \varphi i(z) = 0 when z = 0,L. For any v \in L2(\Gamma ) we
notate vM = PMv and denote by wM the harmonic extension of vM in \scrO , such that
wM = 0 on \partial \scrO \setminus \Gamma (cf. (3.3)). Similarly, let wk be the harmonic extension of vk in
\scrO with 0 boundary values on \partial \scrO \setminus \Gamma . For the rest of the proof we fix \sigma = L

4 h
1
12 and

since \gamma M \sim \gamma 1M
2, we choose M such that \gamma M = ch - 

1
6 .

Now we define the following function that will lead to a suitable test function for
the fluid subproblem (see (4.8)):
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7523

uk,n
\sigma ,M := (Jn

\ast )
 - 1\nabla A\bfiteta n

\ast 

\bigl( 
Jk
\ast (\nabla A\bfiteta k

\ast 
) - 1(uk  - wk)

\bigr) 
\sigma 
+wk

M +
\Bigl( 
\lambda k\sigma  - \lambda k,nM

\Bigr) 
\xi 0\chi 

 - (Jn
\ast )

 - 1\nabla A\bfiteta n
\ast 
\scrB 
\Bigl( 
div
\Bigl( 
(Jk

\ast (\nabla A\bfiteta k
\ast 
) - 1wk)\sigma  - Jn

\ast (\nabla A\bfiteta n
\ast 
) - 1wk

M

 - 
\Bigl( 
\lambda k\sigma  - \lambda k,nM

\Bigr) 
(Jn

\ast (\nabla A\bfiteta n
\ast 
) - 1\xi 0\chi )

\Bigr) \Bigr) 
,

where
\bullet \chi (r) is a smooth function on \scrO such that \chi (1) = 1 and \chi (0) = 0;

\bullet the R-valued random variables \lambda k\sigma =
\int L

0
(\partial z(id + \bfiteta k

\ast ) \times vk)\sigma and \lambda k,nM =\int L

0
(\partial z(id+ \bfiteta n

\ast )\times vk
M );

\bullet \xi 0 \in C\infty 
0 (0,L) that satisfies

\int L

0
(\partial z(id+ \bfiteta n

\ast )\times \xi 0) = 1 for any n;
\bullet finally, \scrB :L2(\scrO )\rightarrow H1

0(\scrO ) is Bogovski's operator (see [12]). \scrB along with the
constants in the previous point is used to correct the divergence of the extra
terms appearing in the definition of uk,n

\sigma ,M due to the extension of structure
velocities in the fluid domains.

Observe that to preserve 0 boundary conditions on \partial \scrO \setminus \Gamma we must also ``squeeze""
the mollified function by \sim 1+ \sigma as in [32, 31]. However, we choose to leave it out of
our discussion for a cleaner presentation as it does not change the following estimates
and argument. Next, let

vk,n
\sigma ,M := vk

M  - 
\Bigl( 
\lambda k\sigma  - \lambda k,nM

\Bigr) 
\xi 0.

Observe that we used Piola transformations, which preserve divergence and nullity of
normal components at the boundary, to define the fluid test functions uk,n

\sigma ,M . Thanks
to (3.8) and Theorem 1.7-1 in [9] we thus observe that

Jn
\ast (div

\bfiteta n
\ast uk,n

\sigma ,M ) = div
\bigl( 
Jk
\ast (\nabla A\bfiteta k

\ast 
) - 1uk

\bigr) 
\sigma 
=
\bigl( 
div
\bigl( 
Jk
\ast (\nabla A\bfiteta k

\ast 
) - 1uk

\bigr) \bigr) 
\sigma 
= (Jk

\ast div
\bfiteta k

\ast uk)\sigma .

Hence,

\| div\bfiteta 
n
\ast uk,n

\sigma ,M\| L2(\scrO ) \leq C(\delta )\| div\bfiteta 
k
\ast uk\| L2(\scrO ),

\| (uk,n
\sigma ,M  - vk,n

\sigma ,M ) \cdot nn
\ast \| L2(\Gamma ) \leq C(\delta )\| (uk  - vk) \cdot nk

\ast \| L2(\Gamma ).
(4.2)

Note that, to ensure that (4.2)2 holds, we mollified only in the tangential direction,
i.e., along \Gamma \bfiteta k

\ast 
in the definition of uk,n

\sigma ,M .

Observe that for any \beta < 1
2 , we have

\| vM  - v\| H - \beta (0,L) \leq \gamma 
 - \beta 

2

M \| v\| L2(0,L), \| v\sigma  - v\| H - \beta (0,L) \leq \sigma \beta \| v\| L2(0,L).(4.3)

Observe also that \| Th\bfiteta \ast 
N  - \bfiteta \ast 

N\| L\infty (0,T ;Hs(0,L)) \leq \| \widetilde \bfiteta \ast 
N\| 

C0, 1
4 (0,T ;Hs(0,L))

h
1
4 for any s >

3
2 . Thanks to these observations and (3.4), for any s\geq 3

2 and \beta < 1
2 , we calculate

| \lambda k\sigma  - \lambda k,nM | \leq 
\int L

0

\int 1

 - 1

\biggl( \int z+\sigma y

z

| \partial zz\bfiteta k
\ast (w)| dw

\biggr) 
| vk(z + \sigma y)| dydz

(4.4)

+ \| \bfiteta k
\ast \| Hs(0,L)\| vk

\sigma  - vk\| 
H - 1

2 (0,L)
+ \| \bfiteta k

\ast  - \bfiteta n
\ast \| Hs(0,L)\| vk\| L2(0,L)

+ \| \bfiteta n
\ast \| Hs(0,L)\| vk

M  - vk\| 
H - 1

2 (0,L)

\leq C(\delta )

\biggl( 
\| \bfiteta n

\ast \| H2
0(0,L)\sigma 

1
2 + \sigma \beta + \gamma 

 - \beta 
2

M + h
1
4 \| \widetilde \bfiteta \ast 

N\| 
C0, 1

4 (0,T ;Hs(0,L))

\biggr) 
\| vk\| L2(0,L).
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7524 KRUTIKA TAWRI

Observe that due to the properties of mollification, \partial zzw\sigma = (\partial zzw)\sigma and \partial rrw\sigma =
(\partial rrw)\sigma . Hence wk

\sigma is harmonic with 0 boundary values on \partial \scrO \setminus \Gamma and such that
wk

\sigma (z,1) = vk
\sigma (z).

Moreover, thanks to Proposition 3.1 in [13] and the bounds (3.8) and (3.4), we
obtain for s > 3

2 , \beta <
1
2 , and n - j \leq k\leq n that

\| uk,n
\sigma ,M  - uk\| L2(\scrO ) \lesssim \| \nabla A\bfiteta n

\ast 
 - \nabla A\bfiteta k

\ast 
\| L\infty (\scrO )\| uk\| L2(\scrO ) + \| uk  - uk

\sigma \| L2(\scrO )

+ \| wk  - wk
\sigma \| L2(\scrO ) + \| wk  - wk

M\| L2(\scrO ) + | \lambda k\sigma  - \lambda k,nM | 
\lesssim \| \bfiteta n

\ast  - \bfiteta k
\ast \| Hs(0,L)\| uk\| L2(\scrO ) + \sigma \| uk\| H1(\scrO )

+ \| vk  - vk
\sigma \| H - 1/2(0,L) + \| vk  - vk

M\| H - 1/2(0,L) + | \lambda k\sigma  - \lambda k,nM | 

\lesssim h
1
4 \| \widetilde \bfiteta \ast 

N\| 
C0, 1

4 (0,T ;Hs(0,L))
(\| uk\| L2(\scrO ) + \| vk\| L2(0,L)) + \sigma \| uk\| H1(\scrO )

+ (\sigma \beta + \gamma 
 - \beta 

2

M + h
1
4 )\| vk\| L2(0,L),(4.5)

where the hidden constants depend only on \delta . Observe, due to (3.7), that

\| uk,n
\sigma ,M\| H1(\scrO ) \leq \| A\bfiteta k

\ast 
\| W2,3(\scrO )(\| uk\| H1(\scrO ) + \| vk

\sigma \| H1(\Gamma )) + \| vk
M\| H1(\Gamma ) + | \lambda k\sigma  - \lambda k,nM | 

\leq C(\delta )(\| uk\| H1(\scrO ) + \sigma  - 1\| vk\| L2(\Gamma )) + \gamma 
1
2

M\| vk\| L2(\Gamma ) +C(\delta )\| vk\| L2(\Gamma ).

Therefore, we obtain for some C > 0 that depends only on T and \delta that

E

\left[  (\Delta t) sup
0\leq n\leq N

n\sum 
k=n - j+1

\| uk,n
\sigma ,M\| 2H1(\scrO )

\right]  
\leq C(\delta ,T )E

\Biggl( 
(\Delta t)

N\sum 
n=0

\| uk\| 2H1(\scrO ) + (\sigma  - 2 + \gamma M ) sup
0\leq n\leq N

\| vk\| 2L2(0,L)

\Biggr) 
\leq C(\delta ,T )(1 + \sigma  - 2 + \gamma M ).(4.6)

Similarly (see also (4.4)),

\| vk,n
\sigma ,M\| H2(0,L) \leq \gamma M\| vk\| L2(0,L) +C(\delta )\| vk\| L2(0,L).(4.7)

Then, as in [17], for any n\leq N we ``test"" (3.1)3 and (3.10)2 with

Qn := (qn,\bfitpsi n) =

\left(  (\Delta t)
n\sum 

k=n - j+1

uk,n
\sigma ,M , (\Delta t)

n\sum 
k=n - j+1

vk,n
\sigma ,M

\right)  .(4.8)

This gives us, for any 0\leq n\leq N and N \in N, that

 - 
\int 
\scrO 

\bigl( 
(Jn+1

\ast )un+1  - (Jn
\ast )u

n
\bigr) \left(  \Delta t

n\sum 
k=n - j+1

uk,n
\sigma ,M

\right)  
 - 
\int L

0

(vn+1  - vn)

\left(  \Delta t

n\sum 
k=n - j+1

vk,n
\sigma ,M

\right)  
=

1

2

\int 
\scrO 

\bigl( 
Jn+1
\ast  - Jn

\ast 
\bigr) 
un+1 \cdot 

\left(  \Delta t
n\sum 

k=n - j+1

uk,n
\sigma ,M

\right)  
+ (\Delta t)b\bfiteta 

\ast 
n

\left(  un+1,wn
\ast ,

\left(  \Delta t
n\sum 

k=n - j+1

uk,n
\sigma ,M

\right)  \right)  (4.9)
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7525

+
(\Delta t)

\alpha 

\int 
\Gamma 

Sn
\ast (u

n+1  - vn+1)

\left(  (\Delta t)
n\sum 

k=n - j+1

uk,n
\sigma ,M  - vk,n

\sigma ,M

\right)  
+

(\Delta t)

\varepsilon 

\int 
\scrO 
div\bfiteta 

n
\ast un+1div\bfiteta 

n
\ast 

\left(  \Delta t
n\sum 

k=n - j+1

uk,n
\sigma ,M

\right)  
+

(\Delta t)

\varepsilon 

\int 
\Gamma 

(un+1  - vn+1) \cdot nn
\ast 

\left(  (\Delta t)
n\sum 

k=n - j+1

uk,n
\sigma ,M  - vk,n

\sigma ,M

\right)  \cdot nn
\ast 

+ 2\nu (\Delta t)

\int 
\scrO 
(Jn

\ast )D
\eta n
\ast (un+1) \cdot D\eta n

\ast 

\left(  \Delta t
n\sum 

k=n - j+1

uk,n
\sigma ,M

\right)  
+ (\Delta t)

\left(  Le(\bfiteta 
n+ 1

2 ),

\left(  \Delta t
n\sum 

k=n - j+1

vk,n
\sigma ,M

\right)  
+\varepsilon 

\int L

0

\partial zzv
n+ 1

2 \cdot \partial zz

\left(  \Delta t

n\sum 
k=n - j+1

vk,n
\sigma ,M

\right)  \right)  
 - (\Delta t)

\biggl( 
Pn
in

\int 1

0

qnz

\bigm| \bigm| \bigm| 
z=0

dr - Pn
out

\int 1

0

qnz

\bigm| \bigm| \bigm| 
z=1

dr

\biggr) 
 - (G(un,\bfiteta n

\ast )\Delta nW,Qn).

Then we apply
\sum N

n=0 to this equation and then denote its right-hand side by
\sum 9

1 Ii.
To motivate the choice of this test function, we first apply a summation by parts
formula for the two terms on the left-hand side of this equation. For the second term
we obtain

 - 
N\sum 

n=0

\int L

0

(vn+1  - vn)

\left(  \Delta t

n\sum 
k=n - j+1

vk,n
\sigma ,M

\right)  =

\int L

0

vn(vn,n
\sigma ,M  - vn - j,n

\sigma ,M )

=

\int L

0

vn
\Bigl( 
vn
M  - (\lambda n\sigma  - \lambda n,nM ) \xi 0  - vn - j

M +
\Bigl( 
\lambda n - j
\sigma  - \lambda n - j,n

M

\Bigr) 
\xi 0

\Bigr) 
dz

+
(\Delta t)

2

N\sum 
n=0

\int L

0

| vn
M  - vn - j

M | 2 + (| vn
M | 2  - | vn - j

M | 2)

 - vn(\lambda n\sigma  - \lambda n - j
\sigma + \lambda n - j,n

M  - \lambda n,nM )\xi 0

:= I10 + I20 + I30 ,

where we set vn = 0 for n< 0 and n>N . Observe that since

\| vn  - vn
M  - vn - j  - vn - j

M \| H - \beta (0,L) \leq \gamma 
 - \beta 

2

M (\| vn\| L2(0,L) + \| vn - j\| L2(0,L)),

for any 0\leq \beta < 1
2 , the term I10 will give us one of the desired terms in (4.1).

Similarly, using summation by parts and setting un = 0 for n< 0 and n>N , we
obtain the following for the first term on the left-hand side:

 - 
N\sum 

n=0

\int 
\scrO 

\bigl( 
(Jn+1

\ast )un+1  - (Jn
\ast )u

n
\bigr) \left(  \Delta t

n\sum 
k=n - j+1

uk,n
\sigma ,M

\right)  
= (\Delta t)

N\sum 
n=1

\int 
\scrO 
(Jn

\ast )u
n

\left(  n\sum 
k=n - j+1

uk,n
\sigma ,M  - 

n - 1\sum 
k=n - j

uk,n - 1
\sigma ,M

\right)  
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7526 KRUTIKA TAWRI

= (\Delta t)
N\sum 

n=1

\int 
\scrO 
(Jn

\ast )u
n

\left(  un,n
\sigma ,M  - un - j,n

\sigma ,M +
n - 1\sum 

k=n - j

uk,n
\sigma ,M  - uk,n - 1

\sigma ,M

\right)  
= (\Delta t)

N\sum 
n=1

\biggl( \int 
\scrO 
(Jn

\ast )u
n(un  - un - j) +

\int 
\scrO 
(Jn

\ast )u
n(un,n

\sigma ,M  - un  - (un - j,n
\sigma ,M  - un - j))

\biggr) 

+ (\Delta t)
N\sum 

n=1

\int 
\scrO 
(Jn

\ast )u
n

\left(  n - 1\sum 
k=n - j

uk,n
\sigma ,M  - uk,n - 1

\sigma ,M

\right)  
= (\Delta t)

N\sum 
n=0

1

2

\int 
\scrO 
(Jn

\ast )| un  - un - j | 2dx+ (\Delta t)
N\sum 

n=0

\biggl( 
1

2

\int 
\scrO 
(Jn

\ast )(| un| 2  - | un - j | 2)dx
\biggr) 

+ (\Delta t)
N\sum 

n=0

\biggl( \int 
\scrO 
(Jn

\ast )u
n(un,n

\sigma ,M  - un  - (un - j,n
\sigma ,M  - un - j))dx

\biggr) 

+ (\Delta t)
N\sum 

n=1

\int 
\scrO 
(Jn

\ast )u
n

\left(  n - 1\sum 
k=n - j

uk,n
\sigma ,M  - uk,n - 1

\sigma ,M

\right)  =: J1
0 + J2

0 + J3
0 + J4

0 .

Observe again that J1
0 is another one of the desired terms in (4.1). Now we will find

appropriate bounds for the rest of the terms. We start with I20 :

E(\Delta t)
N\sum 

n=0

\int L

0

| vn
M | 2  - | vn - j

M | 2 =E(\Delta t)
N\sum 

n=N - j+1

\int 
\Gamma 

| vn
M | 2 \leq hE max

0\leq n\leq N
\| vn\| 2L2(0,L).

Next, thanks to (4.4), we see for any 0\leq \beta < 1
2 that

E| I30 | :=E

\bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)
N\sum 

n=0

\int L

0

vn(\lambda n,n\sigma  - \lambda n - j,n
\sigma + \lambda n - j,n

M  - \lambda n,nM )\xi 0

\bigm| \bigm| \bigm| \bigm| \bigm| 
\leq E

\biggl( \biggl( 
\| \bfiteta \ast 

N\| L\infty (0,T ;H2
0(0,L))\sigma 

1
2 + \sigma \beta + \gamma 

 - \beta 
2

M + h
1
4 \| \widetilde \bfiteta \ast 

N\| 
C0, 1

4 (0,T ;Hs(0,L))

\biggr) 
\times \| vN\| L\infty (0,T ;L2(0,L))

\biggr) 
\leq Ch

\beta 
12 .

Hence, using the Chebyshev inequality we obtain

P(| I20 + I30 | >R)\leq 
Ch

\beta 
12

R
.

To treat the term J2
0 , we recall that for two matrices A and B, the derivative of the

determinant D(det)(A)B =det(A)tr(BA - 1). Hence applying the mean value theorem
to det(\nabla A\bfiteta n

\ast 
) - det(\nabla A\bfiteta n+j

\ast 
), using (3.8) and that det(A) \leq (maxAij)

2, we obtain,
for some \beta \in [0,1], that (for more details see (73) in [26])

\| Jn+j
\ast  - Jn

\ast \| L\infty (\scrO ) = \| det(\nabla An,\beta )\nabla n,\beta \cdot (A\bfiteta n+j
\ast 

 - A\bfiteta n
\ast 
)\| L\infty (\scrO )

\leq C(\delta )\| A\bfiteta n+j
\ast 

 - A\bfiteta n
\ast 
\| C1(\scrO ),

(4.10)

where \nabla n,\beta =\nabla \bfiteta n
\ast + \beta (\nabla \bfiteta n+j

\ast  - \nabla \bfiteta n
\ast ) and \nabla An,\beta =\nabla A\bfiteta n

\ast 
+ \beta (\nabla A\bfiteta n+j

\ast 
 - \nabla A\bfiteta n

\ast 
).

Using (3.8) again, we find the following bounds for any s > 3
2 :
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7527

J2
0 := (\Delta t)

N\sum 
n=0

\biggl( \int 
\scrO 
(Jn

\ast )(| un| 2  - | un - j | 2)dx
\biggr) 

= (\Delta t)

\left(  N\sum 
n=N - j+1

\int 
\scrO 
(Jn

\ast )| un| 2dx+

N - j\sum 
n=0

\int 
\scrO 
(Jn

\ast  - Jn+j
\ast )| un| 2dx

\right)  
\leq (\Delta t)

N\sum 
n=N - j+1

\int 
\scrO 
(Jn

\ast )| un| 2dx+ (\Delta t)

N - j\sum 
n=0

\| A\bfiteta n+j
\ast 

 - A\bfiteta n
\ast 
\| C1(\scrO )\| un\| 2L2(\scrO )

\leq 
\biggl( 
h sup

1\leq n\leq N

\int 
\scrO 
(Jn

\ast )| un| 2dx+ sup
0\leq n\leq N - 1

\| un\| 2L2(\scrO )h
1
4 \| \bfiteta n+j

\ast  - \bfiteta n
\ast \| Hs(0,L)

\biggr) 
\leq h

1
4 sup
0\leq n\leq N - 1

\| un\| 2L2(\scrO )

\Bigl( 
1 + \| \widetilde \bfiteta \ast 

N\| 
C0, 1

4 (0,T ;Hs(0,L))

\Bigr) 
.

In what follows, we will repeatedly make use of the fact that for any two random
variables X and Y , we have

P(| X| + | Y | >R)\leq P
\biggl( 
| X| > R

2

\biggr) 
+ P

\biggl( 
| Y | > R

2

\biggr) 
,

P(| XY | >R)\leq P(| X| >
\surd 
R) + P(| Y | >

\surd 
R).

The embedding W 1,\infty (0, T ;L2(\Gamma )) \cap L2(0, T ;H2
0 (\Gamma )) \lhook \rightarrow C0, 14 (0, T ;H

3
2 (\Gamma )) then gives

us for any s\geq 3
2 that

P
\bigl( 
| J2

0 | >R
\bigr) 
\leq P

\biggl( 
h

1
8 sup
1\leq n\leq N

\| un\| 2L2(\scrO ) \geq 
\surd 
R

\biggr) 
+ P

\Bigl( 
h

1
8 \| \widetilde \bfiteta \ast 

N\| 
C0, 1

4 (0,T ;Hs(\Gamma ))
\geq 
\surd 
R
\Bigr) 

\leq h
1
8

\surd 
R
E
\biggl( 

sup
1\leq n\leq N

\| un\| 2L2(\scrO ) + \| \widetilde \bfiteta \ast 
N\| 

C0, 1
4 (0,T ;Hs(\Gamma ))

\biggr) 
\leq h

1
8

\surd 
R
E
\biggl( 

sup
1\leq n\leq N

\| un\| 2L2(\scrO )+\| \widetilde \bfiteta \ast 
N\| W 1,\infty (0,T ;L2(\Gamma ))\cap L2(0,T ;H2

0(\Gamma ))

\biggr) 
\leq C h

1
8

\surd 
R
.

Next, thanks to (4.5), we see that

J3
0 =

\bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)
N\sum 

n=0

\biggl( \int 
\scrO 
(Jn

\ast )u
n(un,n

\sigma ,M  - un  - (un - j,n
\sigma ,M  - un - j))dx

\biggr) \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq C(\delta )(\Delta t)

N\sum 
n=0

\| un\| L2(\scrO )(\| u
n,n
\sigma ,M  - un\| L2(\scrO ) + \| un - j,n

\sigma ,M  - un - j\| L2(\scrO ))

\lesssim sup
1\leq n\leq N

\| un\| L2(\scrO )(\Delta t)
N\sum 

k=0

\Bigl( 
h

1
4 \| \widetilde \bfiteta \ast 

N\| 
C0, 1

4 (0,T ;Hs(0,L))
(\| uk\| L2(\scrO ) + \| vk\| L2(0,L))

+ \sigma \| uk\| H1(\scrO ) + (\sigma \beta + \gamma 
 - \beta 

2

M + h
1
4 )\| vk\| L2(0,L)

\Bigr) 
.

Thus, we obtain that P(| J3
0 | >R)\leq C

R (h
1
4 + \sigma \beta + \gamma 

 - \beta 
2

M )\leq C
Rh

\beta 
12 . For the term J4

0 we
find, using the properties of the Bogovski operator \scrB , that
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7528 KRUTIKA TAWRI

| J0
4 | =

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)
N\sum 

n=0

\int 
\scrO 
(Jn

\ast )u
n

\left(  n - 1\sum 
k=n - j

uk,n
\sigma ,M  - uk,n - 1

\sigma ,M

\right)  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq C(\delta )(\Delta t)

N\sum 
n=0

\Biggl( 
\| un\| L6(\scrO )\| 

(Jn
\ast )

 - 1\nabla A\bfiteta n
\ast 
 - (Jn - 1

\ast ) - 1\nabla A\bfiteta n - 1
\ast 

\Delta t
\| L2(\scrO )

\cdot 
n - 1\sum 

k=n - j

(\Delta t)\| (uk  - wk)\sigma \| L3(\scrO )

\Biggr) 
+ (\Delta t)

N\sum 
n=0

\| un\| L2(\scrO )(\Delta t)
n - 1\sum 

k=n - j

| \lambda k,nM  - \lambda k,n - 1
M | 

\Delta t

\leq h\sigma  - 1
2C(\delta )

\Biggl( 
(\Delta t)

N\sum 
n=0

\| un\| 2H1(\scrO )

\Biggr) 1
2
\Biggl( 
(\Delta t)

N\sum 
n=0

\| vn
\ast \| 2

H
1
2 (\Gamma )

\Biggr) 1
2

\cdot max
0\leq n\leq N

(\| un\| L2(\scrO ) + \| vn\| L2(\Gamma ))

+ h\gamma 
1
2

MC(\delta ) max
0\leq n\leq N

(\| un\| L2(\scrO )\| vn
\ast \| L2(\Gamma )\| vk\| L2(\Gamma )).

Here we also used the calculations in (4.10) that gave us\bigm\| \bigm\| \bigm\| \bigm\| Jn+1
\ast  - Jn

\ast 
\Delta t

\bigm\| \bigm\| \bigm\| \bigm\| 
L2(\scrO )

\leq C(\delta )\| wn+1
\ast \| H1(\scrO ) \leq C(\delta )\| vn+1

\ast \| 
H

1
2 (0,L)

.(4.11)

Hence, we conclude, for some constant C that depends on \varepsilon , that

P(| J4
0 | \geq R)\leq C(\varepsilon )

h
11
12

\surd 
R
.(4.12)

Now we use (4.11) again to bound I1 on the right-hand side of (4.9):

I1 :=

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
N\sum 

n=0

\int 
\scrO 

\bigl( 
Jn+1
\ast  - Jn

\ast 
\bigr) 
un+1 \cdot 

\left(  \Delta t
n\sum 

k=n - j+1

uk,n
\sigma ,M

\right)  dx

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq (\Delta t)

N\sum 
n=0

\| vn+ 1
2 \| 

H
1
2 (0,L)

\| un+1\| L6(\scrO )

\left(  (\Delta t)
n\sum 

k=n - j+1

\| uk,n
\sigma ,M\| 2L3(\scrO )

\right)  1
2 \surd 

h

\leq C
\surd 
h

\Biggl( 
(\Delta t)

N\sum 
n=0

\| vn+ 1
2 \| 2

H
1
2 (0,L)

\Biggr) 1
2
\Biggl( 
(\Delta t)

N\sum 
n=0

\| un\| 2H1(\scrO )

\Biggr) 1
2

\times 

\left(  (\Delta t) sup
0\leq n\leq N

n\sum 
k=n - j+1

\| uk,n
\sigma ,M\| 2H1(\scrO )

\right)  1
2

.

This implies, thanks to (4.6), that

P (| I1| \geq R)\leq C

\varepsilon 

h
1
3

R
2
3

+
C(\delta )h

1
3

R
2
3

(1 + \sigma  - 2 + \gamma M )\leq C(\varepsilon )
h

1
6

R
2
3

.(4.13)

Note that this estimate depends on \varepsilon . Next, we treat the nonlinear term in Navier--
Stokes equations. Using the embedding H

1
2 (\scrO ) \lhook \rightarrow L4(\scrO ) we obtain, for some C > 0

which depends only on \delta , that
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7529

I2 :=

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)
N\sum 

n=0

b\bfiteta 
n
\ast 

\left(  un+1,wn
\ast ,

\left(  \Delta t
n\sum 

k=n - j+1

uk,n
\sigma ,M

\right)  \right)  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq 
\surd 
h(\Delta t)

N\sum 
n=0

\| un+1  - wn
\ast \| L4(\scrO )\| un+1\| L4(\scrO )

\left(  \Delta t
n\sum 

k=n - j+1

\| uk,n
\sigma ,M\| 2H1(\scrO )

\right)  1
2

\leq 
\surd 
h(\Delta t)

N\sum 
n=0

\Bigl( 
\| un+1\| H1(\scrO ) + \| wn

\ast \| H 1
2 (0,L)

\Bigr) 
\| un+1\| H1(\scrO )

\times 

\left(  \Delta t
n\sum 

k=n - j+1

\| uk,n
\sigma ,M\| 2H1(\scrO )

\right)  1
2

.

Again, thanks to (4.6), for any R> 0, we have

P (| I2| >R)\leq 
h

1
4

\surd 
R
E
\biggl[ 
(\Delta t)

N\sum 
n=0

\| un+1\| 2H1(\scrO )

\biggr] 
+
h

1
4

\surd 
R
E
\biggl[ 

sup
0\leq n\leq N - 1

\| vn+ 1
2 \| 2L2(0,L)

\biggr] 

+
h

1
2

R
E
\biggl[ 
(\Delta t)2

N\sum 
n=0

n\sum 
k=n - j+1

\| uk,n
\sigma ,M\| 2H1(\scrO )

\biggr] 

\leq C(\delta )h
1
4

\surd 
R

+
C(\delta )h

1
2

R
(1 + \sigma  - 2 + \gamma M )\leq C(\delta )\surd 

R
h

1
4 .

The term I3 is easier to handle and is treated similarly. For the penalty term, thanks
to (4.2)1, we have

E[I4] :=E

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)\varepsilon 
N\sum 

n=0

\int 
\scrO 
div\bfiteta 

n
\ast un+1

\left(  \Delta t
n\sum 

k=n - j+1

div\bfiteta 
n
\ast (uk,n

\sigma ,\lambda )

\right)  dx

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq E

(\Delta t)

\varepsilon 

N\sum 
n=0

\| div\eta 
n
\ast un+1\| L2(\scrO )

\left(  (\Delta t)
n\sum 

k=n - j+1

\| div\bfiteta 
n
\ast (uk,n

\sigma ,\lambda )\| 
2
L2(\scrO )

\right)  1
2 \surd 

h

\leq C
\surd 
hTE

\Biggl( 
(\Delta t)

\varepsilon 

N\sum 
n=0

\| div\bfiteta 
n
\ast (un+1)\| 2L2(\scrO )

\Biggr) 
\leq Ch

1
2 .

Notice that, due to Lemma 3.5(5), the constant C in the estimate above does not
depend on \varepsilon . The other penalty term I5 is handled identically thanks to (4.2)2 and
Lemma 3.5(6). Similarly, due to (4.6), we have

E[I6] =E

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)
N\sum 

n=0

\int 
\scrO 
D\eta n

\ast un+1

\left(  \Delta t
n\sum 

k=n - j+1

D\eta n
\ast (uk,n

\sigma ,M )

\right)  dx

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq 
\surd 
hE

\left(   (\Delta t)
N\sum 

n=0

\| un+1\| H1(\scrO )

\left(  (\Delta t)
n\sum 

k=n - j+1

\| (uk,n
\sigma ,M )\| 2H1(\scrO )

\right)  1
2

\right)   
\leq 
\surd 
hE

N\sum 
n=0

(\Delta t)\| un+1\| 2H1(\scrO ) +
\surd 
hE

\Biggl( 
(\Delta t) sup

0\leq n\leq N

N\sum 
k=0

\| (uk,n
\sigma ,M )\| 2H1(\scrO )

\Biggr) 
\leq C(\delta )h

1
4 (1 + \sigma  - 2 + \gamma M )\leq Ch

1
12 .
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Next, using (4.7), we obtain that

E[I8] :=E

\bigm| \bigm| \bigm| \bigm| \bigm| \bigm| (\Delta t)
N\sum 

n=0

\left(  Le(\bfiteta 
n+1),

\left(  \Delta t
n\sum 

k=n - j+1

vk
\sigma ,M

\right)  \right)  \bigm| \bigm| \bigm| \bigm| \bigm| \bigm| 
\leq C(\delta )(\Delta t)2E

N\sum 
n=0

\left(  \| \partial zz\bfiteta n\| L2(0,L)

n\sum 
k=n - j - 1

\| \partial zzvk,n
\sigma ,M\| L2(0,L)

\right)  
\leq E(\Delta t)2

N\sum 
n=0

\left(  \| \partial zz\bfiteta n\| L2(0,L)

n\sum 
k=n - j - 1

\gamma M\| vk\| L2(0,L)

\right)  
\leq CTh\gamma ME max

0\leq n\leq N

\Bigl( 
\| \bfiteta n\| 2H2(0,L) + \| vn\| 2L2(0,L)

\Bigr) 
\leq Ch

5
6 .

The term I7 is handled similarly. Finally, we treat the stochastic term (see also (3.17))
using Young's inequality:

E

\Biggl( 
N\sum 

n=0

| (G(un,\bfiteta n
\ast )\Delta nW,Qn)| 

\Biggr) 
\leq E

\Biggl( 
N\sum 

n=0

\| G(un,\bfiteta n
\ast )\| L2(U0;L2)\| \Delta nW\| U0

\times 

\Biggl( 
(\Delta t)

n\sum 
k=n - j+1

\| uk,n
\sigma ,M\| 2L2(\scrO ) + \| vk

\sigma ,M\| 2L2(0,L)

\Biggr) 1
2

h
1
2

\Biggr) 

\leq h
1
2E

N\sum 
n=0

\| G(un,\bfiteta n
\ast )\| 2L2(U0;L2)\| \Delta nW\| 2U0

+E

\Biggl( 
(\Delta t)

n\sum 
k=n - j+1

\| uk,n
\sigma ,M\| 2L2(\scrO ) + \| vk

\sigma ,M\| 2L2(0,L)

\Biggr) 
\leq Ch

1
2 .

Now to show that the laws of the random variables mentioned in the statement of the
theorem are tight, we will consider the following sets for 0\leq \alpha < 1 and 0<\beta < 1

2 and
any R> 0:

\scrB R :=

\biggl\{ 
(u,v)\in L2(0, T ;H1(\scrO ))\times L2(0, T ;L2(0,L)) : \| u\| 2L2(0,T ;H1(\scrO ))

+ \| v\| 2L2(0,T ;L2(0,L))+ sup
0<h<1

h - 
\beta 
12

\int T

h

\Bigl( 
\| Thu - u\| 2L2(\scrO )+\| Thv - v\| 2H - \beta (0,L)

\Bigr) 
\leq R

\biggr\} 
.

Thanks to Lemma 4.1, \scrB R is compact in L2(0, T ;H\alpha (\scrO )) \times L2(0, T ;H - \beta (0,L)) for
each R> 0, 0\leq \alpha < 1, and 0<\beta < 1

2 . Now we apply Chebyshev's inequality to obtain
the desired result:

P((u+
N ,v

+
N ) /\in \scrB R)\leq P

\biggl( 
\| u+

N\| 2L2(0,T ;H1(\scrO )) + \| v+
N\| 2L2(0,T ;L2(0,L)) >

R

2

\biggr) 
+ P

\Biggl( 
sup

0<h<1
h - 

\beta 
12

\int T

h

\Bigl( 
\| Thu+

N  - u+
N\| 2L2(\scrO ) + \| Thv+

N  - v+
N\| 2H - \beta (0,L)

\Bigr) 
>
R

2

\Biggr) 
\leq C\surd 

R
,

where C > 0 depends only on \delta , TrQ, \varepsilon , and the given data and is independent of the
parameter N.
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7531

Next we give the tightness results for the structure displacements and velocities.

Lemma 4.3. For fixed \delta , the following statements hold:
1. The laws of \{ \widetilde \bfiteta N\} N\in N and those of \{ \widetilde \bfiteta \ast 

N\} N\in N are tight in C([0, T ],Hs(0,L))
for any s < 2.

2. The laws of \{ \| u+
N\| L2(0,T ;V )\} N\in N are tight in R.

3. For a fixed \varepsilon , the laws of \{ \| v\ast 
N\| L2(0,T ;H1

0(0,L))\} N\in N are tight in R.

Proof. The Aubin--Lions theorem gives us the following: For 0< s< 2,

L\infty (0, T ;H2
0(0,L))\cap W 1,\infty (0, T ;L2(0,L))\subset \subset C([0, T ];Hs(0,L)).

Hence for any R> 0 we consider

\scrK R := \{ \bfiteta \in L\infty (0, T ;H2
0(0,L))\cap W 1,\infty (0, T ;L2(0,L)) :

\| \bfiteta \| 2L\infty (0,T ;H2
0(0,L)) + \| \bfiteta \| 2W 1,\infty (0,T ;L2(0,L)) \leq R\} .

Using the Chebyshev inequality and Lemma 3.5 we obtain for some C > 0 independent
of N and \varepsilon that the following holds:

P [\widetilde \bfiteta N \not \in \scrK R]\leq P
\biggl[ 
\| \widetilde \bfiteta N\| 2L\infty (0,T ;H2

0(0,L)) \geq 
R

2

\biggr] 
+ P

\biggl[ 
\| \widetilde \bfiteta N\| 2W 1,\infty (0,T ;L2(0,L)) \geq 

R

2

\biggr] 
\leq 4

R2
E
\Bigl[ 
\| \widetilde \bfiteta N\| 2L\infty (0,T ;H2

0(0,L)) + \| \widetilde \bfiteta N\| 2W 1,\infty (0,T ;L2(0,L))

\Bigr] 
\leq C

R2
.

The proof of statements (2) and (3) follow by an identical application of the Chebyshev
inequality and the bounds obtained in Lemma 3.5. For any R> 0,

P[\| v\ast 
N\| L2(0,T ;H1

0(0,L)) >R]\leq 
1

R2
E[\| v\ast 

N\| 2L2(0,T ;H1
0(0,L))]\leq 

C(\varepsilon )

R2
.

This completes the proof of Lemma 4.3.

To obtain almost sure convergence of the rest of the random variables we will use
the following lemma which is a consequence of the bounds on numerical dissipation.

Lemma 4.4. The following convergence results hold:
1. limN\rightarrow \infty E

\int T

0
\| uN  - u+

N\| 2L2(\scrO )dt= 0, limN\rightarrow \infty E
\int T

0
\| uN  - \widetilde uN\| 2L2(\scrO )dt= 0.

2. limN\rightarrow \infty E
\int T

0
\| vN  - \widetilde vN\| 2L2(0,L)dt= 0, limN\rightarrow \infty E

\int T

0
\| vN  - v\#

N\| 2L2(0,L)dt= 0.

3. limN\rightarrow \infty E
\int T

0
\| \bfiteta N - \widetilde \bfiteta N\| 2

H2
0(0,L)

dt= 0, limN\rightarrow \infty E
\int T

0
\| \bfiteta +

N - \widetilde \bfiteta N\| 2
H2

0(0,L)
dt= 0.

Proof. Statement (1)1 is true thanks to Theorem 3.4(3). We prove (1)2 below
exactly as in [32].

E
\int T

0

\| uN  - \widetilde uN\| 2L2(\scrO )dt

=E
N - 1\sum 
n=0

\int tn+1

tn

1

\Delta t
\| (t - tn)un+1 + (tn+1  - t - \Delta t)un\| 2L2(\scrO )dt

=E
N - 1\sum 
n=0

\| un+1  - un\| 2L2(\scrO )

\int tn+1

tn

\biggl( 
t - tn

\Delta t

\biggr) 2

dt\leq CT

\delta 1N
\rightarrow 0 as N \rightarrow \infty .

The rest follows identically from the uniform estimates stated in Theorem 3.4.
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7532 KRUTIKA TAWRI

To pass N \rightarrow \infty in the weak formulation, we consider the following random
variable: \widetilde UN (t) := (( \widetilde J\ast 

N (t))\widetilde uN (t), \widetilde vN (t)) - EN (t),(4.14)

where EN is an error term that appears due to discretizing the stochastic integral
(see (4.26)) given by

EN (t) =
N - 1\sum 
m=0

\biggl( 
t - tm

\Delta t
G(um,\bfiteta m

\ast )\Delta mW  - 
\int t

tm
G(um,\bfiteta m

\ast )dW

\biggr) 
\chi [tm,tm+1).

Let U1 := U \cap (H2(\scrO ) \times H3
0(0,L)). For any V1 \subset \subset U1, we denote by \mu u,v

N the

probability measure of \widetilde UN :

\mu u,v
N := P

\Bigl( \widetilde UN \in \cdot 
\Bigr) 
\in Pr(C([0, T ];V \prime 

1 )),

where Pr(S) denotes the set of probability measures on a metric space S. Then we
have the following tightness result which is proved identically as Lemma 4.6 in [32].

Lemma 4.5. For a fixed \varepsilon > 0 and \delta , the laws \{ \mu u,v
N \} N of the random variables

\{ \widetilde UN\} N are tight in C([0, T ];V \prime 
1 ).

We note here that this result is available only in the case of fixed \varepsilon > 0 and that
we will not have this result in the next section. In the following lemma, we will show
that the stochastic error term vanishes as N \rightarrow \infty .

Lemma 4.6. The numerical error EN of the stochastic term has the following
property:

E
\int T

0

\| EN (t)\| 2L2(\scrO )\times L2(0,L)dt\rightarrow 0 as N \rightarrow \infty .

Proof. For any N , we begin by writing EN (t) =: E1
N + E2

N . Observe that E1
N

satisfies

E
\int T

0

\| E1
N (t)\| 2L2dt=E

N - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\Delta nW\| 2L2

\int tn+1

tn

\bigm| \bigm| \bigm| \bigm| t - tm

\Delta t

\bigm| \bigm| \bigm| \bigm| 2 dt
=E

N - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\Delta nW\| 2L2

\Delta t

3
\leq E

N - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\| 2L2(U0;L2)\| \Delta nW\| 2U0

\Delta t

= (\Delta t)2E
N - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\| 2L2(U0;L2) \leq C\Delta t,

where, as a consequence of Theorem 3.4, C > 0 is independent of N and \varepsilon .
To estimate E2

N we use the It\^o isometry as follows:

E
\int T

0

\| E2
N (t)\| 2L2dt=E

N - 1\sum 
n=0

\int tn+1

tn

\bigm\| \bigm\| \bigm\| \bigm\| \int t

tn
G(un,\bfiteta n

\ast )dW

\bigm\| \bigm\| \bigm\| \bigm\| 2
L2

dt

=E
N - 1\sum 
n=0

\int tn+1

tn

\int t

tn
\| G(un,\bfiteta n

\ast )\| 2L2(U0;L2)dsdt

=
1

2
E

N - 1\sum 
n=0

\| G(un,\bfiteta n
\ast )\| 2L2(U0;L2)(\Delta t)

2 \leq C\Delta t.
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7533

4.2. Almost sure convergence. In this section we will obtain almost sure con-
vergence results for our approximate solutions. To that end, let \mu N be the joint law of
the random variable \scrU N = (u+

N ,v
+
N , \widetilde \bfiteta \ast 

N , \widetilde \bfiteta N ,\| u+
N\| L2(0,T ;V ),\| v\ast 

N\| L2(0,T ;H1
0(0,L)), \widetilde U,W )

taking values in the phase space

\Upsilon := [L2(0, T ;L2(\scrO ))]\times [L2(0, T ;H - \beta (0,L))]\times [C([0, T ],Hs(0,L))]2 \times R2

\times C([0, T ];V \prime 
1 )\times C([0, T ];U)

for some fixed 3
2 < s< 2 and 0<\beta < 1

2 .
Since C([0, T ];U) is separable and metrizable by a complete metric, the sequence

of Borel probability measures, \mu W
N (\cdot ) := P(W \in \cdot ), that are constantly equal to one

element, is tight on C([0, T ];U). Thus, recalling Lemmas 4.2, 4.3, and 4.6 and using
Tychonoff's theorem, it follows that the sequence of the probability measures \mu N of
the approximating sequence \scrU N is tight on the Polish space \Upsilon . Hence, by applying the
Prohorov theorem and a variant of the Skorohod representation theorem (Theorem
1.10.4 in [34]), we obtain the following convergence result.

Theorem 4.7. There exist a probability space (\=\Omega , \=\scrF , \=P), random variables \=\scrU N :=

(\=u+
N , \=v

+
N ,

\=\widetilde \bfiteta \ast 
N ,

\=\widetilde \bfiteta N ,mN , kN ,
\=\widetilde UN , \=WN ) and \=\scrU := (\=u, \=v, \=\bfiteta \ast , \=\bfiteta ,m,k,

\=\widetilde U, \=W ) defined on this
new probability space, and measurable maps \phi N : \=\Omega \rightarrow \Omega such that

\=\scrU N (\=\omega ) = \scrU N (\phi N (\=\omega )) for \=\omega \in \=\Omega , and \=P \circ \phi  - 1
N = P,(4.15)

such that

\=\scrU N \rightarrow \=\scrU , \=P-a.s. in the topology of \Upsilon .(4.16)

Now we define rest of the approximate random variables:

\=uN = uN \circ \phi N , \=\widetilde uN = \widetilde uN \circ \phi N , \=vN = vN \circ \phi N ,
\=\bfiteta N = \bfiteta N \circ \phi N , \=\bfiteta +

N = \bfiteta +
N \circ \phi N , \=\bfiteta \ast 

N = \bfiteta \ast 
N \circ \phi N .

Then, from Lemma 4.4(1) and an application of the Borel--Cantelli lemma, we obtain
for 3

2 < s< 2 and 0<\beta < 1
2 that

\=uN \rightarrow \=u, \=\widetilde uN \rightarrow \=u, \=P-a.s. in L2(0, T ;L2(\scrO )),(4.17)

\=\bfiteta N \rightarrow \=\bfiteta , \=\bfiteta +
N \rightarrow \=\bfiteta , \=\bfiteta \ast 

N \rightarrow \=\bfiteta \ast , \=P-a.s. in L2(0, T ;Hs(0,L)),(4.18)

\=vN \rightarrow \=v, \=\widetilde vN \rightarrow \=v, \=P-a.s. in L2(0, T ;H - \beta (0,L)).(4.19)

Thanks to these explicit maps we can identify the real-valued random variables kN =
\| \=v\ast 

N\| L2(0,T ;H1
0(0,L)). Thus, a.s. convergence of kN implies that for a fixed \varepsilon > 0,

\| \=v\ast 
N\| L2(0,T ;H1

0(0,L)) is bounded a.s. and thus, up to a subsequence,

\=v\ast 
N \rightharpoonup \=v\ast weakly in L2(0, T ;H1

0(0,L))
\=P-a.s.(4.20)

Similarly \=u+
N \rightharpoonup \=u weakly in L2(0, T ;V ) a.s.

Observe also that the bounds obtained in Lemma 3.5 hold for the new random
variables \=\scrU N as well. Particularly, thanks to (4.16) and (4.15), we have the same
deterministic bounds \| \=\bfiteta \ast \| C(0,T ;Hs(0,L)) \leq 1

\delta 2
for 3

2 < s< 2. We also have the following
convergence results for the displacements. Namely, notice that Theorem 4.7 implies
that for given 3

2 < s< 2 (see [24, Lemma 3]),

\=\bfiteta N \rightarrow \=\bfiteta and \=\bfiteta \ast 
N \rightarrow \=\bfiteta \ast in L\infty (0, T ;Hs(0,L)) a.s.(4.21)

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

05
/0

5/
25

 to
 7

6.
12

6.
12

4.
20

1 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



7534 KRUTIKA TAWRI

and thus,

\=\bfiteta N \rightarrow \=\bfiteta and \=\bfiteta \ast 
N \rightarrow \=\bfiteta \ast in L\infty (0, T ;C1[0,L]) a.s.(4.22)

Next we define piecewise constant interpolations of the ALE maps and Jacobians
A\=\bfiteta \ast 

N
, J\=\bfiteta \ast 

N
and their piecewise linear interpolation \widetilde A\=\bfiteta \ast 

N
, \widetilde J\=\bfiteta \ast 

N
. Then (4.22), (3.8), and

(3.7) yield

\nabla A\=\bfiteta \ast 
N
\rightarrow \nabla A\=\bfiteta \ast and (\nabla A\=\bfiteta \ast 

N
) - 1 \rightarrow (\nabla A\=\bfiteta \ast ) - 1 in L\infty (0, T ;C(\scrO )) a.s.,

J\=\bfiteta \ast 
N
\rightarrow J\=\bfiteta \ast =det(\nabla A\=\bfiteta \ast ) in L\infty (0, T ;C( \=\scrO )) a.s.,

S\=\bfiteta N
\rightarrow S\=\bfiteta and S\=\bfiteta \ast 

N
\rightarrow S\=\bfiteta \ast in L\infty (0, T ;C(\=\Gamma )) a.s.

(4.23)

Furthermore, A\=\bfiteta \ast \in L\infty (0, T ;W2,p(\scrO )) for p < 4 and is the solution to (3.2) corre-

sponding to the boundary data id+\=\bfiteta \ast on \Gamma . Next let \=w\ast 
N = \partial t \widetilde A\=\bfiteta \ast 

N
=
\sum N

n=0
1
\Delta t (A

\omega 
\=\bfiteta n
\ast 
 - 

A\omega 
\=\bfiteta n - 1
\ast 

)\chi (tn,tn+1). Note that for every \omega \in \=\Omega , we have (see [19])

\| \=w\ast 
N\| 

L2(0,T ;Hk+1
2 (\scrO ))

\leq C\| \=v\ast 
N\| L2(0,T ;Hk(0,L)) for any 0\leq k\leq 1,

where C depends only on k. Thus using (4.20), for a fixed \varepsilon > 0, we obtain that

\=w\ast 
N \rightharpoonup \=w\ast weakly in L2(0, T ;H1(\scrO )), \=P-a.s.,(4.24)

where \=w\ast satisfies (3.3) with values \=v\ast on \Gamma . Similarly, (4.11) gives us

\partial t \widetilde J\=\bfiteta \ast 
N
\rightharpoonup \partial tJ\=\bfiteta \ast weakly in L2(0, T ;L2(\scrO )), \=P-a.s.

Finally, we give the definition of the required filtrations. we denote by \scrF \prime 
t the

\sigma -field generated by the random variables (\=u(s), \=v(s)), \=\bfiteta (s), \=W (s) for all s\leq t. Then
we define

\scrN := \{ \scrA \in \=\scrF | \=P(\scrA ) = 0\} , \=\scrF 0
t := \sigma (\scrF \prime 

t \cup \scrN ), \=\scrF t :=
\bigcap 
s\geq t

\=\scrF 0
s .(4.25)

We note here that the stochastic processes (J\=\bfiteta \ast \=u, \=\bfiteta ) are ( \=\scrF t)t\geq 0-progressively mea-
surable. For each N we also define a filtration

\bigl( 
\=\scrF N
t

\bigr) 
t\geq 0

on (\=\Omega , \=\scrF , \=P) the same way.

Moreover, using usual arguments we can see that \=WN is an \=\scrF N
t -Wiener process (see,

e.g., [2]). Next, relative to the new stochastic basis ( \=\Omega , \=\scrF , ( \=\scrF N
t )t\geq 0, \=P, \=WN ), thanks to

(4.15) we can see that for each N , the following equation holds:

( \widetilde J\=\bfiteta \ast 
N
(t),q) + (\=\widetilde vN (t),\bfitpsi ) = (J0u0,q) + (v0,\bfitpsi ) - 

\int t

0

\langle Le(\=\bfiteta 
+
N ),\bfitpsi \rangle 

+

\int t

0

\int 
\scrO 

\partial \widetilde J\=\bfiteta \ast 
N

\partial t
(2\=\widetilde uN  - \=uN ) \cdot q - 1

2

\partial \widetilde J\=\bfiteta \ast 
N

\partial t
\=u+
N \cdot q - \varepsilon 

\int t

0

\int L

0

\partial zz\=v
\#
N \cdot \partial zz\bfitpsi 

 - 1

2

\int t

0

\int 
\scrO 
(J\=\bfiteta \ast 

N
)((\=u+

N  - \=w\ast 
N ) \cdot \nabla \=\bfiteta \ast 

N \=u+
N \cdot q - (\=u+

N  - \=w\ast 
N ) \cdot \nabla \=\bfiteta \ast 

Nq \cdot \=u+
N )

 - 2\nu 

\int t

0

\int 
\scrO 
(J\=\bfiteta \ast 

N
)D\=\bfiteta \ast 

N (\=u+
N ) \cdot D\=\bfiteta \ast 

N (q) - 1

\alpha 

\int t

0

\int 
\Gamma 

S\=\bfiteta N
(\=u+

N  - \=v+
N )(q - \bfitpsi )

 - 1

\varepsilon 

\int t

0

\int 
\scrO 
div\=\bfiteta \ast 

N \=u+
Ndiv\=\bfiteta \ast 

Nqdx - 1

\varepsilon 

\int t

0

\int 
\Gamma 

(\=u+
N  - \=v+

N ) \cdot \=n\ast 
N (q - \bfitpsi ) \cdot \=n\ast 

N

\pm 
\int t

0

\biggl( 
Pin/out

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=0/1

\biggr) 
+

\int t

0

(G(\=uN , \=\bfiteta 
\ast 
N )d \=WN ,Q) + (EN (t),Q),

(4.26)

\=P-a.s. for every t\in [0, T ] and any Q\in D \cap U1.
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7535

Using the convergence results stated in Theorem 4.7 we can then pass N \rightarrow \infty 
in the deterministic terms in (4.26). For the stochastic integral see Lemma 5.6. We
mention here how we treat the convective term which is the only term that needs an
explanation. By integrating by parts we obtain\int 

\scrO 
J\=\bfiteta \ast 

N
\=w\ast 
N \cdot \nabla \=\bfiteta \ast 

N \=u+
N \cdot q= - 

\int 
\scrO 
J\=\bfiteta \ast 

N
\nabla \=\bfiteta \ast 

N \cdot \=w\ast 
N \=u+

N \cdot q - 
\int 
\scrO 
J\=\bfiteta \ast 

N
\=w\ast 
N \cdot \nabla \=\bfiteta \ast 

Nq \cdot \=u+
N

+

\int 
\Gamma 

S\=\bfiteta \ast 
N
(\=v\ast 

N \cdot n\ast 
N )(\=u+

N \cdot q),(4.27)

where S\=\bfiteta \ast 
N

is the Jacobian of the transformation from Eulerian to Lagrangian coor-
dinates. Thus, using the weak and strong convergence results in Theorem 4.7, (4.20),
(4.24), and (4.22) we can pass N \rightarrow \infty in (4.27). Notice that the addition of the
viscous regularization for a fixed \varepsilon > 0 in the structure subproblem (3.1) allowed for
discretization of the time derivative of the Jacobian in the fluid subproblem (3.10)
and thus it also makes the limiting term

\int t

0

\int 
\scrO \partial tJ\=\bfiteta \ast \=u \cdot q well-defined at this stage.

However, to give sense to this term in the vanishing \varepsilon regime, we use the fact that\int t

0

\int 
\scrO 
\partial tJ\=\bfiteta \ast \=u \cdot q=

\int t

0

\int 
\scrO 
J\=\bfiteta \ast \nabla \bfiteta \ast 

\cdot w\ast \=u \cdot q(4.28)

to arrive at the following approximate weak formulation.

Theorem 4.8. For the stochastic basis (\=\Omega , \=\scrF , ( \=\scrF t)t\geq 0, \=P, \=W ) constructed in Theo-
rem 4.7, given any fixed \varepsilon > 0 and \delta = (\delta 1, \delta 2) satisfying (3.9), the processes (\=u, \=\bfiteta , \=\bfiteta \ast )
obtained in Theorem 4.7 are such that \=\bfiteta \ast and ( \=J\bfiteta \ast \=u, \partial t\=\bfiteta ) are ( \=\scrF t)t\geq 0-progressively
measurable with \=P-a.s. continuous paths in Hs(0,L), s < 2, and V \prime 

1 , respectively, and
the following weak formulation holds \=P-a.s. for every t\in [0, T ] and Q\in D :

(J\=\bfiteta \ast (t)\=u(t),q) + (\partial t\=\bfiteta (t),\bfitpsi ) = ((J0)u0,q) + (v0,\bfitpsi ) - 
\int t

0

\langle Le(\=\bfiteta ),\bfitpsi \rangle 

 - 1

2

\int t

0

\int 
\scrO 
(J\=\bfiteta \ast )(\=u \cdot \nabla \=\bfiteta \ast 

\=u \cdot q - (\=u  - 2 \=w\ast ) \cdot \nabla \=\bfiteta \ast 
q \cdot \=u)

+
1

2

\int t

0

\int 
\Gamma 

S\=\bfiteta \ast (\partial t\=\bfiteta 
\ast \cdot n\ast )(\=u \cdot q) - 1

\alpha 

\int t

0

\int 
\Gamma 

S\=\bfiteta (\=u - \partial t\=\bfiteta )(q - \bfitpsi )

 - 2\nu 

\int t

0

\int 
\scrO 
J\=\bfiteta \ast D\=\bfiteta \ast 

(\=u) \cdot D\=\bfiteta \ast 
(q)dx - \varepsilon 

\int t

0

\int L

0

\partial zz\partial t\=\bfiteta \cdot \partial zz\bfitpsi dz

 - 1

\varepsilon 

\int t

0

\int 
\scrO 
div\=\bfiteta \ast 

\=udiv\=\bfiteta \ast 
qdx - 1

\varepsilon 

\int t

0

\int 
\Gamma 

(\=u - \partial t\=\bfiteta ) \cdot n\ast (q - \bfitpsi ) \cdot n\ast 

+

\int t

0

\biggl( 
Pin

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=0

dr - Pout

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=1

dr

\biggr) 
ds+

\int t

0

(G(\=u, \=\bfiteta \ast )d \=W,Q).

(4.29)

Next, we argue that

\=\bfiteta \ast (t) = \=\bfiteta (t) for any t < T\bfiteta , \=P-a.s.,(4.30)

where for a given \delta = (\delta 1, \delta 2),

T\bfiteta := T \wedge inf

\biggl\{ 
t > 0 : inf

\scrO 
(J\=\bfiteta (t))\leq \delta 1 or \| \=\bfiteta (t)\| Hs(0,L) \geq 

1

\delta 2

\biggr\} 
.

Indeed, to prove (4.30), we introduce the following stopping times. For 3
2 < s < 2 we

define
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7536 KRUTIKA TAWRI

T\bfiteta 
N := T \wedge inf

\biggl\{ 
t > 0 : inf

\scrO 
(J\=\bfiteta N

(t))\leq \delta 1 or \| \=\bfiteta N (t)\| Hs(0,L) \geq 
1

\delta 2

\biggr\} 
.

Then (4.22) implies that T\bfiteta \leq lim infN\rightarrow \infty T\bfiteta 
N a.s. Observe further that for almost

any \omega \in \=\Omega and t < T\bfiteta , and for any \epsilon > 0, there exists an N such that

\| \=\bfiteta (t) - \=\bfiteta \ast (t)\| Hs(0,L) < \| \=\bfiteta (t) - \=\bfiteta N (t)\| Hs(0,L) + \| \=\bfiteta \ast (t) - \=\bfiteta \ast 
N (t)\| Hs(0,L)

+ \| \=\bfiteta \ast 
N (t) - \=\bfiteta N (t)\| Hs(0,L) < \epsilon .

This is true because the uniform convergence (4.22) implies that for any \epsilon > 0 there
exists an N1 \in N such that the first two terms on the right-hand side of the above
inequality are each bounded by \epsilon 

2 for all N \geq N1. Moreover, since t < T\bfiteta 
N for infinitely

many N 's, the third term is equal to 0. This concludes the proof of (4.30).

5. Passing to the limit \bfitvarepsilon \rightarrow 0. In what follows, to emphasize the depen-
dence on the parameter \varepsilon > 0, we will use the notation (\=u\varepsilon , \=v\varepsilon , \=v

\ast 
\varepsilon , \=\bfiteta \varepsilon , \=\bfiteta 

\ast 
\varepsilon , \=W\varepsilon ) and

(\Omega \varepsilon ,\scrF \varepsilon , (\scrF \varepsilon 
t )t\geq 0,P\varepsilon ) for the martingale solution found in the previous section. The

aim of this section is to pass \varepsilon \rightarrow 0 in (4.29) by constructing appropriate test func-
tions. Most of the results in the first half of this section can be proved as in the
previous section, and so we will only summarize the important theorems without
proof. Observe that, thanks to the weak lower-semicontinuity of norm, the uniform
estimates obtained in the previous section still hold. As a consequence of Lemma 3.5
and Theorem 4.7, we thus have the following uniform bounds.

Lemma 5.1 (uniform boundedness). For a fixed \delta = (\delta 1, \delta 2) that satisfies (3.9),
we have for some C > 0 independent of \varepsilon that the following hold:

1. E\varepsilon \| \=u\varepsilon \| 2L\infty (0,T ;L2(\scrO ))\cap L2(0,T ;V ) <C.

2. E\varepsilon \| \=v\ast 
\varepsilon \| 2L\infty (0,T ;L2(0,L)) <C.

3. E\varepsilon \| \=\bfiteta \varepsilon \| 2L\infty (0,T ;H2
0(0,L)\cap W 1,\infty (0,T ;L2(0,L)))

<C.

4. E\varepsilon \| \=\bfiteta \ast 
\varepsilon \| 2L\infty (0,T ;H2

0(0,L)\cap W 1,\infty (0,T ;L2(0,L)))
<C.

5. E\varepsilon \| div\=\bfiteta \ast 
\varepsilon \=u\varepsilon \| 2L2(0,T ;L2(\scrO )) <C\varepsilon , E

\varepsilon \| (\=u\varepsilon | \Gamma  - \=v\varepsilon ) \cdot n\ast 
\varepsilon \| 2L2(0,T ;L2(0,L)) <C\varepsilon .

6.
\surd 
\varepsilon E\varepsilon \| \partial zz\=v\varepsilon \| 2L2(0,T ;L2(0,L)) <C.

7. \| \=\bfiteta \ast 
\varepsilon \| C(0,T ;Hs(0,L)) \leq 1

\delta 2
for 3

2 < s< 2, for almost every \omega \in \Omega \varepsilon .

Next we have the following tightness results.

Lemma 5.2 (tightness of the laws).
1. The sequences P\varepsilon \circ (\=u\varepsilon )

 - 1 and P\varepsilon \circ (\=v\varepsilon )
 - 1 are tight in L2(0, T ;H\alpha (\scrO )) and

L2(0, T ;H - \beta (0,L)), respectively, for any 0\leq \alpha < 1, 0<\beta < 1
2 .

2. The sequences P\varepsilon \circ (\=\bfiteta \varepsilon )
 - 1 and P\varepsilon \circ (\=\bfiteta \ast 

\varepsilon )
 - 1 are tight in C([0, T ];Hs(0,L)) for

3
2 < s< 2.

3. The sequence P\varepsilon \circ (\| \=u\varepsilon \| L2(0,T ;V ))
 - 1 is tight in R.

4. The sequence P\varepsilon \circ (\| \=v\ast 
\varepsilon \| L2(0,T ;L2(0,L)))

 - 1 is tight in R.

Proof. We describe how to prove the first statement, which follows from the proof
of Lemma 4.2 almost identically. Construction of suitable test functions (q\varepsilon ,\bfitpsi \varepsilon ) is
the same as (4.8) and we apply the variant of It\^o's formula stated in Lemma 5.1 in
[3], which justifies testing (4.29) with the continuous-in-time versions of the random
test functions (4.8) (i.e., where (\Delta t)

\sum n
n - j+1 is replaced by

\int t

t - h
dt). Recall that all

the bounds obtained in the proof of Lemma 4.2, except in (4.12) and (4.13), do not
depend on \varepsilon . However, for (4.13), observe due to integrating by parts in (4.27) and
applying (4.28), that the weak formulation (4.29) now contains the boundary integral
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STOCHASTIC FSI WITH SLIP BOUNDARY CONDITION 7537\int t

0

\int 
\Gamma 
S\=\bfiteta \ast 

\varepsilon 
(\=v\ast 

\varepsilon \cdot n\ast 
\varepsilon )(\=u\varepsilon \cdot q\varepsilon ) instead of the aforementioned term involving the deriva-

tives of \=w\ast 
\varepsilon . Then, for the process q\varepsilon taking values in H1(\scrO ), described above and

constructed as in (4.8), we can bound this boundary integral independently of \varepsilon , by
using the fact that \| n\ast 

\varepsilon \| L\infty ((0,T )\times (0,L)) <C(\delta ) together with the bounds for the trace
E\varepsilon \| \=u\varepsilon | \Gamma \| 2

L2(0,T ;H
1
2 (\Gamma ))

\leq C (see Theorem 1.5.2.1 in [19]) and E\varepsilon \| \=v\ast 
\varepsilon \| 2L2(0,T ;L2(0,L))

\leq C

which are independent of \varepsilon . We similarly treat the term in (4.12) by integrating by
parts (see (5.13)).

Now for an infinite denumerable set of indices \Lambda , we denote by \mu \varepsilon the joint law of
the random variable \=\scrU \varepsilon := (\=u\varepsilon , \=v\varepsilon , \=\bfiteta \varepsilon , \=\bfiteta 

\ast 
\varepsilon ,\| \=u\varepsilon \| L2(0,T ;V ),\| \=v\ast 

\varepsilon \| L2(0,T ;L2(\Gamma )), \=W\varepsilon ) taking
values in the phase space

\scrS =L2(0, T ;H
3
4 (\scrO ))\times L2(0, T ;H - \beta (\Gamma ))\times [C([0, T ],Hs(\Gamma ))]2 \times R2 \times C([0, T ];U)

for some 0<\beta < 1
2 ,

3
2 < s< 2.

Then the tightness of \mu \varepsilon = P\varepsilon \circ ( \=\scrU \varepsilon )
 - 1 on \scrS and an application of the Prohorov

theorem and the almost sure representation in [34] give us the following result.

Theorem 5.3. There exist a probability space (\^\Omega , \^\scrF , \^P) and random variables
\^\scrU \varepsilon = (\^u\varepsilon , \^v\varepsilon , \^\bfiteta \varepsilon , \^\bfiteta 

\ast 
\varepsilon ,m\varepsilon , k\varepsilon , \^W\varepsilon ) and \^\scrU = (\^u, \^v, \^\bfiteta , \^\bfiteta \ast ,m,k, \^W ) such that the following

hold:
1. \^\scrU \varepsilon =

d \mu \varepsilon for every \varepsilon \in \Lambda .
2. \^\scrU \varepsilon \rightarrow \^\scrU \^P-a.s. in the topology of \scrS as \varepsilon \rightarrow 0.
3. \partial t\^\bfiteta = \^v and \partial t\^\bfiteta 

\ast = \^v\ast in the sense of distributions, a.s.

We recall again that Theorem 1.10.4 in [34] tells us that the random variables \^\scrU \varepsilon 

can be chosen such that for every \varepsilon \in \Lambda ,

\^\scrU \varepsilon (\omega ) = \=\scrU \varepsilon (\phi \varepsilon (\omega )), \omega \in \^\Omega ,(5.1)

and \^P \circ \phi  - 1
\varepsilon = P\varepsilon , where \phi \varepsilon : \^\Omega \rightarrow \Omega \varepsilon is measurable.

Thanks to these explicit maps we identify the real-valued random variables m\varepsilon as
m\varepsilon = \| \^u\varepsilon \| L2(0,T ;V ) and notice that m\varepsilon converge almost surely due to Theorem 5.3.
Hence as in Theorem 4.7, we obtain, up to a subsequence, that

\^u\varepsilon \rightharpoonup \^u weakly in L2(0, T ;V ), \^P-a.s.(5.2)

Similarly,

\^v\ast 
\varepsilon \rightharpoonup \^v\ast weakly in L2(0, T ;L2(0,L)), \^P-a.s.(5.3)

As in the previous section, we also have that

\^\bfiteta \varepsilon \rightarrow \^\bfiteta and \^\bfiteta \ast 
\varepsilon \rightarrow \^\bfiteta \ast in L\infty (0, T ;C1[0,L]) a.s.,(5.4)

and that

A\^\bfiteta \ast 
\varepsilon 
\rightarrow A\^\bfiteta \ast , (A\^\bfiteta \ast 

\varepsilon 
) - 1 \rightarrow (A\^\bfiteta \ast ) - 1 in L\infty (0, T ;W2,p(\scrO )) for any p < 4 a.s.,

J\^\bfiteta \ast 
\varepsilon 
\rightarrow J\^\bfiteta \ast =det(\nabla A\^\bfiteta \ast ) in L\infty (0, T ;C( \=\scrO )), \^P-a.s.,

S\^\bfiteta \varepsilon 
\rightarrow S\^\bfiteta in L\infty (0, T ;C(\=\Gamma )), \^P-a.s.,

\^w\ast 
\varepsilon \rightharpoonup \^w\ast weakly in L2(0, T ;H

1
2 (\scrO )), \^P-a.s.,

\^n\ast 
\varepsilon \rightarrow \^n\ast in L\infty (0, T ;C(\=\Gamma )), \^P-a.s.

(5.5)
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7538 KRUTIKA TAWRI

Due to the lack of the equivalent of Lemma 4.5, we have one more obstacle to deal
with. Namely, that the candidate solution for fluid velocity, \^u, does not have the
desired temporal regularity to be a stochastic process in the classical sense. Hence,
we construct an appropriate filtration as follows: first define the \sigma -fields

\sigma t(\^u) :=
\bigcap 
s\geq t

\sigma 

\left(  \bigcup 
Q\in C\infty 

0 ((0,s);D)

\{ (\^u,q)< 1\} \cup \scrN 

\right)  , \scrN = \{ \scrA \in \^\scrF | \^P(\scrA ) = 0\} .

Let \^\scrF \prime 
t be the \sigma -field generated by the random variables \^\bfiteta (s), \^W (s) for all 0\leq s\leq t.

Then we define the history of the random distributions \^u, \^\scrF t, as follows:

\^\scrF 0
t :=

\bigcap 
s\geq t

\sigma ( \^\scrF \prime 
s \cup \scrN ), \^\scrF t := \sigma (\sigma t(\^u)\cup \^\scrF 0

t ).(5.6)

This gives a complete, right-continuous filtration ( \^\scrF t)t\geq 0, on the probability space
(\^\Omega , \^\scrF , \^P), to which the noise and the candidate solution \^u are adapted. Now we state
the following result from [2].

Lemma 5.4. There exists a stochastic process taking values in L2(0, T ;L2(\scrO ))
a.s. which is an ( \^\scrF t)t\geq 0-progressively measurable representative of \^u.

Theorem 5.5. For any fixed \delta = (\delta 1, \delta 2) that satisfies (3.9), the random variables
(\^u, \^\bfiteta , \^\bfiteta \ast ) constructed in Theorem 5.3 satisfy the following:

(J\^\bfiteta \ast (t)\^u(t),q(t)) + (\partial t\^\bfiteta (t),\bfitpsi (t)) = ((J0)u0,q(0)) + (v0,\bfitpsi (0))

+

\int t

0

\int 
\scrO 
J\^\bfiteta \ast \^u \cdot \partial tq+

\int t

0

\int L

0

\partial t\^\bfiteta \partial t\bfitpsi  - 
\int t

0

\langle Le(\^\bfiteta ),\bfitpsi \rangle 

 - 1

2

\int t

0

\int 
\scrO 
J\^\bfiteta \ast (\^u \cdot \nabla \^\bfiteta \ast 

\^u \cdot q - (\^u  - 2 \^w\ast ) \cdot \nabla \^\bfiteta \ast 
q \cdot \^u) + 1

2

\int t

0

\int 
\Gamma 

S\^\bfiteta \ast (\^v\ast \cdot \^n\ast )(\^u \cdot q)

 - 2\nu 

\int t

0

\int 
\scrO 
J\^\bfiteta \ast D\^\bfiteta \ast 

(\^u) \cdot D\^\bfiteta \ast 
(q) - 1

\alpha 

\int t

0

\int 
\Gamma 

S\^\bfiteta (\^u - \partial t\^\bfiteta ) \cdot \tau \^\bfiteta (q - \bfitpsi ) \cdot \tau \^\bfiteta 

+

\int t

0

\biggl( 
Pin

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=0

dr - Pout

\int 1

0

qz

\bigm| \bigm| \bigm| 
z=1

dr

\biggr) 
ds+

\int t

0

(G(\^u, \^\bfiteta \ast )d \^W,Q),

(5.7)

\^P-a.s. for almost every t\in [0, T ] and for any ( \^\scrF t)t\geq 0-adapted process Q= (q,\bfitpsi ) with
C1-paths in D such that \nabla \^\bfiteta \ast \cdot q= 0 and q| \Gamma \cdot n\^\bfiteta \ast 

=\bfitpsi \cdot n\^\bfiteta \ast 
a.s. Moreover, \nabla \^\bfiteta \ast \cdot \^u= 0.

Proof of Theorem 5.5. First we must construct D-valued test processes (q\varepsilon ,\bfitpsi \varepsilon ),
satisfying the kinematic coupling condition and such that q\varepsilon satisfies the transformed
divergence-free condition. This is required so that the two penalty terms in the ap-
proximate weak formulation drop out.

We first construct an appropriate test functions for the limiting equation (5.7)
as follows: Recall that the maximal domain \scrO \delta = (0,L) \times (0,R\delta ) is a rectangular
domain comprising of all the moving domains \scrO \^\bfiteta \ast 

\varepsilon 
. Consider a smooth ( \^\scrF t)t\geq 0-

adapted process g = (gz, gr) on \=\scrO \delta such that \nabla \cdot g = 0 and such that g satisfies the
required boundary conditions gr = 0 on z = 0,L, r = 0, and \partial rgz = 0 on \Gamma b. Assume
also that, on the top lateral boundary of the moving domain associated with \^\bfiteta \ast , \Gamma \^\bfiteta \ast ,
the function g satisfies g(t)| \Gamma \^\bfiteta \ast (t)

\cdot \^n\ast (t) =\bfitpsi (t)\cdot \^n\ast (t) for some smooth ( \^\scrF t)t\geq 0-adapted
process \bfitpsi = (\psi z,\psi r). We define

q(t, z, r,\omega ) = g(t,\omega ) \circ A\omega 
\^\bfiteta \ast (t)(z, r).
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To observe that q is a suitable test function we consider, for any t \in [0, T ] and given
process g, the map \scrC g : \^\Omega \times C([0,L])\rightarrow C1( \=\scrO ),

\scrC g(\omega ,\bfiteta ) = F\bfiteta (g(t,\omega )),

where F\bfiteta (f) := f \circ A\omega 
\bfiteta is a well-defined map from C( \=\scrO \bfiteta ) to C( \=\scrO ) for any \bfiteta \in C([0,L]).

Due to the continuity of the composition operator F\bfiteta , the assumption that g(t) is
\^\scrF t-measurable implies for any \bfiteta that the C1( \=\scrO )-valued map \omega \mapsto \rightarrow \scrC g(\omega ,\bfiteta ) is \^\scrF t-
measurable (where C1( \=\scrO ) is endowed with Borel \sigma -algebra). Note also that for a fixed
\omega , the map \bfiteta \mapsto \rightarrow \scrC g(\omega ,\bfiteta ) is continuous. Hence, we infer that \scrC g is a Carath\'eodory
function. Recall also that \^\bfiteta \ast is ( \^\scrF t)t\geq 0-adapted. Therefore, we deduce that the
C1( \=\scrO )-valued process q(t,\omega ) = \scrC g(\omega , \^\bfiteta \ast (t,\omega )) is ( \^\scrF t)t\geq 0-adapted as well.

In summary, we have \{ \^\scrF t\} t\geq 0-adapted processes (q,\bfitpsi ) with continuous paths in
D such that

\nabla \^\bfiteta \ast 
\cdot q= 0 and q

\bigm| \bigm| \bigm| 
\Gamma 
\cdot n\^\bfiteta \ast 

=\bfitpsi \cdot n\^\bfiteta \ast 
.

Moreover, for any \omega \in \^\Omega we have that q \in L\infty (0, T ;H2+k(\scrO )) \cap H1(0, T ;Hk(\scrO )) for
any k \leq 1

2 . Now we define the approximate test functions (q\varepsilon ,\bfitpsi \varepsilon ), with the aid of
the Piola transformation as done in the proof of Lemma 4.2:

q\varepsilon = J - 1
\^\bfiteta \ast 
\varepsilon 
\nabla A\^\bfiteta \ast 

\varepsilon 
J\^\bfiteta \ast \nabla A - 1

\^\bfiteta \ast (q - \bfitpsi \chi ) +\bfitpsi \chi  - 
\Bigl( 
\lambda \^\bfiteta \ast 

\varepsilon  - \lambda \^\bfiteta \ast 
\Bigr) 
(\xi 0\chi )

 - J - 1
\^\bfiteta \ast 
\varepsilon 
\nabla A\bfiteta n

\ast 
\scrB 
\Bigl( 
div
\Bigl( 
(J\^\bfiteta \ast (\nabla A\^\bfiteta \ast ) - 1  - J\^\bfiteta \ast 

\varepsilon 
(\nabla A\^\bfiteta \ast 

\varepsilon 
) - 1)\bfitpsi \chi 

 - 
\Bigl( 
\lambda \^\bfiteta \ast 

\varepsilon  - \lambda \^\bfiteta \ast 
\Bigr) 
J\^\bfiteta \ast 

\varepsilon 
(\nabla A\^\bfiteta \ast 

\varepsilon 
) - 1\xi 0\chi 

\Bigr) \Bigr) 
.

And for the structure test function we let

\bfitpsi \varepsilon =\bfitpsi  - (\lambda \^\bfiteta \ast 
\varepsilon  - \lambda \^\bfiteta \ast 

)\xi 0,

where we pick an appropriate \xi 0 \in C\infty 
0 ((0, T ) \times \Gamma ) such that  - 

\int 
\Gamma 
(id + \^\bfiteta \ast 

\varepsilon (t)) \times 
\partial z\xi 0(t)dz = 1 for every \varepsilon > 0 and t \in [0, T ]. We also define the real-valued corrector
functions,

\lambda \^\bfiteta \ast 
\varepsilon (t) = - 

\int 
\Gamma 

(id+ \^\bfiteta \ast 
\varepsilon (t))\times \partial z\bfitpsi (t)dz, \lambda \^\bfiteta \ast 

(t) = - 
\int 
\Gamma 

(id+ \^\bfiteta \ast (t))\times \partial z\bfitpsi (t)dz.

As earlier, \chi (r) is a smooth function on \scrO such that \chi (1) = 1 and \chi (0) = 0. Observe
that the properties of the Piola transformation (see, e.g., Theorem 1.7 in [9]) imply
that

\nabla \^\bfiteta \ast 
\varepsilon \cdot q\varepsilon = J\^\bfiteta \ast J - 1

\^\bfiteta \ast 
\varepsilon 
\nabla \^\bfiteta \ast 

\cdot q= 0 and q\varepsilon | \Gamma \cdot n\ast 
\varepsilon =\bfitpsi \varepsilon \cdot n\ast 

\varepsilon .

Furthermore, we have

| d
dt
\lambda \^\bfiteta \ast 

\varepsilon | \leq \| \^v\ast 
\varepsilon \| L2(0,L)\| \bfitpsi \| H1

0(0,L) + \| \^\bfiteta \ast 
\varepsilon \| L\infty (0,L)\| \partial t\partial z\bfitpsi \| L\infty (0,L).

Hence \lambda \^\bfiteta \ast 
\varepsilon \rightarrow \lambda \^\bfiteta \ast 

strongly in L\infty (0, T ) and weakly in H1(0, T ) a.s. Additionally,
thanks to (5.5) we obtain that

\| q\varepsilon  - q\| L\infty (0,T ;H1(\scrO ))

\leq \| A\^\bfiteta \ast 
\varepsilon 
 - A\^\bfiteta \ast \| L\infty (0,T ;W2,3(\scrO ))

\Bigl( 
\| q\| L\infty (0,T ;H1(\scrO )) + \| \bfitpsi \| L\infty (0,T ;H1

0(0,L))

\Bigr) 
+ \| \lambda \^\bfiteta \ast 

\varepsilon  - \lambda \^\bfiteta \ast 
\| L\infty (0,T ) \rightarrow 0, \^P - a.s.(5.8)
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Similarly, for any k we have

\bfitpsi \varepsilon \rightarrow \bfitpsi in L\infty (0, T ;Ck(\=\Gamma )), \^P - a.s.,
\partial t\bfitpsi \varepsilon \rightharpoonup \partial t\bfitpsi weakly in L2(0, T ;Ck(\Gamma )), \^P - a.s.

(5.9)

Now we test (4.29) with (q\varepsilon ,\bfitpsi \varepsilon ) for which we invoke the variant of It\^o's formula
derived in Lemma 5.1 in [3]. We can now pass \varepsilon \rightarrow 0 starting with the stochastic
integral.

Lemma 5.6. The processes (
\int t

0
(G(\^u\varepsilon (s), \^\bfiteta 

\ast 
\varepsilon (s))d

\^W\varepsilon (s),Q\varepsilon (s)))t\in [0,T ] converge to

(
\int t

0
(G(\^u(s), \^\bfiteta \ast (s))d \^W (s),Q(s)))t\in [0,T ] in L

1(\^\Omega ;L1(0, T ;R)) as \varepsilon \rightarrow 0.

Proof. Under the assumptions (2.12) we observe that\int T

0

\| (G(\^u\varepsilon , \^\bfiteta 
\ast 
\varepsilon ),Q\varepsilon ) - (G(\^u, \^\bfiteta \ast ),Q)\| 2L2(U0,R)ds

\leq 
\int T

0

\| (G(\^u\varepsilon , \^\bfiteta 
\ast 
\varepsilon ) - G(\^u, \^\bfiteta \ast ),Q\varepsilon )\| 2L2(U0;R) +

\int T

0

\| (G(\^u, \^\bfiteta \ast ),Q\varepsilon  - Q)\| 2L2(U0;R)

\leq 
\int T

0

\Bigl( 
\| \^\bfiteta \ast 

\varepsilon  - \^\bfiteta \ast \| 2L2(0,L) + \| \^u\varepsilon  - \^u\| 2L2(\scrO )

\Bigr) 
\| Q\varepsilon \| 2L2

+

\int T

0

\Bigl( 
\| \^\bfiteta \ast \| 2H2

0(0,L) + \| \^u\| 2L2(\scrO )

\Bigr) 
\| Q\varepsilon  - Q\| 2L2 .

Then thanks to Theorem 4.7, (5.8), and (5.9)1, the right-hand side of the inequality
above converges to 0, \^P-a.s. as \varepsilon \rightarrow 0. That is,

(G(\^u\varepsilon , \^\bfiteta 
\ast 
\varepsilon ),Q\varepsilon )\rightarrow (G(\^u, \^\bfiteta \ast ),Q), \^P-a.s. in L2(0, T ;L2(U0,R)).(5.10)

Now using classical ideas from [1] (see Lemma 2.1 of [10]), we obtain from (5.10) that\int t

0

(G(\^u\varepsilon , \^\bfiteta 
\ast 
\varepsilon )d \^W\varepsilon ,Q\varepsilon )\rightarrow 

\int t

0

(G(\^u, \^\bfiteta \ast )d \^W,Q) in probability in L2(0, T ;R).(5.11)

Furthermore, for some C > 0 independent of \varepsilon we have the following bounds that
follow from It\^o's isometry:

\^E
\int T

0

\bigm| \bigm| \bigm| \bigm| \bigm| 
\int t

0

(G(\^u\varepsilon , \^\bfiteta 
\ast 
\varepsilon )d \^W\varepsilon (s),Q\varepsilon )

\bigm| \bigm| \bigm| \bigm| \bigm| 
2

dt=

\int T

0

\^E
\int t

0

\| (G(\^u\varepsilon , \^\bfiteta 
\ast 
\varepsilon ),Q\varepsilon )\| 2L2(U0,R)dsdt

\leq T \^E
\int T

0

\Bigl( 
\| \^\bfiteta \ast 

\varepsilon \| 2H2
0(0,L) + \| \^u\varepsilon \| 2L2(\scrO )

\Bigr) 
\| Q\varepsilon \| 2L2ds(5.12)

\leq C.

Here we also used the a.s. bounds \| q\varepsilon \| L\infty (0,T ;L2(\scrO )) \leq C(\delta )(\| q\| L\infty (0,T ;L2(\scrO )) +
\| \bfitpsi \| L\infty (0,T ;L2(0,L))). Combining (5.11), (5.12) with the Vitali convergence theorem,
we conclude the proof of Lemma 5.6.

The rest of the convergence results follows as in [32]. One of the terms that
requires further explanation is the boundary integral

\int t

0

\int 
\Gamma 
S\^\bfiteta \ast 

\varepsilon 
(\^v\ast 

\varepsilon \cdot \^n\ast 
\varepsilon )(\^u\varepsilon \cdot q\varepsilon ). Ob-

serve that, due to the embedding H
1
4 (\Gamma ) \lhook \rightarrow L4(\Gamma ), Theorem 5.3, and (5.8), \^u\varepsilon \cdot q\varepsilon 

converges to \^u \cdot q in L2(0, T ;L2(\Gamma )). Combining this with (5.3) and (5.5)5, we obtain
the convergence of

\int t

0

\int 
\Gamma 
S\^\bfiteta \ast 

\varepsilon 
(\^v\ast 

\varepsilon \cdot \^n\ast 
\varepsilon )(\^u\varepsilon \cdot q\varepsilon ) to

\int t

0

\int 
\Gamma 
S\^\bfiteta \ast (\^v\ast \cdot \^n\ast )(\^u \cdot q) a.s.
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Finally we comment on the term
\int T

0

\int 
\scrO J\^\bfiteta \ast 

\varepsilon 
\^u\varepsilon \cdot \partial tq\varepsilon . Observe that by integrating

by parts we can realize that it is indeed a well-defined term. For example, we observe
that the crucial term in the expansion of \partial tq\varepsilon can be written as

\int t

0

\int 
\scrO 
J\^\bfiteta \ast 

\varepsilon 
\^u\varepsilon \cdot 

\Bigl( 
J - 1
\^\bfiteta \ast 
\varepsilon 
J\^\bfiteta \ast (\partial t\nabla A\^\bfiteta \ast 

\varepsilon 
)\nabla A - 1

\^\bfiteta \ast q
\Bigr) 
=

\int t

0

\int 
\scrO 
\^u\varepsilon \cdot 

\Bigl( 
J\^\bfiteta \ast (\partial t\nabla A\^\bfiteta \ast 

\varepsilon 
)\nabla A - 1

\^\bfiteta \ast q
\Bigr) 

= - 
\int t

0

\int 
\scrO 

\^w\ast 
\varepsilon \cdot div

\Bigl( 
\^u\varepsilon \otimes 

\Bigl( 
J\^\bfiteta \ast \nabla A - 1

\^\bfiteta \ast q
\Bigr) \Bigr) 

+

\int t

0

\int 
\Gamma 

(\^u\varepsilon \cdot \^v\ast 
\varepsilon )(J\^\bfiteta \ast \nabla A - 1

\^\bfiteta \ast q \cdot n),

(5.13)

where the right-hand side converges to

 - 
\int t

0

\int 
\scrO 

\^w\ast \cdot div
\Bigl( 
\^u\otimes 

\Bigl( 
J\^\bfiteta \ast \nabla A - 1

\^\bfiteta \ast q
\Bigr) \Bigr) 

+

\int t

0

\int 
\Gamma 

(\^u \cdot \^v\ast )(J\^\bfiteta \ast \nabla A - 1
\^\bfiteta \ast q \cdot n), dt\otimes \^P-a.e.

Similarly writing \partial tJ\^\bfiteta \ast =  - (J\^\bfiteta \ast ) - 2tr((cofA\^\bfiteta \ast )T\nabla w\ast ), we can treat the rest of the
terms by integration by parts, identically. This completes the proof of Theorem 5.5.

Notice that the weak formulation in Theorem 5.5 still contains \^\bfiteta \ast (t) in several
terms. We will now show that in fact \^\bfiteta \ast (t) can be replaced by the stochastic process
\^\bfiteta (t) to obtain the desired weak formulation until some strictly positive stopping
time T\bfiteta .

Lemma 5.7 (almost surely positive stopping time). Let the deterministic initial
data \bfiteta 0 satisfy the assumptions (2.14). Then, for any \delta = (\delta 1, \delta 2) satisfying (3.9),
there exists an almost surely positive stopping time T\bfiteta , given by

T\bfiteta := T \wedge inf
\Bigl\{ 
t > 0 : inf

\scrO 
J\^\bfiteta (t)\leq \delta 1

\Bigr\} 
\wedge inf

\biggl\{ 
t > 0 : \| \^\bfiteta (t)\| Hs(0,L) \geq 

1

\delta 2

\biggr\} 
,(5.14)

such that

\^\bfiteta \ast (t) = \^\bfiteta (t) for t < T\bfiteta .(5.15)

Proof. We write the stopping time as

T\bfiteta = T \wedge inf
\Bigl\{ 
t > 0 : inf

\scrO 
J\^\bfiteta (t)\leq \delta 1

\Bigr\} 
\wedge inf

\biggl\{ 
t > 0 : \| \^\bfiteta (t)\| Hs(0,L) \geq 

1

\delta 2

\biggr\} 
=: T \wedge T\bfiteta 

1 + T\bfiteta 
2 .

Observe that using the triangle inequality, for any \delta 0 > \delta 2, we obtain for T\bfiteta 
2 that

\^P
\Bigl[ 
T\bfiteta 
2 = 0,\| \bfiteta 0\| H2(0,L) <

1

\delta 0

\Bigr] 
= lim

\epsilon \rightarrow 0+
\^P
\biggl[ 
T\bfiteta 
2 < \epsilon ,\| \bfiteta 0\| H2(0,L) <

1

\delta 0

\biggr] 
\leq limsup

\epsilon \rightarrow 0+

\^P

\Biggl[ 
sup

t\in [0,\epsilon )

\| \^\bfiteta (t)\| Hs(0,L) >
1

\delta 2
,\| \bfiteta 0\| H2(0,L) <

1

\delta 0

\Biggr] 

\leq limsup
\epsilon \rightarrow 0+

\^P

\Biggl[ 
sup

t\in [0,\epsilon )

\| \^\bfiteta (t) - \bfiteta 0\| Hs(0,L) >
1

\delta 2
 - 1

\delta 0

\Biggr] 

\leq 1

( 1
\delta 2

 - 1
\delta 0
)
limsup

\epsilon \rightarrow 0

\^E

\Biggl[ 
sup

t\in [0,\epsilon )

\| \^\bfiteta (t) - \bfiteta 0\| Hs(0,L)

\Biggr] 

\leq 1

( 1
\delta 2

 - 1
\delta 0
)
limsup

\epsilon \rightarrow 0

\^E

\Biggl[ 
sup

t\in [0,\epsilon )

\| \^\bfiteta (t) - \bfiteta 0\| 
1 - s

2

L2(0,L)
\| \^\bfiteta (t) - \bfiteta 0\| 

s
2

H2(0,L)

\Biggr] 
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\leq 1

( 1
\delta 2

 - 1
\delta 0
)
limsup

\epsilon \rightarrow 0

\^E

\Biggl[ 
sup

t\in [0,\epsilon )

\epsilon \| \^v(t)\| 1 - 
s
2

L2(0,L)
\| \^\bfiteta (t) - \bfiteta 0\| 

s
2

H2(0,L)

\Biggr] 

\leq limsup
\epsilon \rightarrow 0

\epsilon 

( 1
\delta 2

 - 1
\delta 0
)

\Biggl( 
\^E

\Biggl[ 
sup

t\in [0,\epsilon )

\| \^v(t)\| 2L2(0,L)

\Biggr] \Biggr) 2 - s
4

\times 

\Biggl( 
\^E

\Biggl[ 
sup

t\in (0,\epsilon )

\| \^\bfiteta (t) - \bfiteta 0\| 2H2(0,L)

\Biggr] \Biggr) s
4

= 0.

Hence, by continuity from below, we infer that for any \delta 2 > 0,

\^P
\biggl[ 
T\bfiteta 
2 = 0,\| \bfiteta 0\| H2(0,L) <

1

\delta 2

\biggr] 
= 0.(5.16)

We estimate T\bfiteta 
1 similarly, by observing that for any t \in [0, T ], we have inf\scrO J\^\bfiteta (t) \geq 

inf\scrO \^J0  - \| J\^\bfiteta (t) - J0\| C(\scrO ). Hence, for any \delta 0 > \delta 1 we write

\^P[T\bfiteta 
1 = 0, inf

\scrO 
J0 > \delta 0]\leq limsup

\epsilon \rightarrow 0+

\^P
\biggl[ 

inf
t\in [0,\epsilon )

inf
\^\scrO 
J\^\bfiteta (t)< \delta 1, inf

\scrO 
\^J0 > \delta 0

\biggr] 
\leq limsup

\epsilon \rightarrow 0+

\^P

\Biggl[ 
sup

t\in [0,\epsilon )

\| J\^\bfiteta (t) - J0\| C(\scrO ) > \delta 0  - \delta 1

\Biggr] 

\leq 1

(\delta 0  - \delta 1)2
limsup

\epsilon \rightarrow 0

\^E

\Biggl[ 
sup

t\in [0,\epsilon )

\| J\^\bfiteta (t) - J0\| 2C(\scrO )

\Biggr] 
= 0.

Thus, for given \delta 1 > 0,

\^P
\Bigl[ 
T\bfiteta 
1 = 0, inf

\scrO 
J0 > \delta 1

\Bigr] 
= 0.(5.17)

In conclusion we have

\^P
\biggl[ 
T\bfiteta = 0, inf

\scrO 
J0 > \delta 1,\| \bfiteta 0\| H2(0,L) <

1

\delta 2

\biggr] 
= 0.(5.18)

Finally, by combining Theorem 5.5, Lemma 5.7, and (5.15), we conclude the proof
of our main result Theorem 2.2.

Concluding remarks. We thus conclude that for any given \delta = (\delta 1, \delta 2) sat-
isfying (3.9), if the deterministic initial data \bfiteta 0 satisfies (2.14), then the stochastic
processes (\^u, \^\bfiteta , T\bfiteta ) along with the stochastic basis constructed in Theorem 5.3 deter-
mine a martingale solution in the sense of Definition 2.1 of the stochastic FSI problem
(2.1)--(2.9). Note that even though we have proved this result in the case of 2D-1D
fluid-structure interaction, our method is robust to include the 3D-2D case as well,
given that the structure displacement is Lipschitz continuous in space. This Lipschitz
condition in the 3D-2D case can be achieved, for example, by considering a sixth
order regularization term in the elastic equations (2.4). We finally remark that the
uniqueness of the solution, which is intimately related to the existence of a pathwise
solution on a preordained stochastic basis, remains largely unanswered even in the
deterministic case due to the nonlinearities in the problem.
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