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ABSTRACT

Ensuring the structural integrity of the overhead power line
conductor is crucial for maintaining the safety and reliability of
the electrical transmission system. Exposure to environmental
hazards like moisture, dust, and Wind-Induced Vibrations (WIV)
can lead to defects and corrosion in power line conductors,
which are primary contributors to fatigue and shortened lifes-
pan. Thus, this paper presents a vision-based health inspection
of power line conductors for a maintenance robot. The method
involves image filtering techniques such as Sobel, Scharr, and
Gray-scale Variance Normalization (GVN). After filtering the im-
age, row and column analysis is conducted to identify relevant
patterns that distinguish healthy and unhealthy conductors, uti-
lizing histograms for data representation. From the histogram
data analysis, 10 features were chosen from observation. Subse-
quently, the collected image data is classified into either healthy
or unhealthy categories through supervised machine learning
models, including Random Forest (RF), Multi-Layer Perception
(MLP), and Gradient Boosting (GB). The best combination of
features is extracted to optimize each machine-learning models
accordingly. Experimental results validated the effectiveness of
our method, which has been specifically fitted for the Mobile
Damping Robot (MDR), presenting its potential for enhancing
power line maintenance.

Keywords: vision-based health inspection, power line conduc-
tors, image filtering, classification
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1 INTRODUCTION

The power line acts as a medium to transmit electricity from
power generating stations to distribution stations. Thus, consis-
tent power line inspection is key to maintaining the reliability
and safety of the electric grid. When subjected to environmental
hazards such as long exposure to rain, snow, dust, and other ele-
ments, the power line conductor is subjected to an increased risk
of fatigue symptoms in power systems. The most common signs
of fatigue include defects and corrosion. The outer layer material
of power line conductors, typically aluminum, is prone to oxida-
tion upon contact with moisture, leading to corrosion and sub-
sequent deterioration. Figure 1 shows images depicting healthy,
defective, and corroded conductors. These factors contribute to a
shortened lifespan, particularly when the power line is subjected
to wind-induced vibration or aeolian vibration [1].

To overcome these challenges, conventional power line in-
spection methods have been proposed: field surveys done by hu-
mans either by pole-climbing, foot patrolling, or inspection using
a vehicle. This method, however, has numerous disadvantages
such as being costly, time-consuming, and prone to human error.
Additionally, with bad weather conditions and/or if the towers
are located in remote places, technicians would have a difficult
time assessing the health of the power lines. Alternative meth-
ods of aerial video surveillance, such as helicopters, airplanes,
or unmanned aerial vehicles, have been undergoing extensive re-
search. This method, however, presents several limitations in-
cluding high costs, challenges in stabilization of cameras, and is-
sues with capturing high-quality images of conductors from close
proximity [2]. Large vehicles have difficulty approaching power
line conductors closely, which affects the clarity and precision of
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image capture. The level of detail in the image is essential for ef-
fectively detecting minute signs of defects and corrosion, which
is a key focus of our research.
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FIGURE 1: Condition classifying of a conductor.

The objective of this paper is to introduce our optimized
method for vision-based detection of defects and corrosion,
which are primary factors contributing to fatigue in power line
conductors. We analyzed of Sobel, Scharr, and Gray-scale Vari-
ance Normalization (GVN) filters to assess their effectiveness in
extracting small details of defects and corrosion while reducing
noise, such as background and unwanted details on the surface of
conductors. We compared the performance of each image pro-
cessing technique with row and column analysis of gray-scale
values of each pixel. These data are then utilized to obtain the ac-
curacy of classification using various supervised machine learn-
ing models, including Random Forest (RF), Multi-Layer Percep-
tion (MLP), and Gradient Boosting (GB) classifiers with various
combinations of identified features. It is crucial to highlight that
this method has been specifically optimized for our power line
maintenance robot, the Mobile Damping Robot (MDR). Through
experimental validation, we have successfully demonstrated the
effectiveness of our method.

This paper is structured as follows: Section 2 describes the
purpose and the characteristics of the MDR. Section 3 provides
a detailed analysis of the method for detecting defects and corro-
sion, including image filtering techniques and histogram analy-
sis. Section 4 discusses the various supervised machine learning
models used for classifying the conductors into either healthy or
unhealthy categories. In Section 5, the experiment compares the
effectiveness of Sobel, Scharr, and GVN image filter techniques,
as well as the performance of different machine learning models
and types of features extracted accordingly. Finally, sections 6
and 7 conclude with a discussion of the results and a summary of
the key findings. Figure 2 illustrates the flowchart outlining the
overall logic of our classification method, which will be covered
in each section of the paper in order.
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FIGURE 2: A method flowchart for healthy and unhealthy power
line conductors classification.

2 POWER LINE
ROBOT

To enhance accuracy and efficiency in power line inspection,
significant efforts have been directed towards autonomous inte-
gration. For instance, the Kunshan Institute of Industrial Re-
search in China introduced a climbing power line inspection
robot. This robot is equipped with two legs that allows it to trans-
verse tower obstacles like clamps and counterweights by grip-
ping the power line conductors [3,4]. Additionally, Unmanned
Aerial Vehicles (UAV) have become increasingly popular for
power line inspection due to their cost-effectiveness and flying
flexibility, as they are not constrained by the physical structures
of the power line conductors [5]. The MDR integrates the con-
cept of power line health inspection with the damping properties
of Aeolian vibration dampers [6]. By incorporating vibration
control characteristics, the MDR eliminates the need for com-

INSPECTION MOBILE DAMPING
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plex climbing mechanisms over the dampers, while also enhanc-
ing vibration mitigation by approaching the nearest anti-node and
adapting to changing wind conditions [7—10]. The design proto-
type of MDR is depicted in Fig. 3. The MDR will be equipped
with a close-view camera positioned along the vertical line to
face the top of the conductor. Finalizing this design considera-
tion was crucial before data collection, ensuring that we captured
images of the conductor according to our research plan.

FIGURE 3: Conceptual design model of the MDR.

3 ANALYSIS OF METHODS FOR DETECTING DE-
FECTS AND CORROSION

Image processing plays a crucial role in extracting desired de-
tails and suppressing background noise and unwanted surface
features on a conductor. When working with cameras that cap-
ture colored (RGB) images, the first step is to convert these col-
ored images into gray-scaled images. This conversion not only
reduces computing time but also enhances the visibility against
the background. The images of power line conductors often
contain background noises, which decreases image quality and
obscures important features. To optimize the identification of
defects or corrosion and differentiate between healthy and un-
healthy conductors, it is essential to effectively suppress any fea-
tures that are not relevant to these details.

3.1 Sobel and Scharr Operator

Prior to integrating the Sobel and Scharr operator, the initial
step involves applying Gaussian blur to the gray-scale image.
Gaussian blur is a technique used to reduce noise in images by
applying a Gaussian function that calculates the transformation
for each pixel. This step is essential for noise reduction before
applying Sobel and Scharr operators. The Gaussian filtering pro-
cess can be represented by the convolution in the equation 1,
where U represents the mean (peak), and ¢ represents the vari-
ance of each x and y variable [11]. Figure 4 shows the images
with a Gaussian filter applied to gray-scale images.
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FIGURE 4: Gray-scaled images and Gaussian blurred images (H:
healthy, D: defect, C: corrosion).

Then, we employed the Sobel [12] and Scharr operators, both
commonly used gradient-based edge detection techniques. One
of the main distinctions between these operators is their approach
to noise and weak edges. The Sobel operator excels at reducing
background noise but may overlook weak edges that lack promi-
nent features. On the other hand, the Scharr operator is more
adept at detecting weak edges but may retain more noise in the
process. Figure 5 illustrates the comparison of the first-order
derivative weights of the Sobel and Scharr operators. The Sobel
operator has weights of =1 and 42, while the Scharr operator
has weights of £3 and +10. These weight differences demon-
strate that the Scharr operator amplifies the influence of points
with smaller gradient values, thereby retaining weaker edges. In
our method, the operators convolve the image in horizontal and
vertical directions to obtain gradient values of G, and G,. With
those gradient values, gradient amplitude and gradient angle can
be calculated with equations 2 and 3 [13]. The result of apply-
ing the Sobel and Scharr operators to the Gaussian-blurred gray-
scale images is shown in Fig. 6. As the processed images demon-
strate, the Scharr operator retains more weak edges compared to
Sobel, which excels in noise reduction.

G=,/G2+G> 2)

0 = arctan <%) 3)
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FIGURE 5: Sobel and Scharr convolution kernels
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FIGURE 6: Results of image processing with Sobel or Scharr
operators (H: healthy, D: defect, C: corrosion).

3.2 GVN

The GVN method aims to enhance the anti-background inter-
face, clarity, and contrast within images, especially in regions
with high-definition features like power line conductors com-
pared to the background. This method differs from the traditional
method by focusing on processing the dispersion degree of pixel
gray values rather than directly processing the gray value of each
pixel. In our implementation of the GVN algorithm, we first
defined a template size of 3x3 pixels. This template is used to
calculate the mean value. Next, the variance of the gray-scale

value is computed within each unit of the template. The central
pixel of the template adopts the mean of the calculated variance
value, which highlights variations in intensity across the image.
These iterative calculations are applied across the entire image
using the 3x3 template, constructing a comprehensive gray-scale
variance map. To further enhance the effectiveness of the GVN
method, the gray-scale variance of each pixel is normalized using
the equation 4:

gmax — 9min

m(x,y) = “)

Here, m(x,y) represents the normalized gray value at the pixel
(x,¥), q(x,y) indicates the gray value at coordinate (x,y), Gmax
is the maximum gray value in the gray-scale variance map, and
Gmin 1S the minimum value of the variance map [14]. This nor-
malization ensures consistency in the representation of intensity
variations. The application of the GVN method to the gray-
scale images is shown in Fig. 7. The images processed with
the GVN method effectively highlight surface defects and cor-
rosion while simultaneously suppressing background noise and
unwanted surface details. This contrast is particularly notice-
able when compared to images processed with Sobel and Scharr
operators, which proves the superior performance of the GVN
method in enhancing the visibility of critical features relevant to
power line inspection.

(a) Healthy

(b) Defect (c) Corrosion

FIGURE 7: Results of image processing with GVN method.

3.3 Histogram Analysis

The Defect Localization Based on Projection Profile (DLBP)
algorithm utilizes the distinct gray values of defects compared
to the background. By examining the spatial clustering of defect
patterns, which differs from the more uniformly distributed noise
and background in the image, the algorithm calculates the mean
of gray value along longitudinal and transverse projection [15].
In our implementation, we observed a similar pattern of the spa-
tial clustered gray values in areas with defects and corrosion. By
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calculating the mean gray values along both transverse and lon-
gitudinal directions, we derived histograms, providing a quanti-
tative representation of the observed patterns. Figure 8 shows a
GVN method processed image of a defective conductor. With a
column and row analysis of mean gray values, both histograms
portray peaks in the range of pixels where the area of defects con-
tains clusters of higher gray values. In particular, row analysis
showed an easily visible pattern of these abnormalities.
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FIGURE 8: Histogram analysis of the processed image.

Figures 9 and 10 display the row and column histogram of
images with healthy, defective, and corroded conductors pro-
cessed using the GVN method. The row histogram analysis of
the healthy conductor image shows a consistent gray value, with
peaks that are not significantly different. In contrast, the row
histograms of images with defective and corroded conductors
show significant differences in peak values, effectively capturing
the pattern of defects and corrosion. This analysis of histogram
proved effective in distinguishing healthy conductors from those
with defects or corrosion, highlighting its potential to capture
more relevant features related to classification beyond just peak
values. This aspect will be further discussed in the experiment
section of the paper.

4 CLASSIFICATION WITH MACHINE LEARNING
MODELS

Machine learning models were used to classify the conduc-
tors’ condition (healthy, unhealthy) based on the gray-scale his-
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FIGURE 9: Histograms of rows from GVN method (healthy, de-
fect, corrosion).

togram. Since the models were trained using the labeled image
dataset, supervised learning classification models were selected.
Supervised learning classification models are trained on labeled
data, allowing them to predict labels for new data based on the
established relationship between the features of the data and their
corresponding labels. Supervised learning classification models
can be categorized based on their underlying algorithms [16—18],
including logic-based algorithms, neural network algorithms, en-
semble algorithms, and statistical learning algorithms. Since we
conducted the classification using data collected on gray-scale
images in pixel space with edge features, we selected models
from each category: a logic-based algorithm (Random Forest
model [18, 19]), a neural network algorithm (Multi-Layer Per-
ception model [20, 21]), and an ensemble algorithm (Gradient
Boosting model [22,23]).

4.1 Random Forest

Random Forest (RF) is a combination of independent decision
trees and uses averaging to improve predictions and control over
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FIGURE 10: Histograms of columns from GVN method (healthy,
defect, corrosion).

fitting. Each tree relies on the values of a random vector sampled
independently and with the same distribution for all trees in the
forest [18]. RF predicts the class by considering the ensemble of
trees, selecting the class that receives the most votes from the in-
dividual trees. The single tree average for prediction probability
is

7}.]’38

Z PSn(Qn,T)(Cn € {Mal} | Y)
1
)

1
Tree Tree
PrE (g €{MI}|Y) = T

tree

where prie(che € {M,I} | Y) is probability p conditioned on
the event ¢ occurring over Tie., Where c is a variable rep-
resenting the condition ({M,I} |Y). Ps,(0n,T) is the prob-
ability associated with Y by the RF tree statistical model
Sn(Y,0n). RF effectively captures complex interactions and re-
duces combination-based variance through collaborative work
among multiple trees.

4.2 Multi-Layer Perceptron

Multi-Layer Perception (MLP) is a feed-forward artificial neu-
ral network model used for classification. It comprises multiple
layers of neurons, including an input layer, one or more hidden
layers, and an output layer. Each neuron in the network is con-
nected to every neuron in the subsequent layer, with associated
weight on each connection. MLP utilizes the backpropagation
technique for supervised learning, updating weights as described
in equation 6 [21]. Here, 7 represents the learning rate, J; is the
error related with neuron j, and O; is the output computed by
neuron i. This learning structure enables MLP to discern com-
plex patterns in data that are not linearly separable, making it
effective for handling intricate classification tasks.

AWj,’ = 1’]5j0i 6)

4.3 Gradient Boosting

Gradient Boosting (GB) is a machine learning technique that
sequentially fits new models to improve predictions about the re-
sponse variable. It works by minimizing errors from previous
models through an ensemble function estimate defined by equa-
tion 7 [22].

[—g: (x:) + ph(x;,0))? )

M=

(pt, 6;) = arg min
p.0 i

Il
=

Here, p, represents the best gradient descent step-size, 0; is the
estimate, g,(x;) is the negative gradient, p is the optimal step-
size, and h(x;, 0) is a new base-learner function. Each new model
aims to be highly correlated with the negative gradient of the loss
function associated with the entire ensemble of models. GB of-
fers flexibility in the selecting the loss function, making it cus-
tomizable for specific data-driven tasks. Moreover, it is rela-
tively simple to implement, allowing experimentation with vari-
ous model designs.

5 EXPERIMENTS

To collect the images of healthy and unhealthy power line
conductors, we obtained new and aged conductors from indus-
try sources. New power line conductors were ordered to capture
images of healthy lines from desired angles and positions. The
electric companies supplied aged, obsolete conductors that had
defects and corrosion and were no longer in use. These col-
lected images present an optimal representation for our experi-
ment as the aged conductors naturally showcase corrosion and
defects that occur over time. This approach ensures the practi-
cality and real-world relevance of our defect and corrosion detec-
tion method. For the training dataset, we collected a total of 254
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images of healthy conductors and 478 images of unhealthy con-
ductors. The testing dataset comprised of 33 images of healthy
conductors and 67 images of unhealthy conductors.

5.1 Feature Extraction

The gray-scale histograms were analyzed to extract features
for classification. As shown in Fig. 11, we derived ten features,
including the number of peaks, maximum, minimum, range, and
average for each columns and rows. Only the dominant peaks
were counted, and the range was calculated as the difference be-
tween the maximum and the minimum value, representing the
lowest valley.
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FIGURE 11: Feature extraction from histogram.

5.2 Model Selection

Three supervised classification models (RF, MLP, GB) for the
Sobel, Scharr, and GVN methods were trained and classified us-
ing Scikit-learn software. Their performances were analyzed us-
ing metrices such as accuracy, F1 score, precision, and recall,
as detailed in Table 1. Accuracy represents the proportion of
correct predictions, precision measures accurate identification of
negative samples, and recall assesses the model’s ability to iden-
tify positive samples. The F1 score provides a balanced assess-
ment of a model’s performance and is derived from precision and
recall using equation (8), where TP is the number of true posi-
tives, F P is the number of false positives, and FN is the number
of false negatives. A value of 1 indicates optimal performance,
while a value of 0 reflects the worst performance across all met-
rics.

2xTP
Fl= ¥
2%«TP+FP+FN

In Table 1, the GVN method achieved superior performance
with the MLP model, achieving an accuracy of 90%. The Scharr
operator performed the best with the GB model, achieving an
accuracy of 88%, while the Sobel operator, the lowest among the
three, achieved an accuracy of 83% with the RF model.

TABLE 1: Results of experiments with full features.

Accuracy F1 Precision | Recall

Model | 1o~ | 11 | 191 | 1%

RF 83.00 83.27 81.82 71.05
Sobel | MLP 81.00 80.92 69.70 71.88
GB 79.00 79.22 72.73 66.67

RF 86.00 85.88 75.76 80.65
Scharr | MLP 83.00 82.93 72.73 75.00
GB 88.00 87.90 78.79 83.87

RF 89.00 89.04 84.85 82.35

GVN | MLP 90.00 90.13 90.91 81.08
GB 85.00 85.15 81.82 75.00

5.3 Feature Selection

The complexity of a model increases exponentially with the
number of features, raising the risk of overfitting. Irrelevant or
redundant features can lead the model to learn specific training
data patterns, hindering generalization to new data. Feature se-
lection mitigates overfitting by prioritizing the most informative
features significantly contributing to the model’s predictive per-
formance. Additionally, models trained on a reduced set of rel-
evant features are generally more robust to noise and outliers in
the data. Therefore, feature selection is crucial in enhancing the
performance, efficiency, interpretability, and robustness of ma-
chine learning models [24,25].

We performed feature selection for the Sobel, Scharr, and
GVN methods with the best performance models for each.
A feature selection technique provided by the scikit-learn
(sklearn) library in Python, SelectKBest, was used with the
f_classif scoring function. SelectKBest enables the se-
lection of the top k-number of features from a dataset, consid-
ering their statistical significance concerning the target variable.
As shown in Table 2, Sobel operator improved its accuracy by
1% when eight features (column maximum, column minimum,
column range, column average, row number of peaks, row maxi-
mum, row minimum, and row average) were selected. The GVN
method, which showed the best performance, achieved an accu-

TABLE 2: Results of experiments with selected features.

Accuracy F1 Precision | Recall
Model T ) | 1%l | 1% | (%]
Sobel RF 84.00 84.21 81.82 72.97
(k=28)
Scharr GB 88.00 87.90 78.79 83.87
k = 10) . . . .
GVN (llcvi“i) 92.00 92.06 90.91 85.71
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racy of 92%, with an increase of 2% when four features (column
range, row number of peaks, row minimum, and row range) were
selected. On the other hand, Scharr operator was confirmed to
have the best performance for all 10 features.

6 RESULTS AND DISCUSSION

The table 3 displays the number of incorrect classifications
made by each image processing technique paired with its best-
performing machine learning model for healthy and unhealthy
conductors. The error analysis shows that there is no discernible
pattern in the ratio of incorrect classifications between healthy
and unhealthy categories for each image processing technique.
Specifically, while the GVN method misclassified an equal num-
ber of healthy and unhealthy conductors, the Sobel and Scharr
operators misclassified different ratio of unhealthy and healthy
conductors, respectively. This lack of pattern could be attributed
to the characteristics of each image filtering method, and the var-
ied use of features and classification models.

The GVN method produced the best performance overall but
demonstrated a slightly lower accuracy for healthy data, given
the 1:2 ratio of healthy to unhealthy data in the test dataset. Sev-
eral explanations can be made for this result. Firstly, the training
dataset for healthy conductors was smaller (254 images) com-
pared to the dataset for unhealthy conductors (478 images). This
discrepancy in dataset sizes could have made it more challeng-
ing for the machine learning model to accurately distinguish im-
ages with healthy conductors. Additionally, during the healthy
conductor image collection, lower-quality images were obtained,
such as uneven lighting and varying light reflectivity from differ-
ent finishes of the metal surface. Since image processing tech-
niques rely on image gradient calculations, they are highly sen-
sitive to lighting conditions and reflectivity, which could have
contributed to the higher number of incorrect classifications for
healthy conductors. Thus, in the future, additional modifications
to the images and exploring more methods to incorporate features
are crucial for accurately classifying healthy conductors.

TABLE 3: Incorrect prediction analysis.

Healthy | Unhealthy

[number] [number]
Sobel 5 11
Scharr 7 5
GVN 4 4

7 CONCLUSION

This paper presents a method for classifying images of power
line conductors as healthy or unhealthy, crucial for the MDR’s

health inspection system. Through image processing, row and
column analysis, and supervised machine learning, the proposed
method achieves accurate classification. Among image filtering
techniques, the GVN method proved to be the most effective,
and the MLP model with four features demonstrated the highest
accuracy.
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