GRAND SCHNYDER WOODS

OLIVIER BERNARDI*, ERIC FUSY'!, AND SHIZHE LIANG*

ABSTRACT. We define a far-reaching generalization of Schnyder woods which encompasses
many classical combinatorial structures on planar graphs.

Schnyder woods are defined for planar triangulations as certain triples of spanning trees
covering the triangulation and crossing each other in an orderly fashion. They are of theo-
retical and practical importance, as they are central to the proof that the order dimension of
any planar graph is at most 3, and they are also underlying an elegant drawing algorithm.
In this article we extend the concept of Schnyder wood well beyond its original setting: for
any integer d > 3 we define a “grand-Schnyder” structure for (embedded) planar graphs
which have faces of degree at most d and non-facial cycles of length at least d. We prove the
existence of grand-Schnyder structures, provide a linear construction algorithm, describe 4
different incarnations (in terms of tuples of trees, corner labelings, weighted orientations, and
marked orientations), and define a lattice for the set of grand Schnyder structures of a given
planar graph. We show that the grand-Schnyder framework unifies and extends several clas-
sical constructions: Schnyder woods and Schnyder decompositions, regular edge-labelings
(a.k.a. transversal structures), and Felsner woods.
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1. INTRODUCTION

In 1989, Walter Schnyder showed that planar triangulations can be endowed with remarkable
combinatorial structures, which now go by the name of Schnyder woods [44]. A Schnyder wood
of a planar triangulation (drawn without crossing in the plane) is a partition of its inner edges
into three trees, crossing each other in a specific manner. A Schnyder wood is represented in
Figure [1} and more details about the definition are given in the caption.

Schnyder used the existence of Schnyder woods to show that the incidence poset of any pla-
nar triangulation has dimension at most 3, thereby completing the proof that graphs are planar
if and only if their incidence poset has dimension at most 3 [44]. Another application explored
by Schnyder is the possibility of drawing planar graphs with straight edges [44] (reproving a
fact established by Wagner [47]), and he showed further that this can be done with all vertices
on the lattice points of a (n + 2) x (n 4 2) grid [45]. Since then, numerous other applications

have been found for Schnyder woods [1I, 10} 13\ [16], 19} 28], [33] B7, [41].

In 1993, Xin He showed that triangulations of the square without separating 3-cycles can
also be endowed with remarkable combinatorial structures [34] called regular edge-labelings.
These structures were later rediscovered by the second author [30] who named them transversal
structures, and we will adopt this name throughout the article. There are several ways to
encode transversal structures, and one of the encodings given in [30] is as a partition of the
inner edges of the triangulation into two graphs, crossing each other in a specific manner. A
transversal structure is represented in Figure

Xin He [34] used transversal structures to give an algorithm for realizing these triangulations
as the contact graphs of rectangles (equivalently, drawing their dual in such a way that every
face is a rectangle), and together with Goos Kant showed that the transversal structure and
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FIGURE 1. (a) A Schnyder wood of a triangulation G, where the three trees
are indicated by three colors. A Schnyder wood of G is a partition of the inner
edges of G into three trees Wy, Wa, W3 satisfying two conditions: (1) for all
i € {1,2,3}, the tree W, spans all the inner vertices and the outer vertex v;_1
which is chosen as its root, (2) if the trees are oriented toward their roots, then
in clockwise direction around each inner vertex one has: the outgoing edge of
W1, the ingoing edges of W3, the outgoing edge of Wy, the ingoing edges of W7,
the outgoing edge of W3, and finally the ingoing edges of W5. (b) Encoding
the Schnyder wood by a corner labeling.
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FIGURE 2. (a) A transversal structure for a triangulation of the square G,
where the two subgraphs are indicated using colors. A transversal structure
of G is a partition of the inner edges into 2 subgraphs S; and Ss satisfying 2
conditions (1) S; is incident to all inner vertices as well as the outer vertices
v1 and vs, while Sy is incident to all inner vertices as well as the outer vertices
vg and vy, (2) in clockwise order around each inner vertex of G one has: a
non-empty set of edges in 57, a non-empty set of edges in S, a non-empty set
of edges in S7, and finally a non-empty set of edges in S3. (b) Encoding the
transversal structure by a corner labeling.

drawing can be computed in linear time [35]. Since then, several other graph drawing algo-
rithms based on transversal structures have been obtained [9] 18] 22] 23] [30].

In 2012 [5], the first and second authors gave an analogue of Schnyder woods for d-angulations
(a planar graph drawn in the plane such that every face has degree d). This analogue, named
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d-Schnyder decomposition is a d-tuple of spanning trees crossing each other in a specific manner
and such that every inner edge belongs to exactly d — 2 trees. A 5-Schnyder decomposition is
shown in Figure It is shown in [5] that a d-angulation admits a d-Schnyder decomposition if
and only if its girth is d (equivalently, it has no cycle of length less than d). The definition of 3-
Schnyder decomposition (for triangulations) coincides with the classical definition of Schnyder
woods. In [B] 4-Schnyder decompositions were also used to design a drawing algorithm for
planar 4-valent graphs of min-cut 4.

U1 Vs

e M () (b)

FIGURE 3. (a) The five trees forming the 5-Schnyder decomposition. (b) En-
coding the Schnyder decomposition by a corner labeling.

At first sight, Schnyder woods and transversal structures may not appear to have much in
common. However, we will show in this article that they can be given a common definition.
One way to make the commonality more apparent, is to encode both structures by certain
labelings of the corners. For Schnyder woods, this is a classical encoding, defined by Schnyder
himself [44], as a labeling of the corners of the triangulation with numbers in {1, 2, 3} satisfying
certain conditions. For transversal structures, we will define a similar encoding by a labeling
of the corners of the triangulation with numbers in {1,2,3,4}. These corner labelings are in-
dicated in Figures b) and (b) respectively. With this “labeling incarnation” the conditions
defining Schnyder woods and transversal structures look pretty similar.

In this article we define a general combinatorial structure, the grand-Schnyder woods, which
put Schnyder woods and transversal structures under one roof. For d > 3, we call d-map a
connected planar graph drawn in the plane without edge crossing such that the outer face has
degree d (and is incident to d distinct vertices) and the inner faces have degree at most d. For
a d-map G, a d-grand-Schnyder wood is a d-tuple of spanning trees of G crossing each other in
a specific manner. An example is given in Figure[d] and a precise definition is given in Section 3]

When the d-map G is a d-angulation, then the d-grand-Schnyder woods of G coincide with
the d-Schnyder decompositions of G (up to minor differences in conventions). When the map
G is a triangulation of the square (a 4-map), then the 4-grand-Schnyder woods of G are in
bijection with the transversal structures of G. Hence grand-Schnyder woods are a far reaching
generalization of both d-Schnyder decompositions and transversal structures.
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One of our main results is that a d-map G admits a d-grand-Schnyder wood if and only if
all the non-facial cycles of G have length at least d (generalizing the existence results known
for Schnyder decompositions and transversal structures [5, [34]). We call d-adapted a d-map
satisfying this condition. In a forthcoming article [7], we show that 4-grand-Schnyder woods can
be used for defining some graph-drawing algorithms. Schnyder decompositions and transversal
structures have also been used to define bijections between classes of planar maps and classes of
trees [2] [, [30] 32] [T, [43], and we plan to investigate whether these bijections can be extended
thanks to the general framework of grand-Schnyder structures.

As mentioned above, Schnyder woods and transversal structures have several incarnations.
For instance, Schnyder woods can be encoded by either a triple of trees, or by a corner labeling.
There are more incarnations, and this extends to the d-grand-Schnyder woods setting. More
precisely, d-grand-Schnyder woods can be naturally encoded in four distinct ways.

e As a d-tuple of trees crossing each other in a specific manner. We call such a structure
d-grand-Schnyder wood, or d-GS wood for short.

e As a labeling of the corners with values in [d] := {1,2,...,d} satisfying certain local
conditions. We call such a structure d-grand-Schnyder corner labeling, or d-GS labeling
for short.

e As a weighted orientation of G together with marks at corners. We call such a structure
d-grand-Schnyder marked orientation, or d-GS marked orientation for short.

e As a weighted orientation of the angular map of the d-map G (the angular map of G is
obtained from G by adding a vertex in each face of G and joining that vertex to each
vertex of G incident to the face). We call such a structure a d-grand-Schnyder angular
orientation, or d-GS angular orientation for short.

These four incarnations are represented in Figure [df We will define these three structures in
Section [3] and show that they are in bijection with each other in Section [4]

In Section [9) we will also consider some incarnations of d-grand-Schnyder woods of a d-map
G as decorations of the dual graph G*. This can be done either as a corner labeling of G* or
as a d-tuple of spanning trees of G* crossing each other in a specific manner.

Schnyder woods and transversal structures are known to have two additional interesting
properties. First, Schnyder woods and transversal structures are known to be computable in
linear time [44] [35]. It was left as an open question in [5] to find a linear time algorithm for
computing d-Schnyder decompositions for d > 4. We provide such an algorithm in Section
Precisely, for all d > 3, we give an algorithm for computing a d-GS wood for any d-map G
having all non-facial cycles of length at least d, in a number of operations which is linear in the
number of vertices of G. Second, the set of Schnyder woods of any given triangulation is known
to have a lattice structure (in the sense of poset theory). This was first discovered in [15] and
reinterpreted in [12] 21]. Similarly, the set of transversal structures of a given triangulations
of the square has a lattice structure [30]. In both cases, the covering relations in the lattice
can be described in a simple local way. We generalize this lattice structure to the set of d-GS
woods of a d-map and describe the covering relations in Section [§]

Schnyder woods and transversal structures are not the only combinatorial structures which
can be captured by the grand-Schnyder framework. More precisely, there are additional struc-
tures which can be identified with bipartite grand-Schnyder woods. For an even integer d = 2b,
the bipartite d-adapted maps admit a subclass of d-GS structures which we call even d-GS
structures. Even d-GS structures are a bit simpler than arbitrary d-GS structures, and after
simplifications we arrive at the notion of b-bipartite grand-Schnyder structures (or b-BGS for
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FIGURE 4. Four incarnations of the same 4-grand-Schnyder structure.

short), which again have 4 different incarnations described in Section[7] We will show that bipo-
lar orientations of 2-connected graphs, and Felsner woods of 3-connected graphs [19] can be
identified with classes of bipartite grand-Schnyder structures (2-BGS and 3-BGS respectively).

Recall that a bipolar orientation of a graph is an acyclic orientation with a unique source
(vertex with no ingoing edge) and a unique sink (vertex with no outgoing edge). Given a planar
graph G drawn in the plane with 2 marked outer vertices s, t, one can associate a 4-angulation
Q¢ by the process indicated in Figure (a), and any planar 4-angulation arise in this way.
It is known that the bipolar orientations of G with source s and sink ¢ are in bijection with
the 2-orientations of Qq, that is, the orientations of the inner edges of Q¢ such that every
inner vertex has outdegree 2. The correspondence is shown in Figure [f[b). As we will see in
Section [7] 2-orientations are one of the incarnations of 2-BGS. This gives a bijection between



GRAND SCHNYDER WOODS 7

the set of plane bipolar orientations and the set of 2-BGS of quadrangulations.

t rule:

FI1GURE 5. Left: A connected planar map M with two distinguished outer
vertices, and the associated 4-angulation G. Right: a bipolar orientation of M
and the associated 2-orientation of G (an incarnation of 2-BGS structures).

Second, recall that there exists a generalization of Schnyder woods defined by Felsner [19)]
(and independently in [I7]) for so-called suspended 3-connected plane graphs. Let us call Felsner
woods this generalization of Schnyder woods (triangulations are a special case of suspended
3-connected plane graphs, and Felsner woods correspond to Schnyder woods in the case of
triangulations). By the process indicated in Figure @ one can associate to each suspended
3-connected plane graph G a 4-angulation of the hexagon Mg for which all non-facial cycles
have length at least 6 (this process is almost a bijection). We will show in Section that the
Felsner woods of G are in bijection with the 3-BGS of Mg (as we will explain, the 3-BGS of
Mg are closely related to some tricoloring of the edges of Mg which is an incarnation of Fel-
sner woods [19] which was also discovered independently by Miller [38]). This gives a bijection
between the set of Felsner woods and the set of 3-BGS.

U6

FIGURE 6. Left: a suspended 3-connected plane graph M (three outer ver-
tices are marked), and the associated 4-angulation of the hexagon G. Right: a
Felsner corner-labeling of M (an incarnation of Felsner woods) and the corre-
sponding tricoloration of inner edges of G (an incarnation of 3-BGS structures).

Lastly, in Section we will consider an extension of grand-Schnyder woods, called quasi-
Schnyder structures, which exist for d-maps which are not quite d-adapted. We say that a map
is quasi d-adapted if it is a d-map such that simple cycles of length less than d are either facial
cycles, or cycles of length d — 1 containing a single edge and no vertex.

We show that a d-map with no face of degree less than 3 admits a quasi-Schnyder wood if and
only if it is quasi d-adapted. A quasi-Schnyder wood of a (quasi 5-adapted) triangulation of
a 5-gon is represented in Figure [7] In this figure, the quasi-Schnyder structure is represented
in terms of woods, whereas the other incarnations (in terms of orientations and labelings) will
be discussed in Section In [§] we focus on quasi-Schnyder woods of quasi 5-adapted trian-
gulations, discuss additional incarnations, and use these structures to define a graph-drawing
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algorithm (for triangulations of the 5-gon, the quasi 5-adapted condition is closely related to
5-connectedness).

Before we close this introduction, let us mention two links between Schnyder woods and
transversal structures which have been previously established, but are not directly related to
the present article. First, Kant and He showed in [35 Sec.4] that 4-connected triangulations
admit a special kind of Schnyder woods, and that for T any 4-adapted triangulation of the 4-
gon, the transversal structures of T' can be mapped surjectively to the special Schnyder woods
of the 4-connected triangulation obtained from 7T by adding a diagonal in the outer 4-gon. Sec-
ond Felsner, Schrezenmaier and Steiner [27] have considered families of orientations for planar
triangulations of the d-gon (for d > 3) that are inspired by representations of triangulations
by contact-systems of equi-angular d-gons. The definition of these orientations depends on the
parity of d. The family of orientations obtained for odd d correspond to Schnyder woods in the
case d = 3, while the family of orientations for even d correspond to transversal structures for
d = 4. These orientations are not closely related to grand-Schnyder woods for higher values
of d however, and they are defined on triangulations of the d-gon without girth constraint for
d>5.

W
W

(a) (b)

FIGURE 7. (a) A 5-quasi-Schnyder wood of a (quasi 5-adapted) triangulation
of a 5-gon. (b) Encoding the quasi-Schnyder structure by a corner labeling.

This article is organized as follow. In Section [2] we set some notation and define the relevant
classes of plane maps. In Section [3] we give four distinct incarnations of d-GS structures, as
woods, corner labelings, marked orientations or angular orientations. In Section 4] we state
our main results: the existence result for d-GS structures, and the fact that the set of d-GS
woods, labelings, marked orientations and angular orientations are in bijection. We delay some
of the proofs about these bijections to Section and the proof of existence of d-GS structure
to Section [L1| (which also contains the proof that these structures can be computed in linear
time). In Section |5 we provide a further incarnation of d-GS structure as arc-labelings for a
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restricted class of d-maps called edge-tight. This further incarnation makes the connection to
transversal structures and Felsner woods more straightforward and yield a decomposition of
the map into plane bipolar orientations. In Section 6] we explain in detail how d-GS structures
specialize to the classical Schnyder woods and to transversal structures. In Section[7} we define
bipartite d-GS structures and how these structures are related to 2-orientations and Felsner
woods. In Section [§] we study the lattice structure for the set of d-GS structures of a given
d-map. In Section @ we consider the dual d-GS structures (either as dual-corner labelings or
as dual-woods), on the dual G* of a d-adapted map. In Section we discuss quasi-Schnyder
structures. We conclude in Section [I3] with some perspectives and open questions.

2. NOTATION AND BACKGROUND

For a positive integer d, we define [d] := {1,2,...,d}. The set of non-negative integers is
denoted by N :={0,1,2,...}. The cardinality of a set S is denoted by |S|.

Our graphs are finite and undirected. We allow multiple edges and loops. A simple graph is
a graph without multiple edges or loops.

A plane map is a connected planar graph drawn in the plane without edge crossing, consid-
ered up to continuous deformation. The faces of a plane map are the connected components
of the complement of the graph. The infinite face is called outer face, and the finite faces are
called inner faces. The vertices and edges incident to the outer face are called outer while the
other are called inner. The numbers v, e and f of vertices, edges and faces of a plane map are
related by the Euler relation v+ f=e + 2.

We now define the class of plane maps which will be relevant for this article.

Definition 2.1. A d-map is a plane map such that the inner faces have degree at most d, and
the outer face has degree d and is incident to d distinct vertices (in other words, the contour of
the outer face is a simple cycle). We will assume that the outer vertices of a d-map are labeled
v1,Va,...,0q in clockwise order along the boundary of the outer face. A d-adapted map is a
d-map such that any simple cycle which is not the contour of a face has length at least d.

We point out that d-adapted maps are necessarily 2-connected (because a cut point in a
d-map G implies the existence of a simple cycle of length strictly less than the degree of an
inner face of G, which shows that G is not d-adapted).

In a plane map, a corner is the sector delimited by two consecutive (half-)edges around a
vertex. It is called an inner corner if it lies in an inner face, and an outer corner otherwise.
The degree of a vertex or face is its number of incident corners. A d-angulation is a plane map
with all faces of degree d. A d-angulation of the k-gon is a plane map with inner faces of degree
d, and outer face of degree k. A graph is bipartite if it admits a bicoloring of its vertices such
that adjacent vertices have different colors. It is known that a plane map is bipartite if and
only if all its faces have even degree. For k > 2, a graph is called k-connected if it is connected
and the deletion of any subset of (k — 1) vertices does not disconnect it (loops are forbidden
for k > 2, multiple edges are forbidden for k > 3).

Let G be an undirected graph. An arc of G is an edge e of G together with a chosen orien-
tation of e (so each edge of G correspond to two arcs). The arc opposite to an arc a, denoted
by —a, is the arc corresponding to the same edge as a but with the opposite direction. The
endpoints of an arc a are called the initial and terminal vertices of a (with a oriented from the
initial vertex to the terminal vertex). If v is the initial (resp. terminal) vertex of the arc a,
then we say that a is an outgoing arc (resp. ingoing arc) at v.
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A path in an undirected graph G is a sequence of arcs aj,as,...,a, such that the terminal
vertex of a; is the initial vertex of a; 41 for all ¢ € [k—1]. It is called a closed path if the terminal
vertex of ay is the initial vertex of a;. A cycle is a (cyclically ordered) closed path. A path
or cycle is called simple if it does not pass twice by the same vertex. The girth of a graph is
the minimum length of its simple cycles. In a plane map, a closed path formed by the arcs
around a face is called contour of that face. It is known that face contours are simple cycles if
the plane map is 2-connected. A simple cycle on a plane map is called counterclockwise (resp.
clockwise) if the direction of arcs is counterclockwise (resp. clockwise) around the cycle.

Let G be a graph. Given an orientation of G, a directed path (resp. directed cycle) is a path
(resp. cycle) aq,as,...,ax such that every arc a; is oriented according to the orientation of G.
A weighted orientation of G is an assignment of a non-negative integer to each arc of G. Given
a weighted orientation W of G, we call weight of an edge the sum of the weights of the two
corresponding arcs. Weighted orientations are a generalization of the classical (unweighted)
orientations of G. Indeed the “unweighted” orientations of G' can be identified to the weighted
orientations of G such that the weight of every edge is 1 (for each edge, the arc of weight 1 is
taken as the orientation of the edge). The outgoing weight (shortly, the weight) of a vertex v is
the sum of the weights of the arcs going out of v. Given a weighted orientation, we call positive
path (resp. positive cycle) a path (resp. cycle) aj,as, ..., a; such that the weight of every arc
is positive (this generalizes the notion of directed path and directed cycle).

A tree is a connected, acyclic graph. For a tree T" with a vertex v distinguished as its root,
we apply the usual “genealogy” vocabulary about trees, where v is an ancestor of all the other
vertices, and every non-root vertex incident to T has a parent in T, etc. We say that we orient
the tree T toward its root by orienting every edge from child to parent. With this orientation,
every non-root vertex of T is incident to one outgoing edge in T' (the edge leading to its parent).
A subtree of a graph G is a subset of edges of G such that this set of edges together with the
incident vertices forms a tree. A spanning tree of G is a subtree of G incident to every vertex

of G.

3. INCARNATIONS OF GRAND-SCHNYDER STRUCTURES

In this section we define the d-grand-Schnyder structures under their four possible incar-
nations: GS woods, GS labelings, GS marked orientations, and GS angular orientations. The
definition of those structures is summarized in Figure 8] As we will state in Section [d] these
structures exist for a d-map if and only if this d-map is d-adapted.

3.1. Grand-Schnyder corner labelings. In this subsection, we define the grand-Schnyder
corner labelings for d-maps. A d-labeling of a d-map G is an assignment of a label in [d] :=
{1,...,d} to each inner corner of G. A d-grand-Schnyder corner labelings of G is a d-labeling
satisfying certain local conditions represented in Figure |8 (top row). These conditions are best
expressed in terms of jumps.

Consider a d-labeling of a d-map G. Let ¢ and ¢’ be two inner corners of G, and let i and
7’ be their respective labels. The label jump from the corner ¢ to the corner ¢’ is defined as
the integer ¢ in {0,1,...,d — 1} such that ¢ + 6 = ¢ mod d (in other words, the label jump
disd —iif ¢/ —4 > 0, and i’ — i + d otherwise). For an inner vertex v of G, the sum of
clockwise jumps around v is the sum of label jumps between consecutive corners in clockwise
order around v. Similarly, the sum of clockwise jumps around a face f is the sum of label jumps
between consecutive corners in clockwise order around f. Note that the sum of clockwise jumps
around a vertex or face is necessarily a multiple of d: it is equal to k d, where k is the number
of strict decreases of labels in clockwise order around the vertex or face (a strict decrease is
when the label of a corner is strictly larger than the label of the following corner).
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Definition 3.1. Let d > 3, and let G be a d-map. As usual, we assume that the outer vertices
of G are denoted by vy, ...,vq in clockwise order around the outer face. A d-grand-Schnyder
corner labeling of G is an assignment to each inner corner of G of a label in [d] satisfying the
following conditions.

(LO) For all i € [d], all the corners incident to v; have label i.

(L1) For every inner vertex or face of G, the sum of clockwise jumps around this vertex or
face is d.

(L2) The label jumps from a corner to the mext corner around a face are always positive
(equivalently, consecutive corners around a face have distinct labels).

(L3) Let e be an inner edge and let [ be an incident face. Let ¢ and ¢’ be the consecutive
corners incident to e in clockwise order around f, and let v be the vertex incident to
c'. The label jump § from ¢ to ¢’ and the label jump € from ¢’ to the next corner in

clockwise order around v satisfy 6 + € > d — deg(f).

The definition of d-grand-Schnyder corner labelings, or d-GS labelings for short, is repre-
sented in the top row of Figure
Let us make a few easy observations about Definition [3.1

Remark 3.2. e Condition (L1) could alternatively be stated as saying that there is exactly
one decrease of labels in clockwise order around any inner vertex or face.
e Conditions (L1) and (L2) imply that, clockwise around an inner face f, the label jumps
from a corner to the next are all between 1 and 1+ d — deg(f). These conditions also
imply that the labels around any inner face are all distinct.

Let us prove one more easy property of d-GS labelings.

Lemma 3.3. Let L be a d-GS labeling of a d-map G. For an inner edge e, we consider the 4
corners incident to e and the 4 label jumps in counterclockwise order around e as represented
in Figure[4 The sum of label jumps counterclockwise around e is equal to d.

Lemma [3.3]is illustrated in Figure [Ja). Note that by Lemma [3.3] Condition (L3) for d-GS
labelings can be completed to say that the label jumps §, e must satisfy d—deg(f) < d+e < d—1.

Proof. Let cw-jump(x) (resp. ccw-jump(e)) be the sum of label jumps in clockwise order around
an inner vertex or inner face x (resp. in counterclockwise order around an inner edge e). We
observe that a clockwise jump around a vertex or a face is a counterclockwise jump around an
inner edge, or a jump along one of the outer edges (there are d such jumps, and each has value
1). This gives

(1) Z cw-jump(f) + Z cw-jump(v) = d + Z ccw-jump(e),

fer veV e€E
where V, F, E are the sets of inner vertices, inner faces, and inner edges respectively. By
Condition (L1), the left-hand side is d(|V| + |F|), which is equal to d + d|E| by the Euler
relation. By Condition (L2), we have ccw-jump(e) > d for all e € E (since ccw-jump(e) is a
positive multiple of d), which by the preceding implies ccw-jump(e) = d for all e € E. |

3.2. Grand-Schnyder woods. In this subsection we define grand-Schnyder woods for d-maps.
These are d-tuples of oriented spanning trees satisfying certain conditions represented in Fig-
ure (8] (second row). The definition below does not actually specify that the woods are trees;
this property is actually a consequence of the other conditions, as stated in Proposition [3.5

Definition 3.4. Let d > 3, and let G be a d-map. As usual, we assume that the outer vertices
of G are denoted by v1,...,vq in clockwise order around the outer face. A d-grand-Schnyder
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Corner labeling v

J k. T1J
€
>0 s f
ZJLlIIlp = d+e>d— deg(f) +1
(LO) (Ll) (L2) (L3)
Wood
a; a;
(] ai dzw (ﬁ+] //” t (ﬁﬂ
?PJ I\\ v /’I ‘\ U ai;#»l#»d—deg(f)—e
ay N v ‘e K
| } f
outgoing arcs from Wy, ..., Wy
appear in clockwise order a a
(WO0) (W1) (W2) (W3)

Marked orientation

v; o> <<
weight d — 2
f @ w(a) f
w(a) = # marks

= d—deg(f) | #marks =d — deg(f) | outgoing weight d + #marks | w(a) > d — deg(f)
(Mo) (M1) (M2) (M3)

Angular orientation

o oV f

weight = d — deg(f outgoing weight d  weight deg(f)+deg(f')—d—2
(A0) (A1) (42)

F1GURE 8. Conditions defining the d-grand-Schnyder structures. The orienta-
tion weights are indicated by arrowheads (the number of arrowhead indicates
the weight), while the markings are indicated by arcs in the corners (the num-
ber of arcs indicates the number of marks).

wood of G is a d-tuple W = (Wy,...,Wy) of subsets of arcs of G satisfying the following
conditions:

(W0) For alli € [d], every vertex v # v; has exactly one outgoing arc in W;, while v; has no
outgoing arc in W;. For all k # 1, the arc in W; going out of the outer vertex vy is the
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FIGURE 9. (a) The label jumps in counterclockwise order around an inner
edge e. By Lemma|[3.3] these label jumps always add up to d in a d-GS labeling.
(b) The Condition (W2’) replacing Conditions (W2) and (W3) for d-GS woods
of d-adapted maps.
outer arc oriented from vy to viy1. Lastly, W; does not contain any inner arc oriented
toward v; or viy1.

(W1) Letv be an inner vertex with incident outgoing arcs ay, ag, . . . ,aq in the sets Wy, Wa, ..., Wy
respectively. The arcs ay,as,...,aq are not all equal, and they appear in clockwise order
around v (with the situation a; = a;+1 allowed).

(W2) Letv be an inner vertex with incident outgoing arcs a1, aa, . . . ,aq in the sets Wy, Wa, ..., Wy

respectively. Let a be an arc oriented toward v. If the arc a belongs to the set W, then
a appears strictly between a;11 and a;—1 in clockwise order around v (by “strictly”, we
mean that a is not on the same edges as a;_1 or ai+1)E|

(W3) Letv be a vertex with outgoing arcs ai, asg, . . ., aq in the sets Wy, Wa, ..., Wy respectively
(if v = vy, is the root of Wi, we adopt the convention ap := (vg,vk—1)). Let a be an
inner arc oriented toward v, let f be the face at the right of a, and let € be the number
of sets Wy, Wa, ..., Wy containing the opposite arc —a. If d — deg(f) — € > 0 and the
arc a belongs to the set Wy, then a appears strictly between a; 14 q—deg(f)—e and a; in
clockwise order around v. The same holds if d — deg(f) — e > 0 and the arc a belongs
to none of the sets Wi, Wa, ..., Wy but appears between the outgoing arcs in W; and
Wit1 in clockwise order around the initial vertex of a.

The definition of d-grand-Schnyder woods, or d-GS woods for short, is illustrated in the
second row of Figure

We now prove a few additional facts that can be deduced from Conditions (W0-W3). Con-
ditions (W0-W3) are all “local” (specifying what happens around vertices), but they actually
imply the “global property” that the sets Wy, ..., Wy are spanning trees as stated below (and
as reflected in the figure representing Condition (W0)).

Proposition 3.5. Let G be a d-map. If W = (Wh,...,Wy) is a d-GS wood (or even if these
sets of arcs only satisfy Conditions (W0-W2)), then for all i € [d], W; is a spanning tree of G
oriented toward its root v;.

Proof. Suppose that W satisfies Conditions (W0-W2). For an inner vertex v and an index
i € [d], let P;(v) be the directed path starting at v which is obtained by following the outgoing

IThere is a possible ambiguity in Definition that we ought to clarify. Let (W1,...,Wy) be a d-GS wood
of G. Let v be an inner vertex with incident outgoing arcs a1, a2, ..., aq in the sets W1, Wa, ..., Wy respectively
(recall that they are not all equal). If a; = aj4+1 = aj42 = -+ = aj, then we consider that there is no edge
incident to v appearing strictly between a; and aj, but there are edges appearing strictly between a; and a;
(every edge incident to v except the one containing a; = a;).
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arcs in W; until reaching an outer vertex or an inner vertex already visited. We want to show
that P;(v) reaches an outer vertex. Suppose for contradiction that there exists an inner vertex v
and a color ¢ € [d], such that P;(v) ends at an inner vertex, so that P;(v) contains a cycle C;(v).
We pick v and 7 such that the number of faces contained in the cycle C;(v) is minimal. Suppose,
for concreteness, that C;(v) is directed clockwise. In this case, because of Condition (W2), for
every vertex u on C;(v), the outgoing edge in W;41 at u is either the same as the outgoing arc
in W; or goes strictly inside C;(v). This implies that the path P;;1(u) cannot reach vertices
laying outside of the region enclosed by C;(v). By the minimality condition on C;(v), we
conclude that C;iq1(u) is equal to C;(v) for any vertex u on C;(v). Repeating the argument,
we get Cj(u) = C;(v) for all j € [d]. This means that the outgoing arcs in Wi,..., Wy at u are
all equal, which contradicts Condition (W1). Similarly, if one assumes that C;(v) is directed
counterclockwise, then one can prove that C;_1(u) is equal to C;(v) for any vertex u on C;(v),
and this leads to a contradiction as before. This concludes the proof that for all v, the path
P;(v) reaches an outer vertex. Given Condition (W0), we see that there is a directed path in
W; from any vertex to v;, hence W; is a spanning tree of G rooted at v;. ]

Remark 3.6. Let W = (Wq,...,Wy) be a d-GS wood for a d-map G. By definition, the vertices
v; and v; 41 have degree 1 in the spanning tree W;. Hence, removing from W; the outer edges,
one gets a forest W/ made of d — 2 subtrees rooted at the outer vertices v;, j # i,i + 1,
and spanning all the inner vertices. In the classical case d = 3 of Schnyder, W/ is a subtree
rooted at v;_; and spanning all the inner vertices as represented in Figure Note also that
Condition (W3) adds additional constraints about the incidence of W; with the outer vertices.
For instance, if the inner faces of G' have degree at most d — k, then v; is not incident to any
edge of W/ for all j in {i,i + 1,...,4+ k + 1}. Hence in this case the forest W/ consists of

d — 2 — k subtrees rooted at the outer vertices vj, j ¢ {i,i+1,...,i+ k + 1} (the other outer
vertices are isolated).

Lastly, let us mention that Condition (W3) can be simplified if we suppose that the d-map
G is d-adapted. More precisely, for a d-adapted map G, the last sentence in Condition (W3)
(about arcs not belonging to any of the oriented trees Wi, ... Wy) can be removed (because it
becomes redundant with the other conditions). This will be shown in Section {4} where we will
prove the following statement.

Lemma 3.7. For a d-adapted map G, Conditions (W2) and (W3) can be replaced by the

following single condition:

(W2’) Let v be a vertex with outgoing arcs aj,as,...,aq in the trees Wy, Wa, ..., Wy respec-
tively (if v = vy is the root of Wy we adopt the convention ap := (vg,vi—1)). Let
a be an inner arc oriented toward v. If the arc a belongs to the oriented tree W,
then a appears strictly between a;414m and a;—1 in clockwise order around v, where
m = max(0,d — deg(f) — €), f is the face at the right of a, and € is the number of
oriented trees W1, Wa, ..., Wy containing the opposite arc —a.

It is convenient to think of a d-GS wood of G as a coloring of the arcs of G with some
subsets of colors in [d]. We say that an arc a of G has a color i € [d] if this arc belong to
the set W;. Note that a given arc can have several colors but that these colors are necessarily
consecutive (modulo d), because of Condition (W1). Note also that, by condition (W2), if an
arc has color ¢, then the opposite arc —a does not have color ¢ —1, ¢ or i+ 1. Hence the intervals
of colors of the arcs a and —a are disjoint and non-consecutive. In Section we will establish
the following bounds for the number of colors of an inner edge.

Lemma 3.8. Let G be a d-map. For any d-GS wood of G, the total numbers of colors n. of
an inner edge e (that is, the sum of the numbers of colors of the two arcs corresponding to e)
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satisfies

deg(f) +deg(f') —d—2 < ne < d—2,
where f, f are the faces incident to e. In particular, if G is a d-angulation, then every inner
edge has d — 2 colors.

We now explain how a d-GS wood structure makes it possible to define paths and regions
associated to each vertex. Let G be a d-map and let W = (W1, ..., Wy) be a d-GS wood. Let v
be an inner vertex. For all ¢ in [d], let r;(v) be the first outer vertex on the directed path from v
to the root v; in the oriented spanning tree W;. We define P;(v) as the directed path of W;
from v to r;(v), and call it the path of color i starting at v.

The paths Pj(v), Py(v),. .., Ps(v) can have vertices and edges in common but they cannot
“cross” each other, as we now explain. Let P, @ be two simple directed paths on G. We say
that P crosses @ from left to right if P has a sequence of successive arcs ag, a1, . . . ag, for some
k > 1, such that

e the arcs aj,...,ap—1 are all on @ (either in the direction of @ or in the opposite
direction),
e the terminal vertex u of ag is on ) but is not an extremity of ), and aq is strictly on
the left of @ around u,
e the initial vertex u’ of ay is on @ but is not an extremity of @), and ay, is strictly on the
right of @ around u'.
A path P crossing a path @ from left to right is represented in Figure We define a crossing
from right to left symmetrically. Note that if P crosses @ from left to right, then @ crosses P
from right to left. We say that the paths P and @ are non-crossing if P does not cross ) from
left to right nor from right to left. A basic observation is that, by Condition (W2) of W, the
path P;(v) cannot cross P;41(v) from left to right, and P;(v) cannot cross P;_;(v) from right
to left. We will prove that more is true.

F1GURE 10. A path P crossing a path @ from left to right.

Lemma 3.9. Let G be a d-map and let W = (W1, ..., Wy) be a d-GS wood (or even if these sets
of arcs only satisfy Conditions (W0-W2)). Let v be an inner vertez and let Py(v), Pa(v), ..., Pa(v)
be the paths of color 1,2, ... ,d starting at v. The paths Py (v), Pa(v),. .., Py(v) are pairwise non-
crossing and their endpoints r1(v),ra2(v),...,rq(v) appear in clockwise order (weakly) around
the outer face of G.

Lemma is represented in Figure a). We postpone the proof to Section Since
the paths P;(v),..., Ps(v) starting at a vertex v are non-crossing, one can define the region
R1(v), ..., Rq(v) that they delimit. Precisely, we define R;(v) as the submap of G lying between
P;_1(v) and P;(v) as represented in Figure [LI(b): R;(v) is the set of vertices, faces and edges
enclosed by the cycle made of P;_1(v), P;(v) and the set of outer edges between r;_1(v) and
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FIGURE 11. (a) The paths P;(v), P3(v),..., Pi(v) are non-crossing. (b) The
region R;(v).

r;(v) in clockwise direction around the outer face (the vertices and edges on this cycle are part
of R;(v)). The regions Ry (v),..., R4(v) play an important part in the applications of Schnyder
woods in the classical case d = 3 [44] [45].

3.3. Grand-Schnyder marked orientations. In this subsection, we define grand-Schnyder
marked orientations for d-maps. Recall from Section [2] that a weighted orientation of a graph
is an assignment of a non-negative integer to each arc of this graph called its weight. A corner
marking of a plane map G is the assignment of a non-negative number to each inner corner of G;
this number is interpreted as the “number of marks” of the corner. A d-GS marked orientation is
a weighted orientation together with a corner marking satisfying certain conditions represented
in Figure [8] (third row).

Definition 3.10. Let d > 3, and let G be a d-map. A d-grand-Schnyder marked orientation
of G is a weighted orientation of G, together with a corner marking satisfying the following
conditions.

(M0) The weight of every outer arc is 0. For any inner arc a whose initial vertex is an outer
vertex v;, the weight of a and the number of marks in the corner of v; on the left of a
are both equal to d — deg(f), where f is the face on the left of a.

(M1) For any inner face f, the total number of marks in the corners of f is d — deg(f).

(M2) The weight of every inner edge is d — 2, and the outgoing weight of every inner vertex
v 18 d +m, where m is the number of marks in the corners incident to v.

(M3) The weight of every inner arc a is at least d — deg(f), where f is the face on the left
of a.

The definition of d-grand-Schnyder marked orientations, or d-GS marked orientations for
short, is illustrated in the third row of Figure

3.4. Grand-Schnyder angular orientations. In this subsection, we define grand-Schnyder
angular orientations of d-maps. The angular map of a plane map G is the plane map GT
obtained from G by placing a new vertex vy in each inner face f of GG, and joining v to all the
vertices of G incident to f (more precisely, one edge from vy to each corner of f). The angular
map GT has two types of vertices and edges: the original vertices and edges of G, and the
new vertices and edges that we call star vertices and edges. The angular map is represented in

Figure

Definition 3.11. Let d > 3, and let G be a d-map. A d-grand-Schnyder angular orientation
of G is a weighted orientation of the angular map GT satisfying the following conditions.
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FIGURE 12. (a) A 5-map G. (b) The angular map G*. (c) The corner graph Cg.

(A0) The weight of every outer arc is 0. Any inner arc a of GT whose initial vertex is
an outer vertex v; has weight 0, unless a is the arc following the outer edge (v;, v;—1)
around v; (for this arc there is no condition).

(A1) The outgoing weight of any star vertex vy is d — deg(f), and the weight of every star
edge incident to vy is d — deg(f).

(A2) The outgoing weight of every inner original vertex is d. The weight of any original
inner edge e is deg(f) + deg(f’') —d — 2, where f, f' are the faces of G incident to e.

The definition of d-grand-Schnyder angular orientations, or d-GS angular orientations for
short, is illustrated in the bottom row of Figure

Remark 3.12. In the representation of Condition (AQ) the weight of one of the star edges out
of v; is indicated as z. Although this weight is not explicitly specified by Condition (A0), this
weight is actually d — deg(f), where f is the face of G containing this star edge. Indeed, this
is implied by combining Condition (A1) at vy with Condition (A0) for the other outer vertices
incident to f.

4. MAIN RESULTS

In this section we state our main result, which is the existence condition for d-GS structures.
We then describe the bijections between the different incarnations of d-GS structures.

Theorem 4.1. Let d > 3 and let G be a d-map. There ezists a d-GS wood (resp. labeling,
marked orientation, angular orientation) for G if and only if G is d-adapted (that is, if its
simple non-facial cycles have length at least d).

Moreover for any fized d, there is an algorithm which takes as input a d-adapted map, and
computes a d-GS wood (resp. labeling, marked orientation, angular orientation) in linear time
in the number of vertices.

Lastly, the set W of d-GS woods of G, the set Lg of d-GS labelings of G, the set Mg of
d-GS marked orientations of G, and the set Ag of d-GS angular orientations of G are all in
bijection.

We will prove the existence result stated in Theorem [.I] in Section [I1} and we will also
describe there the algorithm for computing d-GS structures.

In Section [8] we will show that the set of d-GS structure of a given d-adapted map can be
given a lattice structure (in the sense of partially ordered sets), and characterize the covering
operations.
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For the rest of this section, we focus on defining the bijections between the different in-
carnations of d-GS structures. From now on, we fix an integer d > 3 and a d-map G. The
outer vertices of G are denoted by vy, ...,v4, and they appear in clockwise order around the
outer face of G. The bijections between the sets W¢, Lg, Mg and Ag are represented in
Figure and We start with the bijections between Lg, Mg and Ag, which are easier
to prove.

First, we define the bijection ® between d-GS labelings and d-GS marked orientations.
Roughly speaking, the bijection ® is as follows: the marks encode the label jumps around
a face, while the arc weights encode the label jumps around vertices. The bijection ® is rep-
resented in Figure We call marked orientation of G a weighted orientation of G together
with assigning a number of marks to each of its inner corners.

Definition 4.2. Given a d-GS labeling L of G, we define a marked orientation ®(L) of G
as follows. For an inner corner ¢, we denote by ¢~ the corner preceding c in clockwise order
around the face containing c, and by ¢t the corner following c in clockwise order around the
vertex incident to c.

e The number of marks of an inner corner ¢ in ®(L) is § — 1, where § is the label jump
from ¢~ to c.

o The weight of outer arcs in ®(L) is 0. Let a be an inner arc, and let ¢ be the corner
preceding a in clockwise order around the initial vertex of a. Then the weight of the
inner arc a in ®(L) is 6 + e — 1, where § is label jump from ¢~ to ¢ and € is label jump
from c to ct.

L jumps 6, € Cb(ﬁ)
c S - c” P 0 — 1 marks
| — i
° > ° - °
e /
¢ weight = +e¢—1
M @(./\/l) “jump assignments” §, €

m marks c L=m+1 c

[ |
a a
HeE=w—m

weight w c
F1GURE 13. Bijection ® from d-GS labelings to d-GS marked orientations.

Proposition 4.3. The map ® is a bijection between the set Lg of d-GS labelings of G and the
set Mg of d-GS marked orientations of G.

Proof. We first show that the image of a d-GS labeling by ® is a d-GS marked orientation.
Let £ € Lg and let M = ®(L). First observe that Condition (L3) for £ translates into
Condition (M3) for M. Also, Condition (L1) for £ implies Condition (M1) for M as well
as the part of Condition (M2) about weights around vertices. The part of Condition (M2)
about edges (weight d — 2 for every inner edge) is a consequence of the fact that the sum of
counterclockwise label jumps around inner edges is d, which holds for any d-GS labeling by
Lemma Lastly, Condition (LO) for £ implies that for any inner arc a whose initial vertex
is an outer vertex v;, the weight w(a) of a is equal to the number of marks m(a) in the corner
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of v; on the left of a. Moreover, Condition (M1) gives m(a) < d — deg(f) and condition (M3)
gives w(a) > d — deg(f). This gives (M0). Hence, M is a d-GS marked orientation.

By the above, ® is a map from Lg to M. It is also clear that @ is injective because knowing
®(L) allows one to determine all the label jumps between “adjacent corners” (corners that are
consecutive around faces or vertices) which together with Condition (L0) determines the corner
labeling £. The label jumps determined from a marked orientation is indicated in the bottom
part of Figure and provides a tentative inverse mapping for ®. In order to prove that ®
is surjective, we need to take a closer look at this inverse mapping. Namely, we need to check
that, starting from a marked orientation M € Mg, the ‘jump assignments” determined as
indicated in Figure can be satisfied by a d-labeling of G (recall that a d-labeling is simply
an assignment of a value in [d] to each inner corner of G).

The corner-graph of G is the directed graph Cg defined as follows: the vertices of Cg are
the inner corners of G, and there is an oriented edge from a corner ¢ to a corner ¢’ in Cg if
¢’ is the corner following ¢ in clockwise order around a face or vertex. The corner graph is
represented in Figure[12(c). Note that the corner graph comes with an embedding in the plane
determined by G; it has three types of inner faces corresponding to the inner vertices, inner
faces, and inner edges of G respectively. A d-jump function for G is an assignment of a number
in {0,1,...,d — 1} to each oriented edge of the corner graph Cg. A d-jump function is called
exact if its values are equal to the label jumps of a d-labeling of G. It is easy to see that a
d-jump function f is exact if and only if every simple cycle C of C¢ satisfies:

(2) S fa)- Y fla) € dz,

aeCt acC—

where Ct (resp. C7) is the set of edges of C appearing clockwise (resp. counterclockwise)
on C. Indeed is the condition that ensures that labels can be “propagated” according to the
jump assignments without encountering any conflict. Furthermore, it is easy to check that
holds if and only if it holds for every cycle which is the contour of an inner face of Cg.

In conclusion, if one fixes an assignment of jumps from every inner corner to the next corner
around the faces and vertices of M, this assignment of jumps corresponds to a d-labeling of G if
and only if the sum of assigned jumps around each vertex, face and edge of G is a multiple of d.
Using this criteria, we see that for any marked orientation M € Mg, Conditions (M1) and
(M2) imply that the ‘jump assignments” determined as indicated in Figure [13|can be realized
by a d-labeling of G. There is a unique such d-labeling such that the corners incident to vy
have label 1, and we denote this d-labeling by ®(M). Using Condition (MO0) and (M1) for M,
we see that the jump assignments for ®(M) along the outer edges of G are equal to 1. This
implies that ®(M) satisfies Condition (L0). Lastly, it is easy to see that Conditions (M1) and
(M2) for M imply Condition (L1) for ®(M), and that Condition (M3) implies Condition (L3),
while Condition (L2) holds for ®(M) by definition of the jump assignments. Thus, ® is a map
from Mg to Lg.

Finally, it is clear that ® o ® = Id;, and ® o ® = Id4,, hence these are inverse bijections
between the d-GS labelings and the d-GS marked orientations of G. ]

Next, we define the bijection ¥ between d-GS marked orientations and d-GS angular orien-
tations of G. This bijection is represented in Figure In the angular map G, the original
arcs are those on original edges (edges of G) while the star arcs are those on star edges.

Definition 4.4. Given a d-GS marked orientation M of G with arc weights denoted by w, we
define a weighted orientation W(M) of G as follows.
o The weight in U(M) of an original inner arc a is w(a) + deg(f) — d, where f is the
face of M at the left of a. The weight of outer arcs in V(M) is 0.
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e Let ¢ be an inner corner of G, let m be the number of marks of ¢ and let f be the face
of G containing c. The weight in W(M) of the star arc from the star vertex vy to ¢
is m, and the weight of the star arc from c to vy is d — deg(f) — m.

! (M

m marks Wweight d — deg(f) —m
°

a
weight w — d + deg(f)

A vs T(A)

weight w 7

S

m marks

\@

g p
weight w’ weight W' 4+ d — deg(f)
FI1GURE 14. Bijection ¥ between d-GS marked orientations and d-GS angular orientations.

Proposition 4.5. The map V¥ is a bijection between the set Mg of d-GS marked orientations
of G and the set Ag of d-GS angular orientations of G.

Proof. We first show that the image of a d-GS marked orientation by V¥ is a d-GS angular
orientation. Let M € Mg and let A = U(M). It is clear that Conditions (MO0) and (M1) for
M imply Conditions (A0) and (A1) respectively for .A. Also Condition (M2) for an inner edge e
of M (weight d—2 in M) implies condition (A2) for e (weight d—2—(d—deg(f))—(d—deg(f’)) =
deg(f) + deg(f’) —d — 2 in A). Lastly, Condition (M2) for a vertex v of M (outgoing weight
d 4+ #marks in M) implies Condition (A2) for v. Indeed, for any original arc a out of v, with
a’ the preceding star arc in clockwise order around v, the sum of the weights (in .A) of a and
a’ is equal to w(a) — m, where m is the number of marks in the corner preceding a.

It is easy to invert the mapping ¥. Given a d-GS angular orientation A of G with arc weights
denoted by w*, we define a marked orientation ¥(M) of G as follows.

e The weight in W(M) of an arc a of M is w*(a) — deg(f) + d, where f is the face of M
at the left of a. The weight of outer arcs in W(A) is 0.

e Let ¢ be an inner corner of G in a face f. The number of marks of ¢ in W(A) is the
weight of the star arc from the star vertex vy to c.

As before, it is easy to see that Conditions (A0), (A1) and (A2) for A imply Conditions (MO),
(M1) and (M2) respectively for ¥(M). Moreover, Condition (M3) for ¥ (M) is immediate from
the definition, hence W(M) is a d-GS marked orientation. Lastly, it is clear that Wo W = Idpg,,
and W o W = Ida,, thus ¥, ¥ are bijections. O

Lastly, we define a bijection © between d-GS labelings and d-GS woods of G. This bijec-
tion is represented in Figure [I5] Recall from Section [3.2] that we can interpret a d-GS wood
(W1,...,Wyg) of G in terms of “arc colorings”: we say that an arc a has color ¢ if it belongs
to the spanning tree W;, where W; is oriented toward its root v; as usual. By Condition
(W1), the colors of a given arc are cyclically consecutive, and it will be convenient to use some
notation for such intervals. For elements 4,j of [d], we denote by [i : j[ the set of integers
{i,i+1,i+2,...,7 — 1} modulo d. More precisely, if 7 < j then [i : j={k € [d] | i < k < j}
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and if j < i, then [i : ji={k € [d] | k > i or k < j} (note the special case [i : i[= 0)). Roughly
speaking, the bijection © from d-GS labelings to d-GS woods is obtained by assigning to each
arc a the set of colors [i : j[, where i,j are the labels preceding and following a. The precise
definition is as follows.

Definition 4.6 (Bijection between labelings and woods). Given a d-GS labeling L of G, we
define a tuple ©(L) = (Wy,...,Wy) of subsets of arcs of G (interpreted as an arc coloring) as
follows.
e For alli € [d], the outer arc from v; to vi+1 has all the colors except i, while the outer
arc from v;y1 to v; has no color.
e An inner arc a of G has color set [i : j[, where i and j are the labels of the corners at
the left and right of the arc a respectively, at the initial vertex of a.
Given a d-GS wood W of G (interpreted in terms of arc coloring), we define a corner labeling
O(W) as follows.
o The inner corners incident to the outer vertex v; receive label i.
e A corner c incident to an inner vertex v has label i if it is between the outgoing arcs of
color i — 1 and i in clockwise order around v.

s g o(L)

> —_—
Ve > Ve

FI1GURE 15. Bijection © between d-GS labelings and d-GS woods.

Remark 4.7. In the definition of ©, the rule for setting the corner labels for inner vertices and
outer vertices can be unified, up to using the appropriate convention. Namely, given a d-GS
wood W of G, one can add an outgoing edge of color k from vy to vi_q for all k € [d]. With
this convention, every vertex v of G has one outgoing arc of each color, and each inner corner
incident to v has label 7 if it is between the outgoing arcs of color ¢ — 1 and ¢ in clockwise order
around v.

Proposition 4.8. The map © is a bijection between the set L of d-GS labelings of G and the
set Wgq of d-GS woods of G. The map © is the inverse bijection.

The proof of Proposition [{.8]is a bit technical and we postpone it to Section

5. A FURTHER INCARNATION OF GRAND-SCHNYDER STRUCTURES FOR A SUBCLASS OF
d-ADAPTED MAPS

We give here a further incarnation of grand-Schnyder structures for a subclass of d-adapted
maps, called edge-tight. This incarnation will be particularly convenient to establish connections
between grand-Schnyder structures and classical objects such as transversal structures and
Felsner woods.

A d-map G is called edge-tight if for every inner edge e the incident faces f,f’ satisfy
deg(f) + deg(f’) = d + 2. Equivalently, G is edge-tight if for every inner edge e the cycle
enclosing the two faces incident to e has length d. It is easy to see that, for such a map, there
exist some integers g, h such that g+ h = d+2 and all inner faces have degree g or h, and every
inner edge has a face of degree g on one side and of degree h on the other side. Note also that
if g # h, then every inner vertex has even degree. The example in Figure [I7 has g = 3,h = 4.
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Arc labeling v
‘ 7 |
) 1 Y
oY) : f
> jump = d §<d—deg(f)| 6=d—deg(f)+1
(ALO) (AL1) (AL2) (AL3)

F1GURE 16. Conditions defining grand-Schnyder arc labelings. The drawing
convention is that arc labels are indicated on the right of each arc.

U1 U5 U1 U5

V3

FIGURE 17. Center: an edge-tight 5-adapted map (with inner face degrees in
{3,4}), endowed with a 5-GS arc labeling, where labels of arcs are indicated
on the right of the arcs. Left: the corresponding corner labeling obtained by
applying the bijection A (that is, pulling the label of every arc to the corner
at the initial vertex of the arc, on the right side of the arc). Right: the
corresponding 5-GS angular orientation obtained by applying the bijection I"
(the weights of original arcs are 0 since the map is edge-tight).

For a d-map G, an arc labeling is the assignment of a label in [d] to any inner arc, and the
assignment of label ¢ to the outer arc (v;,v;+1) for all i € [d]. A label jump from an arc a
labeled 7 to an arc a’ labeled 4’ is defined as the integer 6 € {0,1,...,d— 1} such that i+ = ¢
modulo d. For an inner vertex v of G, we consider the arcs having initial vertex v, and we call
v-clockwise jump a label jump from such an arc to the next in clockwise order around v. For an
inner face f of G, we consider the incident arcs having f on their right, and we call f-clockwise
jump a label jump from such an arc to the next in clockwise order around f.

Definition 5.1. For G a d-map, a grand-Schnyder arc labeling of G (or d-GS arc labeling

for short) is an arc labeling of G satisfying the following conditions which are represented in

Figure [16}

(ALO) For alli € [d], all the inner arcs with initial vertex v; have label i.

(AL1) For every inner vertex v of G, the sum of v-clockwise jumps is d.

(AL2) For every two consecutive arcs a,a’ in clockwise order around an inner vertexr v (both
having initial vertex v), the label jump from a to a’ is at most d — deg(f), where f is
the face containing the corner between a and a’.

(AL8) For two opposite inner arcs a and —a, the label-jump from a to —a is d + 1 — deg(f),
where f is the face on the right of a.

An example is given in Figure [T7]
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Lemma 5.2. If a d-map G can be endowed with a d-GS arc labeling, then G is edge-tight.

Proof. Let a,a’ be two opposite inner arcs, and let f, f’ be the incident faces on the right of a
and a’ respectively. Condition (AL3) implies that the label-jump from a to o’ is d+ 1 — deg(f),
while the label-jump from o’ to a is d + 1 — deg(f’). Since these jumps are non-zero (and less
than d), they must add up to d, so that deg(f) + deg(f’) =d+ 2. O

We also have the following property (the analog of Property (L2) and Property (L1) for faces
in the definition of d-GS corner labelings, the property is here a consequence of the definition):

Lemma 5.3. Let G be a d-map endowed with a d-GS arc labeling. For any inner face f, the
f-clockwise jumps are non-zero and add up to d.

Proof. For an inner arc a, we denote by —a the opposite arc, and by a’ the arc following a in
clockwise order around the face f at the right of a. This is represented in Figure [I§ We claim
that the label jumps between a,a’ and —a are related by

(3) jump(a, a’) = jump(a, —a) — jump(a’, —a).

Indeed, by (AL3) one has jump(a, —a) = d — deg(f) + 1, and by (AL2) one has jump(a’, —a) <
d — deg(f) + 1 (this holds even if the initial vertex of a’ is an outer vertex since in this case
jump(a’, —a) = 0), thus jump(a, —a) — jump(a’, —a) > 0. This inequality implies , and it
also implies jump(a,a’) > 0 for every inner arc a. Note that the label jump jump(a,a’) from

an outer arc a = (v;,v;41) to the next arc o’ around the incident inner face is equal to 1 by
(ALO). Thus, for every inner face f, all the f-clockwise jumps are non-zero.

o

FIGURE 18. Notation for the proof of Lemma [5.3]

It remains to show that the f-clockwise jumps add up to d for any inner face f. Let V, E, F
and A be the sets of inner vertices, inner edges, inner faces, and inner arcs of G respectively.
The sum of clockwise-jumps around the inner faces of G is

J=d+ ) junp(a,d),
acA
where the term d corresponds to the label jumps from the outer arcs a; = (v;, vi+1) to the arc
a; following a; in clockwise order around the face f; at the right of a;. By we get

J=d+ Zjump(a, —a) — Zjump(a’, —a).
acA a€A
Note that ) ;. , jump(a, —a) = d|E|, since for any inner arc a, one has jump(a, —a)+jump(—a, a) =
d. Moreover, » . ,jump(a’, —a) = d|V|, since this is the sum of clockwise jumps around the
inner vertices of G (the jumps around outer vertices have contribution 0 by (AL0)). This gives
J=d+d|E|—d|V| =d|F| by the Euler formula. Since the sum of clockwise jumps around
every inner face of G is a non-zero multiple of d, the identity J = d |F’| implies that the sum of
clockwise jumps around each inner face is d. ([

As we now explain, for an edge-tight d-map, the d-GS arc labelings are in easy bijection with
the d-GS corner labeling. The bijection A is illustrated in Figure [T7}
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Proposition 5.4. For G an edge-tight d-map endowed with a d-GS arc labeling AL, let L =
A(AL) be the labeling of inner corners of G such that any inner corner receives the label of the
arc that has the corner on its right at its origin. Then A is a bijection between the set ALg of
d-GS arc labelings of G, and the set Lg of d-GS corner labelings of G.

Hence, by Theorem a d-map admits a d-GS arc labeling if and only if it is edge-tight
and d-adapted.

Proof. Conditions (ALO), (AL1), (AL3), and Lemma [5.3] ensure that A(AL) is a d-GS corner
labeling. The inverse mapping A is as follows. For £ a d-GS corner labeling, AL = A(L)
is the arc labeling of G such that each arc a receives the label of the corner at its origin
and in the face on its right. Since £ is a d-GS corner labeling, Properties (ALO), (AL1) are
satisfied by A. Next, we prove Property (AL3). Let a,a’ be opposite inner arcs, and let
f, ' be the faces on the right of a,a’ respectevily. Condition (L3) implies that the label-
jump from a to o’ satisfies jump(a,a’) > 1+ d — deg(f), and that the label-jump from a’
to a satisfies jump(a’,a) > 1+ d — deg(f’). Since deg(f) + deg(f’) = d + 2, we must have
jump(a,a’) = 1+d—deg(f) and jump(a’,a) = 14+ d—deg(f’), so that (AL3) holds. It remains
to prove (AL2). Let a,a’ be two consecutive arcs in clockwise order around an inner vertex v,
let f be the face on the right of a, and let a” be the arc opposite to a’. Conditions (L1) and
(L2) imply that 1 < jump(a”,a) < d+ 1 — deg(f). Since jump(a”’,a’) = d + 1 — deg(f), we
conclude that jump(a,a’) < d — deg(f), hence Condition (AL2) holds. Thus, AL = A(L) is a
d-GS arc labeling.

Lastly, it is clear that A o A = Idar, and A o A = Idy,,, thus A, A are bijections. |

In terms of d-GS angular orientations, the condition of being edge-tight is reflected by the
fact that all original edges have weight 0. Let G be a d-adapted edge-tight map. The bijection
T’ between the d-GS arc labelings of G and the d-GS angular orientations of G is represented in
Figure For an arc labeling AL of G, the angular orientations I'( AL) is obtained as follows:
for each pair a, a’ of consecutive inner arcs in clockwise order around a vertex v, with f the face
incident to v between a and a’, the weight of the star-arc from v to vy is equal to the clockwise
jump from a to a’ (moreover, letting s; be the star vertex in the face incident to (v;_1,v;), as
usual the weight of the star-arc from v; to s; is set to d — deg(s;) and the weight of the star-arc
from v;11 to s; is set to 0). An example is given in Figure

vf

weight d — deg(f) — jump(a, a’)

AL f [(AL)

weight jump(a, a’)

v a P~

FIGURE 19. Bijection I' = Wo ® o A between the sets AL of d-GS arc labelings
and the set A of angular orientations for an edge-tight map G

The conditions of being d-adapted and edge-tight are quite restrictive, and impose some
constraints on the degrees of the faces. Recall that for an edge-tight d-adapted map there exist
some integers g, h, with g +h = d + 2, such that every inner edge has a face of degree g on one
side and a face of degree h on the other side.

Lemma 5.5. Let g < h. The set Egy ), of edge-tight (g + h — 2)-adapted maps with inner face
degrees in {g,h} and at least one inner vertex is non-empty if and only if (g, h) belongs to the
set

S ={(2,d), d>3}U{(3,3),(3,4),(3,5),(4,4),(5,5)}.

Moreover, in that case, the family Eg 5 is infinite.
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Ess5 E34 E;s

(Li)o<i<k ‘ 0

| D O|oL

FIGURE 20. The maps (L;)o<;<xr whose tunnel-assembling yields a map in
Es5 5 (left column), E3 4 (middle column), and Eg 5 (right column).

Proof. Tt is easy to see that the inner vertices in edge-tight adapted maps have degree at
least 3. Moreover, if g # h the degree of vertices is even, hence at least 4. Combining these
observations with the Euler relation (and the incidence relation between faces and edges), one
can check that E, j, is empty unless it is in the set S. About the second statement, the maps
in Ey 4 are those obtained from d-angulations of girth d, opening every inner edge (and an
arbitrary subset of the outer edges) into a face of degree 2. The maps in E3 3 (resp. E44) are
the so-called irreducible triangulations of the 4-gon (resp. irreducible quadrangulations of the
hexagon) which are known to form an infinite family [46, [40, [32] 30, I1]. Finally, for the three
other cases (g,h) € {(5,5),(3,4),(3,5)}, as shown in Figure one can construct infinitely
many maps in Eg 5 by a “tunnel-construction”: given a sequence Ly, ..., L such that L; has
a marked corner in the outer face for 0 < ¢ < k, and a marked corner in an inner face for
0 < i < k, the assembled map is obtained by identifying the marked outer corner of L; with the
marked inner corner of L; 1 for 0 < i < k (thereby identifying the contours of their incident
faces). O

For the rest of this section we focus on the special case of 2b-adapted maps with all inner
faces of the same degree b+ 1. These are edge-tight maps, and by Lemma [5.5 only the values
b € {2,3,4} are relevant. Note that for any arc labeling AL of such a map, the labels of any
two opposite inner arcs are opposite modulo 2b (that is, the labels of an edge are of the form
{j,j +b}). We now associate to AL a tuple of oriented submaps, as illustrated in Figure

Definition 5.6. Let G be such a (b+ 1)-angulation of the 2b-gon. To an arc labeling AL of G,
we associate a tuple B(AL) = (By, ..., Bayp) of oriented maps. For each i € [2b], the oriented
map B; is obtained from AL as follows:

e The inner edges of G with arc labels {i,i + b} are removed, and the other inner edges
are oriented as their arc whose label j satisfy i < j < i+ b.
e The outer edges of G are directed so as to form two paths from s; := vy |p/2) to

ti == v;_[p/2]-

Note that if 8(AL) = (By, ..., Ba), then the oriented map B, is the reverse of B;.
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FIGURE 21. Left: an edge-tight pentagulated 8-adapted map endowed with
an 8-GS arc labeling. Right: the 4 associated plane bipolar orientations
By, Bs, B3, By.

Definition 5.7. A plane bipolar orientation is a plane map B endowed with an acyclic orien-
tation having a unique source s and a unique sink t (also called its target), both incident to the
outer face.

Let B be a plane bipolar orientation with source s and sink ¢. It is well known that for any
vertex v ¢ {s,t}, the edges incident to v form an interval of ingoing edges and an interval of
outgoing edges [I4]. The leftmost outgoing tree of B is the spanning tree rooted at the sink,
where the parent-edge of any non-sink vertex is its leftmost outgoing edge. The rightmost
ingoing tree of B is the spanning tree rooted at the source, where the parent-edge of any
non-source vertex is its rightmost ingoing edge (the last one in counterclockwise order).

Proposition 5.8. Let b € {2,3,4}, and let G be an edge-tight 2b-adapted map with inner faces
of degree b+ 1, endowed with a (2b)-GS arc labeling AL. Then for i € [2b], the oriented map
B; is a plane bipolar orientation with source s; and target t;.

Proof. Let i € [2b]. Property (AL2) ensures that, in G, the clockwise-jumps around an inner
vertex v are at most b — 1, hence in B; v has at least one outgoing and at least one ingoing
edge. Also, by construction, the only source (resp. sink) among the outer vertices is s; (resp.
t;). It remains to show that B; is acyclic.

First, one easily checks that no directed cycle can visit an outer vertex (indeed, for each of
the two outer paths from s; to t;, the vertices on the first half of the path have all their incident
inner edges outgoing, and the vertices on the second half of the path have all their incident
inner edges ingoing).

Next, one checks that no contour of an inner face f of G can be a directed cycle in B;.
From what we have seen above, we can assume that f is not incident to any outer vertex. In
that case, the clockwise arcs around f that are (seeing an arc as a directed edge) in B; are
those of label between 7 and 7 + b (excluded). By Lemma all clockwise-jumps around f
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are at most b. Hence, not all edges around f can be clockwise in B;, so there is no inner face
of G whose contour is a clockwise cycle of B;. Similarly, no contour of inner face of G is a
counterclockwise cycle of B;.

Finally, for ¢ € [2b], assume that B; has a directed cycle, and let C' be a minimal one, i.e.,
the interior of C' does not contain the interior of another directed cycle C’. Assume there is a
vertex v in the interior of C. Since the vertices in the interior of C' are different from {s;,¢;},
from v starts a directed path in B;. By minimality of C, this path can not loop into a cycle,
hence it has to reach a vertex on C. Similarly, from v starts a path of edges of B; taken in
reverse direction, which also has to reach a vertex on C'. The concatenation of these two paths
forms a directed path in B;, in the interior of C, starting and ending on C. This contradicts
the minimality of C. Hence there is no vertex in the interior of C. Similarly there can be no
edge of B; inside C (it would form a chord, contradicting the minimality of C'). Since C' is not
the contour of a face of G, there must a chord e inside C' with labels (7,7 + b). However, if C
is clockwise, Condition (AL1) ensures that no arc of label ¢ can leave a vertex of C' toward the
interior of C; similarly, if C' is counterclockwise, no arc of label ¢ 4+ b can leave a vertex of C
toward the interior of C. We reach a contradiction. Hence, B; is a plane bipolar orientation. [

Figure shows an example for b = 4. We will discuss the case b = 2 (connected to
transversal structures) in Section and the case b = 3 (connected to Felsner woods) in
Section [7.3.2)

Remark 5.9. Let b € {2,3,4}, and let G be an edge-tight 2b-adapted map with inner faces of
degree b + 1, endowed with a (2b)-GS arc labeling AL. There is a close connection between
the plane bipolar orientations B;, and the (2b)-GS wood (W7,...,Wa,) in bijection with AL.
Namely, for i € [2b], W; is the leftmost outgoing tree of B; (and also the rightmost ingoing
tree of Bi;p), up to changing the root-vertex from v; to v;_ry/2), and changing the missing
outer edge from (v;,vit1) t0 (Viy|p/2)—1,Vit|b/2)) (that is, the missing outer edge is the same
for b € {2,3}, and changes to (vit1,vi12) for b= 4).

6. CONNECTIONS TO PREVIOUSLY KNOWN STRUCTURES

In this section, we explain how the d-GS framework emcompasses previously known struc-
tures such as Schnyder woods (and more generally Schnyder decompositions) and transversal
structures (a.k.a. regular edge labelings).

6.1. Schnyder decompositions as GS-structures on d-angulations. We start by showing
that Schnyder woods, as introduced in [44] [45], can be identified with the grand-Schnyder
structures on triangulations. Recall that a plane triangulation admits a Schnyder wood if and
only if it it has no loop or multiple edges, that is, if its girth is 3. A generalization of Schnyder
woods, are the Schnyder decompositions defined in [5] for all d > 3. Several incarnations of
Schnyder decompositions were given in [5], and it was shown that a d-angulation admits a
Schnyder decomposition if and only if its girth is d (that is, every cycle has length at least d).

Let us now compare Schnyder decompositions to grand-Schnyder structures. The first obser-
vation is that a d-angulation is d-adapted if and only if its girth is d. Let G be a d-angulation
of girth d. By definition the d-GS marked orientations of G have no mark at all, hence the
definition of d-GS marked orientations simplifies: these are the weighted orientations where the
outer vertices and edges have weight 0, the inner edges have weight d —2, and the inner vertices
have weight d. Such weighted orientations are called d/(d — 2)-orientations in [4, [5], and they
are one of the incarntions of Schnyder decompositions. Hence, the notions of Schnyder decom-
positions and grand-Schnyder structures coincide for d-angulations. Note that for the original
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case d = 3, the d/(d — 2)-orientations are classical orientations (weight 1 per inner edge) such
that every inner vertex has outdegree 3.

Let us now discuss the other incarnations of d-GS structures for d-angulations, and how they
compare to the definitions in [5] First, observe that for a d-angulation G, the d-GS angular
orientation have no weight on star edge, hence the notion of d-GS angular orientation again
simplifies and identifies with d/(d — 2)-orientations.

Next, consider d-GS labelings of d-angulations. In each inner face, Conditions (L1) and
(L2) imply that the corner labels have to be 1,2,...,d in clockwise order around the face
(no label is missing), while the total clockwise jump around any inner vertex is d. With
Conditions (L0),(L1),(L2) we thus recover the definition of corner labelings as defined in [5]
for d-angulations of girth d. Condition (L3) is actually redundant in that case since it is a
consequence of (L2). Moreover Lemma ensures that for each inner edge e = (u,v), the
clockwise jump accross e at u plus the clockwise jump across e at v add up to d — 2, so that
clockwise-jumps across edges at inner vertices are at most d — 2. In particular, for d = 3, at
inner vertices all corner labels appear (the incident corners form three non-empty groups, of 1’s,
2’s and 3’s in clockwise order), as in the definition of Schnyder labelings for triangulations [44].

Finally, let us consider the d-GS woods of d-angulations. Conditions (W0), (W1), and (W2)
in Definition give exactly the definition of Schnyder woods for d-angulations of girth d as
defined in [5]. This includes the classical case d = 3 of Schnyder woods of triangulations [44]
(with a slight change on the rooting convention: in classical Schnyder woods, for i € {1,2,3}
the tree W; would be naturally rooted at v;_1, and the missing outer edge would be (v;,v;y1)).
For d-angulations, the additional Condition (W3) in Deﬁnitionis redundant. Indeed, it only
gives the constraint that no inner arc in W; is ending at v; or v; 1 (which is already required
by (WO0)), and that, for every inner arc a ending at an inner vertex v, if a is in W; and the
opposite arc is in none of Wi, ..., Wy, then a appears strictly between the outgoing arcs a;y1
and a; in clockwise order around v (which is already required by (W2)).

We mention that, in the definition of Schnyder woods for d-angulations given in [5], it is
also required that every edge belongs to d — 2 trees, but this requirement actually follows from
(W0), (W1), (W2). Indeed, these conditions easily imply that every inner edge belongs to at
most d — 2 trees, while the total number of edges in the d trees is d times the number of inner
vertices, which is also (d — 2) times the number of inner edges.

6.2. Transversal structures as GS-structures on triangulations of the square. Recall
that regular edge-labelings were introduced by He in [34]. They were later rediscovered by
the second author [30] who coined the term transversal structures, which we will adopt here.
Transversal structures are defined on triangulations of the square (that is, 4-maps such that
every inner face has degree 3). We now show that the notions of transversal structures and
4-GS structures coincide for triangulations of the square.

First, let us recall that a triangulation of the square admits a transversal structure if and
only if its non-facial cycles have length at least 4E| In other words, a triangulation of the square
admits a transversal structure if and only if it is 4-adapted. Note that triangulations of the
4-gon are also edge-tight in the sense of Section

For a triangulation of the square G, a transversal structure is an orientation and partition
of the inner edges into red and blue oriented edges such that the following conditions hold (see
Figure :

(T0): The inner edges at vy, vs,vs, vy are respectively outgoing red, outgoing blue, ingoing
red, and ingoing blue.

2These are sometimes called irreducible triangulations of the square in the literature [30} 11].
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FI1GURE 22. From left to right: a transversal structure on a triangulation of
the square, the local condition at inner vertices, the red bipolar orientation,
and the blue bipolar orientation.

(T1): Around each inner vertex, the incident edges in clockwise order form 4 non-empty
groups: ingoing red, ingoing blue, outgoing red, outgoing blue.

There is a simple bijection o between the set T of transversal structures of G and the
set ALg of 4-GS arc labelings of G; see Figure From a transversal structure 7 € Tg,
one defines an arc labeling a(7) by assigning the label 1 (resp. 2) to the red (resp. blue)
arcs of 7, and the label 3 (resp. 4) to the opposite of red (resp. blue) arcs of 7. It is clear
that a(T) satisfy conditions (ALO-AL4) of arc labelings, hence a(7) € ALg. Conversely,
for AL € ALg, Condition (AL3) implies that opposite arcs have opposite label modulo 4,
and Condition (AL2) implies that around every inner vertex there are 4 non-empty groups of
outgoing arcs of label 1,2,3, and 4 respectively (in this order clockwise around v). Hence, one
can construct a transversal structure a(AL) whose red (resp. blue) arcs are the arcs labeled 1
(resp. 2) in AL. Obviously a and @ are inverse mappings, hence bijections, between T and
Alg.

It is well known [34] that a transversal structure yields two plane bipolar orientations: the
red bipolar orientation is obtained by erasing the blue edges, and orienting the outer edges in
the direction from vy to v3; the blue bipolar orientation is obtained by erasing the red edges,
and orienting the outer edges in the direction from vy to v4. Note that the red (resp. blue)
bipolar orientation of the transversal structure 7 is the plane bipolar orientation By (resp. Bi)
associated to AL = «(7T) by the mapping S of Definition

We now discuss other incarnations of d-GS structures for triangulations of the square, and
compare them to the known incarnations of transversal structures [30]. We start with the
incarnation in terms of 4-GS woods. Let T be a transversal structure, let AL = a(T) be the
corresponding arc labeling, and les W = (W7, Wy, W3, Wy) be the 4-GS wood associated to AL.
By Remark the tree W; (after changing its root from v; to v;_1) is obtained from 7 as
follows: the tree Wy (resp. W3) is the leftmost outgoing tree (resp. rightmost ingoing tree) of
the blue bipolar orientation, while the tree Wy (resp. W) is the leftmost outgoing tree (resp.
rightmost ingoing tree) of the red bipolar orientation.

Next, we consider the 4-GS angular orientations for triangulations of the square. It was
shown in [30] that transversal structures correspond to orientations of star edges in G, where
v; has outdegree 2 (resp. 0) for ¢ € {1,3} (resp. i € {2,4}), original inner vertices have
outdegree 4, and star vertices have outdegree 1. Letting s; be the star vertex in the inner
face containing the outer edge (v;_1,v;), these coincide with the 4-GS angular orientations for
that case, upon returning the edges (va, s2), (v1, S2), (v4, S4), (v3, 84). Moreover, as shown in the
top-part of Figure the correspondence in [30] commutes with our correspondence from 4-GS
arc labelings to 4-GS angular orientations.
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U3

V4

FIGURE 23. On the left, a 4-GS arc labeling on a triangulation of the 4-gon.
On the right, the corresponding transversal structure (upon orienting the outer
edges from v; toward vs, and coloring (v;,v;+1) red/blue for i odd/even). The
two bottom rows show the local conditions at inner vertices and inner faces (of
4 possible types) when superimposing both structures. The top row shows the
associated 4-GS angular orientation.

7. BIPARTITE CASE AND CONNECTION TO KNOWN STRUCTURES

In this section we study a class of structures that can be defined on bipartite d-maps, when
d = 2b is an even integer. We will call such structures b-bipartite-grand-Schnyder structures,
or b-BGS structures for short. These structures can be identified with a subclass of 2b-GS
structures called even (even 2b-GS structures form a proper, non-empty, subclass of 2b-GS
structures for bipartite 2b-maps). As we will see, specific classes of b-BGS structures can be
identified with previously known structures.

We start this section by giving the four incarnations of b-BGS structures and then state
their equivalence. In the second part we will state the existence condition for b-BGS structures.
In the third part we explain the connection between b-BGS structures and previously known
structures.
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7.1. Incarnations of bipartite grand-Schnyder structures.
In this section, we fix an integer b > 2 and a bipartite 2b-map G. We also fix the bicoloring of
the vertices of G in black and white by requiring the outer vertex v; to be black (and hence
the outer vertex v; is black if and only if ¢ is odd).

We now define 4 incarnations of b-BGS structures. They are represented in Figure Our
first incarnation is in terms of corner labelings.

- W2@

Wy = We Wy =W, v
(a) Wood
U3
V9, V4
U1 Vs
U
(c) Marked orientation (d) Angular orientation

FIGURE 24. Four incarnations of a 3-bipartite-grand-Schnyder structure.

Definition 7.1. A b-bipartite-grand-Schnyder corner labeling, or b-BGS labeling, of G is a
2b-GS labeling of G such that the corners incident to black vertices have odd labels, while the
corners incident to white vertices have even labels.
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The parity condition is equivalent to requiring the label jumps (as defined in Section
between consecutive corners in clockwise order around a vertex to be even, and the label jumps
between consecutive corners in clockwise order around an inner face to be odd. This observation
underlies the other incarnations of BGS structures.

First, recall the mapping ® defined in Section [4] between corner labelings and marked ori-
entations. Observe that by specializing ®, the set of -BGS labelings is in bijection with the
subclass of 2b-GS marked orientations of G such that the weight of each inner arc is even, and
the number of marks in each inner corner is even. Let us call this subclass the even 20-GS
marked orientations of G. For an even 2b-GS marked orientation, we can divide the weight of
each arc and the number of marks in each corner by 2 without loss of information. This leads
to the following definition.

Definition 7.2. A b-bipartite-grand-Schnyder marked orientation, or b-BGS marked orienta-
tion, of G is a weighted orientation of G together with a corner marking satisfying the following
conditions.

(BM0O) The weight of every outer arc is 0. For any inner arc a whose initial vertez is an outer
vertex v;, the weight of a and the number of marks in the corner of v; on the left of a
are both equal to b — deg(f)/2, where f is the face on the left of a.

(BM1) For any inner face f, the total number of marks in the corners of f is b — deg(f)/2.

(BM2) The weight of every inner edge is b — 1, and the outgoing weight of every inner vertex
v 18 b+ m, where m is the number of marks in the corners incident to v.

(BM3) The weight of every inner arc a is at least b— deg(f)/2, where f is the face on the left
of a.

It is clear that 5-BGS marked orientations are in bijection with even 2b-GS marked orienta-
tions. Hence, from the above discussion we get:

Lemma 7.3. The set BLg of b-BGS labelings of G and the set BM¢g of b-BGS marked
orientations of G are in bijection.

The next incarnation is in terms of angular orientations. Recall the bijection ¥ between
marked orientations and angular orientations. Under ¥, the even 2b-GS marked orientations
of G correspond to the 2b-GS angular orientations of G such that the weight of every arc of
the angular map G is even. We shall call this subclass of 2b-GS angular orientations even. As
before, we can divide every weight by 2, which leads to the following definition.

Definition 7.4. A b-bipartite-grand-Schnyder angular orientation, or b-BGS angular orienta-
tion, of G is a weighted orientation of the angular map G satisfying the following conditions:

(BAO) The weights of outer arcs are 0. Any inner arc a of G whose initial vertex is an outer
vertex v; has weight 0 unless a is the arc preceding the outer edge (v;,v;—1) in clockwise
order around v;.

(BA1) The outgoing weight of any star vertex vy is b— deg(f)/2, and the weight of every star
edge incident to vy is b — deg(f)/2.

(BA2) The outgoing weight of any inner original vertex is b. The weight of any original inner
edge is deg(f)/2 + deg(f')/2 — b — 1, where f, f' are the faces of G incident to e.

It is clear that b-BGS angular orientations are in bijection with even 2b-GS angular orienta-
tions. Hence, from the above discussion we get:

Lemma 7.5. The set BM¢g of b-BGS marked orientations of G and the set BAg of b-BGS
angular orientations of G are in bijection.
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Remark 7.6. Note that Conditions (BA0O) and (BA1) together imply that the inner arc a whose
initial vertex is an outer vertex v; and is pointing toward the star vertex v¢,, where f; is the
inner face incident to the outer edge {v;,v;_1}, has weight b — deg(f;)/2.

Now we give the final incarnation of bipartite 2b-GS structures as a b-tuple of trees. Let us
recall the bijection © defined in Section [ between GS corner labelings and GS woods. Observe
that under © the set of b-BGS labelings of G is in bijection with the subclass of 20-GS woods
satisfying the following condition:

(t) For every i € {1,...,b}, and each black (resp. white) inner vertex v, the incident
outgoing arcs in Wa; and in Wa;—1 (resp. in Wa; and Wa;y1) are the same.

Let us call this subclass the even 2b-GS woods. Note that Condition (f) implies that there
are redundancies in considering both the odd and the even colors. Focusing on the even colors
leads to the following definition.

Definition 7.7. A b-bipartite-grand-Schnyder wood, or b-BGS wood, of G is a b-tuple (W7, ..., WY)
of subsets of arcs satisfying:

(BW0) For all i € [b], every vertex v # vo; has exactly one outgoing arc in W/, while va; has
no outgoing arc in W/. For k # 2i, the arc in W] going out of the outer vertex vy, is the
outer arc oriented from vy to viy1. Lastly, W/ does not contain any inner arc oriented
toward vo; OT V2i41.

(BW1) For every inner vertex v, the incident outgoing arcs ai,...,a, in W{,..., W] are not
all the same, and they appear in clockwise order around v.

(BW2) Let v be a black (resp. white) vertex with outgoing arcs af,...,ay in W{,..., W}, re-
spectively (for v = vy; we adopt the convention a; = (va;, v2,—1)). Let a be an inner arc
oriented toward v, let f be the face on its right, let € be the number of sets in W1, ..., W}
containing the opposite arc —a and let m = max(0,b — deg(f)/2 — ¢).

If a belongs to W, then a appears strictly between aj,,, and aj (resp. aj,,, and
a;_y ) in clockwise order around v.

If a belongs to none of the sets Wi, ..., W} but is between the outgoing arcs in W/ and
W/, in clockwise order around the initial vertex of a, then a appears strictly between
Qi1 and aj .y (resp. aj.,, and aj) in clockwise order around v. If m = 0 this
condition means that —a # aj, (resp. —a # aj).

’ ’
_a f a; - o

s . ali_, o - S di, - o
, . i ) “i+m // ) v // 4 Ajym
! . ' \ I . ! \
! v > | 1 1 UHQ’. ! v 1
\ i+14+m \ ! \ i+1+m \ ,
\ : / ! \

v € / AN ’ AN ’ . € !

So e ~ I AN e S o e

a a a a
: /
a in W) a between W/ and W/,

FIGURE 25. Condition (BW2) of »-BGS woods, where m := max(0,b —
deg(f)/2 = ).

Conditions (BW2) are represented in Figure We now mention a few facts about b-BGS
woods, but omit their proofs because they are either easy or similar to the one provided for
ordinary GS woods in Section

Remark 7.8.
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e For each i € [b], W/ is a spanning tree of G oriented toward its root va;.

e Similar to the case of ordinary GS woods, if G is 2b-adapted, then the last statement
in Conditions (BW2) (about arcs which are in none of the trees W7y, ...,W}) can be
dropped because it is redundant with the other conditions.

Next, we claim that b-BGS woods are in bijection with even 20-GS woods. This is not
obvious and will be elaborated in the following lemma.

Lemma 7.9. Let G be a bipartite 2b-map. Let W = (W7, ..., Wap,) be an even 2b-GS wood and
define the mapping X as AW, ..., Wap) = (Wa, ..., Wap) = (W1, ..., W[). Then X is a bijection
between even 2b-GS woods and b-BGS woods. As a result, the set BLg of b-BGS labelings of
G and the set BW¢ of b-BGS woods of G are in bijection.

Proof. First we show that (W7,...,W]) = A(W71, ..., Wa) is indeed a b-BGS wood. Conditions
(BWO0) and (BW1) are immediate from Conditions (W0) and (W1) of ordinary 2b-GS woods.
Condition (BW2) can also be easily deduced from Conditions (W2), (W3) and the evenness of
(W1, ..., Wap) as follows.

Let a = (u,v) be an inner arc of G. We consider the case where v is black. Let f be the
face on the right of a, and let 2¢ be number of sets in (W7, ..., Ws,) containing the opposite
arc —a. Let us first assume a is in W/. By definition, a is in Wa;, and since u is white, a is also
in Wa;41. By applying Conditions (W2) and (W3) to the color 2i and 2i + 1, we conclude that
a appears strictly between the outgoing arcs in Wa, 9542 and Wy; in clockwise order around
v, where k = max(0, 2b — deg(f) — 2¢). This translates to a being strictly between a; ., and
a;, where m = k/2.

Now, suppose a is not in any of the sets W7, ..., W}, but between the outgoing arcs W/ and
Wi, in clockwise order around u. Since u is white, a is between the outgoing arcs in Wa; 41
and Wa; o in clockwise order around u. The last statement of (W3) implies that a appears
strictly between the outgoing arcs in W, ar+2 and Wa; 41 in clockwise order around v, where
k = max(0,2b — deg(f) — 2¢). This translates into a being strictly between aj, ., and aj_ ;.
The case where v is white is similar.

Next we prove that X is a bijection. Injectivity follows directly from definition as the odd
colors (W1, Wi, ..., Wap_1) can be recovered from the even ones: the outgoing edge of W/ = Wy,
at a black (resp. white) inner vertex now also belongs to Wa;_1 (resp. Wa;11). The assignment
of odd colors to outer edges is different: for each i € [b], we simply force that the outer arc
(vai, v2i4+1) to have all the odd colors, and the outer arc (vg;—1,v2;) to have all the odd colors
except for color 27 — 1.

To prove surjectivity, we need to show for any b-tuple W' = (W7, ..., W}) satisfying Conditions
(BW0-BW2), the tuple W = (W, W, ..., W) obtained by the recovery rule outlined above is
an even 2b-GS wood. As before, it is easy to check that Conditions (BW0-BW2) for W’ imply
Conditions (W0-W3) for W. Hence W is a 2b-GS wood. Moreover it is clear from the definition
that W is even, which complete the proof of the surjectivity of .

The argument above immediately implies that the set BLg of b-BGS labelings of G and the
set BW¢ of -BGS woods of GG are in bijection. O

We conclude this subsection with following Theorem, which summarizes Lemma Lemma,
[C.5 and Lemma

Theorem 7.10. Given a bipartite 2b-map G, the sets BLg of b-BGS labelings, BW g of b-BGS
woods, BM¢ of b-BGS marked orientations and BAg of b-BGS angular orientations are in
bijections.

7.2. Existence Result. In this subsection, we state the existence theorem for 5-BGS struc-
tures, and show that it is a consequence of Theorem [£.1] for non-bipartite GS structures.
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Theorem 7.11. Let b > 2, and let G be a bipartite 2b-map. There exists a b-BGS wood (resp.
labeling, marked orientation, angular orientation) for G if and only if G is 2b-adapted.

Moreover for any fized b, there is an algorithm which takes as input a 2b-adapted map, and
outputs a b-BGS wood (resp. labeling, marked orientation, angular orientation) in linear time
in the number of vertices.

Proof. We assume Theorem which will be proved in Section Note that -BGS woods
can be identified as a subclass of 2b-GS wood (which is especially clear from the b-BGS labeling
incarnation), so the necessity of 2b-adaptedness is clear from Theorem [4.1

It remains to prove the sufficiency of 2b-adaptedness. Let G be a 2b-adapted bipartite map.
By Theorem the different incarnations of b-BGS structures are in bijection. Hence it
suffices to prove the existence of a b-BGS angular orientation. In turn this reduces to proving
the existence of an even 2b-GS angular orientation.

By Theorem G admits a 2b-GS angular orientation A. Let us call odd the arcs of G
having an odd weight in A. If there is no odd arc, then A is even and we are done. Otherwise, let
us explain how to produce an angular orientation A" with fewer odd arcs. Since G is bipartite,
the degree of every face is even. Hence the outgoing weight of every vertex of Gt is even and
the total weight of every edge of GT is even. Now, suppose that the arc a; = (ug,u1) is odd,
then the opposite arc —a = (u1,ug) is also odd. Since the total outgoing weight of u; is even,
u1 must have another outgoing odd arc as = (u1,us). By repeating this process we get a path
of odd arcs a; = (ug, u1), a2 = (u1,u2),.... Note that this path cannot reach the outer vertices,
because every arc incident to an outer vertex has even weight. Therefore, the sequence of odd
arcs must contain a directed cycle. Note that if we subtract 1 from the weight of every arc
in this cycle and add 1 to their opposite arcs, the resulting weighted orientation A’ is still a
2b-GS angular orientation of G. Moreover, A’ has fewer odd arcs as promised, and repeating
this process leads to an even 2b-GS angular orientation.

For the runtime, if G has n vertices, once we obtain some 2b-GS angular orientation A,
which takes linear time by Theorem testing whether A is even, or finding all the odd arcs
if it is not, takes only linear time since the total number of edges is linear in n. The runtime
of eliminating all odd arcs is linear in the total number of odd arcs. Hence the total runtime
to construct an even 2b-GS angular orientation is linear in n. The conversion from an even
2b-GS structure to a b-BGS structure takes linear time, and the bijections between the different
incarnations are also linear, which concludes the proof. (]

Remark 7.12. In the above proof we showed that Theorem implies Theorem [7.11] We
mention that, conversely, Theorem implies Theorem [£.1] Indeed, let us assume Theo-
rem [7.11} and prove the existence of d-GS marked orientations for d-adapted maps. Given a
d-adapted map G we can draw an “edge vertex” at the center of every edge to obtain a bipartite
2d-adapted 2d-map G. By Theorem G admits a 2d-GS marked orientation. We can then
delete the edge vertices and obtain a d-GS marked orientation of G in the way illustrated in

Figure [20]

7.3. Connections to Known Structures.

7.3.1. Bipartite grand-Schnyder structures on 2b-angulations of girth 2b, and their relation to
2-orientations and bipolar orientations. In this subsection we relate b-BGS structures to the
even Schnyder decompositions defined in [5] for 2b-angulations. The special case b = 2 is the
most classical, as 2-BGS structures are in bijection with plane bipolar orientations.

Recall from Section [0] that a d-angulation G is d-adapted if and only if it has girth d, and
that all four incarnations of d-GS structures can be simplified in this case. These structures
where studied in [5] under the name of d-Schnyder structures. In particular, the d-GS marked
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FIGURE 26. Merge an edge of G.

orientation incarnation and the d-GS angular orientation incarnation both simplify into the
same type of weighted orientations of G (with no marks) called d/(d — 2)-orientations. In [5]
the d-GS corner labelings and the d-GS woods of d-angulations were called d-Schnyder labelings
and d-Schnyder decompositions, respectively.

When d = 2b is an even integer, a (nonempty) subclass of Schnyder structures on 2b-
angulations of girth 2b called even was studied in [5]. The class of even d-Schnyder structures
can easily be identified with the class of b-BGS structures of 2b-angulations:

e A 2b-Schnyder labeling is even if all the corners incident to black (resp. white) vertices
have odd (resp. even) labels. This characterization exactly coincides with the definition
of b-BGS labelings on 2b-angulations.

e A 2b/(2b—2)-orientation is even if the weight of every inner arc is even. Dividing every
weight by 2 gives a structure called b/(b — 1)-orientation in [5] (these are weighted
orientations of the inner edges such that edges have weight b — 1 and vertices have
weight b). For a 2b-angulation the b/(b — 1)-orientations exactly coincide with the b-
BGS marked orientations (no mark) and 5-BGS angular orientations (weight 0 on star
edges).

e A 2b-Schnyder decomposition is even if for every ¢ € {1,...,d}, and each black (resp.
white) inner vertex v, the arcs leading v to its parent in Wa; and in Wa;_1 (resp. in Wa;
and Wa; 1) are the same. It was shown in [5] that keeping only the trees of even color
does not result in any loss of information. This simplified structures, called reduced
Schnyder decompositions in [5], coincide with the 5-BGS woods of 2b-angulations.

The case b = 2 (of b-BGS structures on 2b-angulations) is classical and precedes [5]. Let G be
a quadrangulation. By definition, a 2/1-orientation of G is simply an (unweighted) orientation
of the inner edges of G such that every inner vertex has outdegree 2. These are simply called
2-orientations of G, and G admit such an orientation if and only if it is simple (that is, has
no double edge, which is equivalent to having girth 4 in this case). Next consider the corner
labeling incarnation: because of the parity condition in BGS corner labeling, there is no loss
of information in replacing each label ¢ by |(i — 1)/2]. This incarnation of 2-orientations was
studied by Felsner et al. in [25].

As explained in the introduction, 2-oriented quadrangulations are in bijection with plane
bipolar orientations. The bijection is given by Figure [

Let us finally mention that 2-orientations were used by Barriére and Huemer [3] to design a
straight-line drawing algorithm for quadrangulations. These structures (in the form of, dual,
even 4-Schnyder structures) were also used in [B] to design a drawing algorithm for 4-regular
plane maps. In the forthcoming article [7], we present extensions of these two algorithms (and
of the drawing algorithm of He [34], which is based on transversal structures).
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FIGURE 27. On the left, a Felsner edge-coloring of an quadrangulation of the
hexagon, and the 3 associated bipolar orientations (blue-green, red-blue, and
green-red). On the right, the corresponding coloring of corners of the diagonal-
map, and the 3 associated spanning trees.

7.3.2. BGS structures for quadrangulations of the hexagon, and their relation to Felsner woods.
In this subsection, we consider the 3-BGS structures for quadrangulations of the hexagon (6-
maps where inner faces have degree 4). This case bears a strong analogy to the case of transver-
sal structures discussed in Section For these maps (which are edge-tight) the BGS struc-
tures can be identified with certain edge colorings, and they are related to the Felsner woods
of 3-connected plane maps.

Let G be a quadrangulation of the hexagon. Clearly, such a map is 6-adapted if it is simple
and every 4-cycle bounds a faceﬁ A Felsner edge-coloring of G is a coloring of the inner edges
of G in red, blue, green with the following properties (see the top-left part of Figure :

(C0) All inner edges incident to v; and vy are blue, all inner edges incident to vy and v are
green, and all inner edges incident to v3 and vg are red.

(C1) Around every inner vertex, the incident edges form 3 non-empty groups in clockwise
order: red edges, green edges, and blue edges.

3The 6-adapted quadrangulations of the hexagon are sometimes called irreducible quadrangulations of the
hezagon in the literature (32} 11].
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Felsner edge-colorings are closely related to extensions of Schnyder structures developed by
Felsner [19, 20] 21] for 3-connected maps. Precisely, with the bi-partition of the vertices of G
into black and white vertices (where vy is black), one can classically associate a plane map M
to G, called the diagonal-map of G, where the vertices of M are the black vertices of G, and
there is one edge of M for each inner face f of G, which connects the two diagonally opposed
black vertices around f. The obtained map is actually a suspended map, that is, a map with
3 distinguished vertices (v1,vs, vs) incident to the outer face, whose marking is indicated by a
dangling half-edge incident to the outer face; the dangling half-edges at v1,vs, vs are colored
blue, red, and green respectively. Let M > be the map obtained from M by joining the dangling
half-edges to an additional vertex v, in the outer face. The map M is called quasi-3-connected
(case considered by Felsner) if M is 3-connected, which is equivalent to the fact that G is
6-adapted and has at least one inner edge incident to each of vi,vs3,vs. Since each edge of G
corresponds to a corner of M, a Felsner edge-coloring is equivalent (see the top-right part of
Figure to a coloring of the corners of M in red, blue or green such that:

(C0’) For each color ¢ € {red, blue, green}, the corners of label ¢ in the outer face are those
in the interval delimited by the dangling half-edges of the two other colors; and all
inner corners incident to the distinguished outer vertex carrying the dangling half-edge
of color ¢ have color c.

(C1’) Around every non-distinguished vertex and every inner face, the incident corners in
clockwise order form 3 non-empty groups: red corners, green corners, and blue corners.

These are exactly the Schnyder colorings of corners defined by Felsner in [20], or equivalently
the azxial orthogonal colorings defined by Miller in [38]. Felsner also shows that such a coloring
yields 3 spanning trees of M (thus giving an extension of Schnyder woods to 3-connected plane
maps). The red (resp. blue, green) tree is rooted at vs (resp. vi, vs), with the parent edge
of each non-root vertex of M being the unique incident edge marking the separation between
the groups of green/blue edges (resp. of red/green edges, of blue/red edges). These trees are
represented in the bottom-right part of Figure 27]

As we now explain, one can associate some plane bipolar orientations to a Felsner edge-
coloring, in a way that is similar to the case of transversal structures treated in Section [6.2
For a quadrangulation of the hexagon G endowed with a Felsner edge-coloring, we define the
red-blue bipolar orientation as the oriented map obtained by deleting the green edges, orienting
the red edges from white to black, orienting the blue edges from black to white, and orienting
the 6 outer edges in the flow-direction from vg to vs. Similarly, the green-red (resp. blue-green)
bipolar orientation is obtained by erasing the blue (resp. red) edges, orienting the red (resp.
green) edges from black to white, orienting the green (resp. blue) edges from white to black,
and orienting the outer edges in the flow-direction from vy to vs (resp. wvg to v1), see the
bottom-left part of Figure 27]

Remark 7.13. The three bipolar orientations defined above are also natural in the context of
orthogonal surface representations (which are specific 3D representations) associated with the
Felsner structures [38] 20, 29]. Then the faces of the red-blue (resp. green-red, blue-green)
bipolar orientation correspond to the flats of the orthogonal surface in the direction orthogonal
to the y-axis (resp. z-axis, z-axis), and the dual bipolar orientation indicates order constraints
on the y-coordinates (resp. z-coordinates, z-coordinates) of those flats so as to have a valid rigid
orthogonal surface representation of the Felsner structure. The red-blue bipolar orientation has
also been recently used to obtain enumerative results on Felsner structures [31].

We now discuss the link with bipartite grand-Schnyder structures. First note that quadran-
gulations of the hexagon are edge-tight in the sense of Section 5] As illustrated in Figure 28]
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FIGURE 28. On the left, a 3-BGS arc labeling on a quadrangulation of the
hexagon. On the right, the corresponding Felsner edge-coloring (upon coloring
blue/green/red the outer edges (v;,v;y1) for ¢ = 1/2/3 modulo 3). The two
bottom rows show the local conditions at inner vertices and inner faces (of 6
possible types) when superimposing both structures. The top row shows the
associated 3-BGS angular orientation.

for G a quadrangulation of the hexagon, there is a direct bijection between the Felsner edge-
colorings of G and the 3-BGS structures of G. Let AL be a 6-GS arc labeling of G. It
corresponds to a 3-BGS corner labeling if and only if the inner arcs with black (resp. white)
initial vertex have odd (resp. even) labels. We call such an arc labeling a 3-BGS arc labeling
of G. Condition (AL2) and the parity property imply that in a 3-BGS arc labeling AL, around
any black (resp. white) inner vertex there are 3 non-empty groups of outgoing arcs of label 1,3,5
(resp. 2,4,6). Hence, to a 3-BGS arc labeling AL, one can associate a Felsner edge-coloring
n(AL) by coloring blue (resp. green, red) the inner edges with arc labels {1,4} (resp. {2,5},
{3,6}). Conversely, to a Felsner edge-coloring F of G, one associates a 3-BGS arc labeling
7(F) by giving the label 1 (resp. 3,5) to the arcs of color blue (resp. red, green) with black
initial vertex, and the label 2 (resp. 4,6) to the arcs of color green (resp. blue, red) with white
initial vertex. It is clear that n and 7 are inverse mappings, hence bijections, between the set
of 3-BGS arc labelings and the set of Felsner edge-colorings of G.

Note that the red-blue (resp. green-red, blue-green) bipolar orientation of the Felsner edge-
coloring n(AL) is exactly the plane bipolar orientation Bs (resp. Bj, Bs) associated to the
3-BGS arc labeling AL by the mapping 5 (see Section . Hence, according to Remark
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the even grand-Schnyder wood W = (W7, Wa, W3, Wy, Wi, W) associated to AL can be easily
obtained from these bipolar orientations. Precisely, up to changing the tree-root of W; from v;
to v;_g for all 4, the tree W5 (resp. Wa) is the leftmost outgoing tree (resp. rightmost ingoing
tree) of the red-blue bipolar orientation, the tree Wy (resp. Wy) is the leftmost outgoing tree
(resp. rightmost ingoing tree) of the green-red bipolar orientation, and the tree W3 (resp. W)
is the leftmost outgoing tree (resp. rightmost ingoing tree) of the blue-green bipolar orientation.
This correspondence is represented in Figure (Note that the trees Wy, ..., Ws of the grand-
Schnyder wood are closely related to the three bipolar orientations rather than to the three
spanning trees of the Felsner wood.)

Let us finally consider the angular orientations incarnation. In [2I] Felsner shows that
(when G has at least one inner edge incident to each of vy, vs,v5) his corner labelings of M
correspond to orientations of the star edges of G (these edges are those of the superimpo-
sition of M with its dual, upon considering that there are 3 outer faces separated by the
dangling half-edges) such that vy, v3, v5 have outdegree 2, va,v4,v6 have outdegree 0, all in-
ner vertices of G have outdegree 3, and the star vertices have outdegree 1. Letting s; be
the star vertex in the inner face containing the outer edge (v;_1,v;), these orientations of G
defined in [21I] coincide with the 3-BGS angular orientations of G, upon returning the edges
(va, 82), (v1, $2), (4, 84), (v3, 84), (s, S6), (U5, S6). Moreover, as shown in the top-part of Fig-
ure the correspondence in [2I] commutes with our correspondence I' between 3-BGS arc
labelings and 3-BGS angular orientations.

8. LATTICE STRUCTURE

In this section we show that the set of grand-Schnyder structures on a fixed d-adapted map
has the structure of a distributive lattice, and that the covering relations (flip/flop operations)
have a simple characterization. Possible applications are efficient algorithms for the exhaus-
tive generation and uniform random generation of d-GS structures on a fixed d-adapted map
(as explained in Remark . For instance, the exhaustive generation of transversal struc-
tures (equivalently, 4-GS structures for triangulations of the square), was used in [I8] for the
construction of certain rectangular tilings with prescribed tile areas.

For bipartite d-adapted maps, the class of bipartite-grand-Schnyder structures also has a
distributive lattice structure, and the results are similar.

8.1. Lattice structure for orientations with prescribed weights. In this subsection we
recall some definitions and results from [26] which underlie the lattice results for grand-Schnyder
structures. Let M be a plane map, let V be its vertex-set, and let be F its edge-set. Let
a:V = Nand 5: E — N be functions. An «/S-orientation of M is a weighted orientation of
M such that every vertex v € V has outgoing weight «(v), and every edge e € E has weight
B(e). The pair (a, f) is called feasible if M admits at least one «/f-orientation. In that case,
letting X be the set of a/f-orientations of M, it follows from [26, Theo.6] (via duality, as
explained in [B] Lem.14]) that X carries the structure of a distributive lattice, which we now
describe.

Recall that a positive cycle in a weighted orientation is a cycle such that each arc of the
cycle has positive weight. The push of a positive cycle is the operation of decreasing by 1 the
weights of the arcs of the cycle, and increasing by 1 the weights of their opposite arcs. Any
a/ B-orientation can be obtained from another by a sequence of push. Moreover, the set X of
a/ B-orientations can be endowed with a lattice order < defined as follows: for two orientations
Xy, Xy in X, we have X7 =< A if and only if X5 can be obtained from A; by a sequence of
push-operations at counterclockwise cycles. The minimal (resp. maximal) element Xy, (resp.
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Xmax) in the lattice is the unique «/S-orientation with no clockwise positive cycle (resp. no
counterclockwise positive cycle).

A flip (resp. flop) is a push corresponding to a covering downward (resp. upward) relation
in X. In other words, a flip (resp. flop) is a push on a clockwise (resp. counterclockwise)
positive cycle, which cannot be realized by a sequence of several pushes on clockwise (resp.
counterclockwise) positive cycles. Let C' be a simple cycle of M. A chordal path for C in
a weighted orientation is a positive path staying strictly inside C' and such that its initial
and terminal vertex are distinct and both on C'. We call a simple cycle of M essential if it
has no chordal path in an «/B-orientation (the existence of a chordal path does not depend
on the «a/f-orientation considered since it is preserved by a cycle push). It is not hard to
see that the flip/flop operations are exactly the pushes on essential cycles. Indeed a push
on a clockwise (resp. counterclockwise) non-essential cycle can be performed by a sequence
of 2 pushes on simple clockwise (resp. counterclockwise) cycles, while a push on a clockwise
(resp. counterclockwise) essential cycle cannot be performed by a sequence of several pushes
on clockwise (resp. counterclockwise) simple cyclesﬂ

The distributive lattice property is established by associating to each element X € X a
“potential-vector” (see [21, Sec.2.3] and [26], Sec.3]), which is an integer vector indicating for
each essential cycle C' how many times C' is pushed in any sequence of flops from X, to X; it
can be shown that the constraints to be satisfied by such vectors are stable under componentwise
min and componentwise max, and this defines the join and meet operation in the lattice X.

Let us finally mention an easy extension to the context of «/f-orientations of plane maps
with frozen edges, that is, with a subset of edges whose arc-weights are fixed. In that context,
the set of a/B-orientations (respecting the frozen edges conditions) is also a distributive lattice
(one can argue by turning to 0 the weights of arcs on frozen edges, and updating the functions
a and 8 accordingly), with the push operations restricted to positive cycles having no frozen
edge. The minimal (resp. maximal) element in the lattice is the unique «/B-orientation such
that all the positive clockwise (resp. counterclockwise) cycles have at least one frozen edge.
Essential cycles correspond to cycles C such that any chordal path of C' has at least one frozen
edge.

8.2. Lattice for grand-Schnyder structures. Let G be a d-adapted map, and let GT be
its angular map. Let Vg+ and Eg+ be the vertex-set and edge-set of G*. For i € [d], let s; be
the star vertex for the inner face of G which is incident to the outer edge (v;—1,v;), and let d;
be its degree. Let o : Vg+ — N be the function such that:

o for all i € [d], a(v;) =d — &,

e for v an inner vertex of G, a(v) = d,

o for v a star vertex of degree k, a(v) =d — k.
Let 8 : Eg+ — N be the function such that:

e for e an outer edge, 5(e) =0,

e for e a star edge incident to a star vertex of degree k, 5(e) = d — k,

e for e an original inner edge of G whose incident faces in G have degrees k, k', f(e) =

kE+k —d—2.

Declare the frozen edges of G as all the edges incident to outer vertices, where for all i € [d]
the arc from v; to s; has weight d —§; (and the opposite arc has weight 0) and all the other arcs
out of v; have weight 0 (and the opposite arcs have the weight required by ). Then it follows
from Definition and Remark that the d-GS angular orientations of G* are exactly the
o/ f-orientations with these frozen edges.

4We mention that the definition of essential cycles in [21] is slightly incorrect: it forbids chordal paths starting
and ending at the same vertex of C, which is too restrictive.
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Thus, by the framework recalled in Section the set Ag of d-GS angular orientations of
a d-adapted map G carries the structure of a distributive lattice, where the order < on Ag is
defined by declaring A <X A’ if A’ can be obtained from A by a sequence of push-operations
at counterclockwise cycles not incident to outer vertices. Our aim is now to characterize the
covering relation for this lattice, that is, to characterize the flip and flop operations.

Let G be a d-map. A simple cycle C of G is called compatible if it is simple, does not visit
star-vertices of degree d, and for every original edge e belonging to C' the star vertex incident
to the inner face of G incident to e and lying inside C has degree d. For a cycle C of GT, the
enclosing cycle C of C is the cycle of original edges (possibly not forming a simple cycle, but
with simply connected interior) “just outside” of C, that is, C visits the original edges visited
by C, and for each star vertex v on C, C passes by the original edges that are opposite to v on
the contours of the triangular faces incident to u in the exterior of C, as shown in Figure
Note that the cycle C of G cannot be the boundary of a face of G of degree less than d, hence
it has length at least d. The length of C is called the enclosing length of C.

7.\
Ll
&

rdnz
JEE
FIGURE 29. Left: a compatible cycle C' (shown in bold lines) on the angular

map of a 5-map. Right: the same angular map, where the enclosing cycle C
of C' is shown in bold.

Our main result is the following.

Theorem 8.1. For every d-adapted map G, the set of d-GS angular orientations on G has the
structure of a distributive lattice by the framework recalled in Section . A flip (resp. flop)
for this lattice consists in pushing a clockwise (resp. counterclockwise) cycle not incident to
outer vertices which is either

(i) the contour of an inner face of G, or
(i) a compatible cycle of enclosing length d.

We will prove Theorem [8.1] in Section

Remark 8.2. Via the bijective correspondences of Section {4} the other incarnations of d-GS
structures of G inherit an isomorphic lattice structure.

We first describe the covering relations in the corner labeling incarnation (see Figure. For
a d-cycle C of G, a special corner for C is a corner c¢ of G inside C' incident to a vertex v € C,
in a face of G of degree smaller than d, and such that the edge of G preceding ¢ in clockwise
order around v is on C. It is easy to check that, via the bijections, a flip (resp. flop) operation
consists in either (i) decreasing (resp. increasing) by 1 modulo d the label of a single corner,
or (ii) decreasing (resp. increasing) by 1 modulo d the labels inside a d-cycle C' of G except
for the special corners of C' whose labels are left unchanged. These operations correspond to a
push on an essential cycle of type (i) or of type (ii) respectively in Theorem and they are
only allowed if the resulting corner labeling is a valid d-GS labeling.



GRAND SCHNYDER WOODS 43

We now describe the covering relations in terms of arc labelings, in the case where G is
edge-tight. Note that when G is edge-tight all the essential cycles are of type (ii) since original
edges have weight 0 in d-GS angular orientations. In the incarnation as d-GS arc labelings, a
flip (resp. flop) consists in decreasing (resp. increasing) by 1 modulo d all the arc labels inside
a d-cycle C of G (of course, such an operation is only allowed if the the resulting arc labeling
is a valid d-GS arc labeling).

(Y U3 (% U3 (Y U3
(i) (if)

V1 I [ U1 I (2 U1 I Vg
Vo V3 V2 V3 Vo U3
2 2 33 5 2 33 5 2 33
1 4 1 4 1 4
33 2 33 2 3 2

2N1 4 3 N1 4.3 3 3 3
3 o) X1 3 5 X1
441 4 411 4
=4 4 1
421 3241 421 3241 42 3241
3 3 3
1 ] 44 1 ] 44 1 { 44
U1 Uy U1 Uy U1 Uy

F1GURE 30. The top row shows three 4-GS angular orientations. The left
(resp. right) one is obtained from the middle one by pushing an essential
clockwise cycle of type (i) (resp. pushing an essential counterclockwise cycle of
type (ii)), where the edges of the pushed cycle are shown bolder. The bottom
row shows the effect of the push operations on the associated 4-GS labelings,
where the modified corner labels are colored.

Remark 8.3. It can be shown that, for a d-adapted map G, the compatible cycles of G of
enclosing length d (corresponding to the flip/flop operations of type (ii) in Theorem are in
1-to-1 correspondence with the simple cycles of G of length d. This is based on the following
observations.

e Any compatible cycle C' of G has the following property (x): for any face f of G of
degree smaller than d inside C and sharing at least one edge with C, the set of edges
shared by f and C forms a path Py (which is not a cycle). See Figure

e A compatible cycle C is uniquely determined by its enclosing cycle C. Indeed, C can be
recovered from C' by the following procedure: for each face f of degree smaller than d
inside C and sharing at least one edge with C’, replace the path Py by the path of
length 2 connecting the two extremities of Py via the star vertex vy.
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e Any simple cycle C of G satisfying Property (x) is the enclosing cycle of a (unique)
compatible cycle of G*. Indeed, the procedure described above produces a compatible
cycle C of GT, whose enclosing cycle is C.
It is easy to see, from the d-adaptiveness of G, that any simple cycle C' of G of length d
satisfies Property (x). Hence, simple cycles of G of length d are in 1-to-1 correspondence with
compatible cycles of GT of enclosing length d.

Remark 8.4. Theorem[8:I]can be used to define an algorithm for the uniform random generation
in the set Ag of d-GS angular orientations on a fixed d-adapted map G. The algorithm is
based on a Markov chain with a stopping time defined using the “coupling from the past”
method [42]. Let us first describe the Markov chain dynamics (expressed in [24, Sec.2.1] for
outdegree-constrained orientations), that is, how the next element A’ is randomly chosen from
the current element A € Ag. Given the pre-computed list L(G) of essential cycles of G (the
cycles characterized in Theorem , we draw a random element C' € L(G) and a random sign
oe€{—,+}. Ifo=— (resp. 0=+), and if C forms a clockwise (resp. counterclockwise) cycle,
then A’ is obtained from A by a flip (resp. flop) at C; otherwise A’ = A. This yields a symmetric
irreducible Markov chain, whose unique stationary distribution is the uniform one on Ag. An
important remark is that, once C, o chosen, the action A — A’ can be formulated as the action
of a function ®c, : Ag — A (one function for each element of L(G) x {—,+}) that is
monotone with respect to the lattice order (the monotonicity follows from the above mentioned
encoding by potential-vectors). Therefore, the coupling from the past method from [42], Sec.2.2]
can be applied to generate an element of A uniformly at random. The precomputation of L(G)
can be done in polynomial time by the above results, and the computation of the minimal and
maximal elements of Ag (needed for the coupling from the past) can also be done in polynomial
time (using Theorem [4.1]and results from [36, Section 3]). However, as shown in [39] in the case
of Schnyder woods, it may happen that the coupling time is exponential for certain maps G.

8.3. Lattice for bipartite grand-Schnyder structures. The set of b-BGS structures of a
fixed bipartite 2b-adapted map G can also be given a lattice structure, and the results are very
similar. First note that b-BGS angular orientations correspond to some a/S-orientations of G
with frozen edges defined as follows. Let s; (for ¢ € [20]) be the star-vertex for the inner face
of G incident to (v;—1,v;), and let J; be the half-degree of s; (that is, 26; is the degree of s;).
Let : VTt = Nand f: VT = N be defined as follows:

for all i € [20], a(v;) =b—d;,

for v an inner original vertex, a(v) = b,

for v a star vertex of degree 2k, a(v) = b — k,

for e an outer edge, (e) =0,

for e a star edge incident to a star vertex of degree 2k, S(e) = b — k,

for e an original inner edge of G, with k, k" the half-degrees of the inner faces of G
incident to e, B(e) =k + Kk —b—1.

Moreover, we declare the frozen edges to be all the edges incident to outer vertices, where for
all i € [d] the arc from v; to s; has weight b — §; (and the opposite arc has weight 0) and all
the other arcs out of v; have weight 0 (and the opposite arcs have the weight required by j3).
It follows from Definition and Remark that the b-BGS angular orientations of G are
exactly these «/B-orientations with frozen edges.

Theorem 8.5. For every bipartite 2b-adapted map G, the set of b-BGS angular orientations on
G has the structure of a distributive lattice. The upward (resp. downward) covering relations
consist in pushing a counterclockwise (resp. clockwise) simple cycle not incident to the outer
vertices which is either
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(i) the contour of an inner face of GT, or
(i) a compatible cycle of enclosing length 20b.

The proof of Theorem [8.5] will be given in Section [8-5

Remark 8.6. As in Remark the other incarnations of -BGS structures of G inherit the
lattice structure via the bijections. In the corner labeling incarnation, a flip consists in either
(i) decreasing by 2 modulo d = 2b the label of a single corner, or (ii) decreasing by 2 modulo d
all the labels inside a simple d-cycle C of G except for the labels of the special corners which are
left unchanged (and such an operation is allowed only if the resulting corner labeling is a >-BGS
labeling). When G is edge-tight (which by Lemma can only occur if G is a quadrangulation
of the hexagon or a map obtained from 2b-angulation by opening some edges into 2-gons), only
flips of type (ii) are ever valid. We call b-BGS arc labeling a 2b-GS arc labeling of G whose
arcs starting from black (resp. white) vertices have odd (resp. even) label. In the incarnation
as b-BGS arc labelings, a flip consists in decreasing by 2 modulo 2b the arc labels inside a
2b-cycle C of G (and such an operation is allowed only if the resulting arc labeling is a valid
arc labeling).

8.4. Recovering known lattices of orientations. As we now explain, Theorem pro-
vides a common generalization of the lattice structures already already known for Schnyder
decompositions of d-angulations [5] and for transversal structures [30]. Similarly, in the bipar-
tite setting, Theorem provides a common generalization of the lattice structure for even
Schnyder decompositions of bipartite 2b-angulations [0] and the lattice structure for Felsner
woods [21].

Lattice structure for Schnyder decompositions of d-angulations. Recall from Sec-
tion that d-GS angular orientations of a d-angulation G coincide with the Schnyder de-
compositions G as defined in [5]. Via this correspondence, the lattice structure defined in
Theorem coincides with the lattice structure defined in [5] on Schnyder decompositions of
G. In the particular case d = 3, we recover the classical lattice structure defined on the set of
Schnyder woods of a triangulation. Let us now fix a d-angulation GG and consider the character-
ization of flips given by Theorem [B.I] The compatible cycles of G are the simple cycles of the
original map G. Hence, by Theorem the essential cycles are simple cycles of G of length d
(essential cycle of type (i) cannot occur for essential cycles, since star edges have weight 0). In
terms of d-GS labelings, a flip (resp. flop) operation consists in decreasing (resp. increasing)
by 1 modulo d the labels of corners inside a d-cycle (note that there is no special corner, of
unchanged label, inside the d-cycle, since all faces have degree d). We thus recover the lattice
structure properties of [B, Sec.3.3].

Lattice structure for even Schnyder decompositions of 2b-angulations. As before,
the lattice structure defined in [5] even Schnyder decompositions of a bipartite 2b-angulation
G coincides with the lattice structure on b-BGS structures given by Theorem (via the
identification given in Section . By Theorem the essential cycles are 2b-cycles of the
original map G, and in the corner labeling incarnation, a downward (resp. upward) covering
relation consists in decreasing (resp. increasing) by 2 modulo 2b the labels of corners inside a
given 2b-cycle. This recovers the flip descriptions from [5].

Lattice structure for transversal structures. Let us now examine the lattice obtained
when G is a triangulation of the square. Recall from Section that the 4-GS structures of
G are in bijection with the transversal structures of G. Via this correspondence, the lattice
structure defined in Theorem coincides with the lattice structure defined in [30] on the
transversal structure of G. Let us now consider the characterization of flips given by Theo-
rem [8.1] In the 4-GS angular orientation of G, the original edges have weight 0, hence only the
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FIGURE 31. Left: a flip/flop operation on a 5-GS corner labeling of a pentag-
ulation.Right: a flip/flop operation on a 3-BGS) corner labeling of a hexangu-

lation.
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FIGURE 32. Left: a flip/flop operation on a transversal structure, correspond-
ing to an alternating 4-cycle indicated in bold lines. Right: a flip/flop operation
on a Felsner edge-coloring, corresponding to an alternating 6-cycle indicated
in bold lines.

essential cycles of type (ii) can be positive. Hence the flip/flop operations correspond to pushing
a directed cycle (made of star edges) of enclosing length 4. In the incarnation as transversal
edge-partitions, the flip/flop operations also have a nice formulation, as illustrated in the left
part of Figure Given a transversal edge-partition of G, a 4-cycle C is called alternating if
the edges around C are red/blue/red/blue (such a cycle is the enclosing cycle of an essential
cycle in the associated GS angular orientation). For such a cycle C' and v € C, the left (resp.
right) edge of v is the edge on C just after (resp. just before) v in clockwise order around C.
It is shown in [30] that only two situations can occur for the color of the edges inside C' and
incident to C":

e either every edge e inside C' and incident to a vertex on C has the color of the right
edge of v, in which case C is called a right alternating 4-cycle (it is the enclosing cycle
of an essential clockwise cycle in the 4-GS angular orientation),

e or every edge e inside C' and incident to a vertex on C has the color of the left edge
of v, in which case C is called a left alternating 4-cycle (it is the enclosing cycle of an
essential counterclockwise cycle in the 4-GS angular orientation).

Then, a flip (resp. flop) operation consists in switching the colors of all the edges inside a
right (resp. left) alternating 4-cycle, turning it into a left (resp. right) one [30, Theo.2].
This is consistent with the formulation of the flip/flop operation on 4-GS arc labelings given in
Remark[8.2] and the correspondence between arc labelings and transversal structures illustrated

in Figure 23]
Lattice structure for Felsner woods. Let us lastly discuss the case where G is a quad-
rangulation of the hexagon. In the 3-BGS angular orientations of G, the original edges have
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weight 0, so that the positive cycles are made of star edges, and the essential ones are those
of enclosing length 6. We recover [2I, Lem.17] (precisely, the identity 2k = a 4+ 6 obtained in
its proof). In the incarnation of Felsner edge-colorings, we have a formulation of the covering
relations as for transversal edge-partitions, which is similar to the one given for transversal
structures. This covering relation is indicated in the right side of Figure In a Felsner
edge-coloring, we call a 6-cycle C alternating if the colors of edges in a clockwise traversal of
C' are red/blue/green/red/blue/green (these are the enclosing cycles of essential cycles in the
associated 3-BGS angular orientation). For such a cycle C' and a vertex v on C, the left (resp.
right) edge of v is the edge on C just after (resp. just before) v in a clockwise traversal of C.
Then two situations can occur:

e every edge e inside C' and incident to a vertex on C' has the color of the right edge
of v, in which case C'is called a right alternating 6-cycle (it is the enclosing cycle of an
essential clockwise cycle in the 3-BGS angular orientation),

e or every edge e inside C and incident to a vertex on C has the color of the left edge
of v, in which case C is called a left alternating 6-cycle (it is the enclosing cycle of an
essential counterclockwise cycle in the 3-BGS angular orientation).

A proof that only these two cases occur can be given along the same lines as in [30]: any
6-cycle C is the enclosing cycle of an essential compatible cycle, and these have inward degree
0 (see Lemma . Hence (through the bijection T' between 3-BGS arc labelings and angular
orientations of G1), at each vertex v € C the arcs inside C with initial vertex v all have the
same color. Moreover, the fact that C is left alternating (resp. right alternating) is equivalent
(under T') to the fact that the corresponding compatible cycle is directed, in counterclockwise
(resp. clockwise) direction.

Then, a flip operation turns a right alternating 6-cycle into a left one, by applying {red—blue,
blue—green, green—red} to the colors of the edges inside C; and conversely a flop oper-
ation turns a left alternating 6-cycle into a right one, by applying {red—green, blue—red,
green—blue} to the colors of the edges inside C'. Again, this is consistent with the formulation
of the flip/flop operation on arc labelings given in Remark and the correspondence from
these labelings to Felsner edge-colorings illustrated in Figure

8.5. Proof of Theorems and This subsection is devoted to the proof of Theorems
and Roughly speaking, we will show that essential cycles for d-GS orientations need to be
compatible and have “inward weight” 0.

Let C be a not necessarily simple cycle of G, whose interior is simply connected. The inward
weight of the cycle C, denoted by inweight(C), is the sum of the weights of the arcs strictly
inside C' with initial vertex on C.

Lemma 8.7. Let G be a d-map. Let A be a weighted orientation of the angular map GT
satisfying Conditions (A1) and (A2) of d-GS angular orientations. Let C be a not necessarily
simple cycle of G, which is the contour of a simply connected finite region. Then the inward
weight of C' is
inweight(C) = £(C) — d + Z(d —deg(fa)),
aeC

where £(C) is the length of C, the sum is over the arcs of C, and for an arc a of C the face
incident to a inside C' is denoted by f,.

Proof. We start by computing the total weight of the edges of G inside G. Let V, E, F be
the set of vertices, edges and faces of G strictly inside C. Each star edge € = (v, v) can be
associated to the original edge e that follows € in counterclockwise order around v. Conditions
(A1) and (A2) of d-GS angular orientations ensure that for each original edge e inside C, the
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total weight of e together with the two associated star edges is equal to d — 2. Hence, the
total weight of the edges of G inside C is (d — 2)|E| + Z(d — deg(fa)), where the second

acC
term gathers the contributions of star edges associated to edges on C. The total weight of the

vertices of G* inside C'is d|V| + 3 ;¢ p(d — deg(f)). Hence,
inweight(C) = (d = 2)|E| + Y _(d — deg(fa)) — d|V| = Y _(d — deg(f))

acC fer
The Euler relation gives |V| + |F| = |E| + 1, while the incidence relation between faces and
edges gives ) ;. deg(f) = 2|E| + £(C). Combining these relations proves the lemma. O

Next we prove an accessibility property for d-GS angular orientations.

Lemma 8.8. Let G be a d-adapted map endowed with a d-GS angular orientation. Then, for
any vertex v of G which is not a star vertex of degree d, there ewists a positive path in GT
starting at v and ending at an outer vertex.

Proof. It suffices to prove the property for the original vertices (because it then easily follow
for the star vertices). Let U be the set of vertices v of G for which there exists a positive path
in GT from v to an outer vertex. Let Gy be the submap of G made of U and the edges of G
with both endpoints in U (this is a connected submap containing the outer vertices and the
outer edges). Suppose for contradiction that there is a vertex v of G which is not in U. Then
consider the contour C' of the face of Gy containing v. By definition of Gy, there cannot be
any edge of G strictly inside C' with both endpoints on C. Consider the total weight w(C')
(resp. w(C)) of the arcs of G strictly inside C' and having their initial (resp. terminal) vertex
on C. We will prove @(C) > 0 and reach a contradiction. By Lemma

w(C) =length(C) —d+ Y (d — deg(fa)),
acC
where the sum is over the arcs of C and f, is the face of GG incident to a inside C. Let J be the
set of arcs of G strictly inside C' whose terminal vertex is on C, and let I C J be the subset
of those on original edges. For a € J, denote by e, the edge of Gt that contains a, and for
a € I denote by f! the face of G incident to a and on the left of a. We claim that

w(C)+w(C) =Y Blea) = > (d—deg(fa)) + Y _(deg(f;) —2).
acJ acC acl
To see that this identity holds, we pair each arc a € I with the star arc a’ € J preceding a in
clockwise order around the terminal vertex of a, and we observe B(e,) + B(eq) = (d—2) — (d —
deg(f7)) = deg(f.) — 2. The unpaired arcs in J are the star arcs o’ followed (in clockwise order
around the terminal vertex of ') by an arc a € C, and satisfy 8(eq) = d — deg(f,); so the sum
of B(eqr) over these unpaired arcs is ), .~ (d — deg(f,)). This proves the claimed identity, and
from it we obtain
@(C) = _(deg(f;) — 2) — length(C) + d.
acl

Moreover, length(C) <> ., €(f,), where £(f,) is the number of arcs on C' incident to f; (this
is an equality unless f, = f] for distinct arcs a,b € I). Since there is no edge inside C' with
both endpoints on C, we have £(f) < deg(f,) — 2 for all a € I, hence w(C) > d > 0. So there
exists an arc a = (s,u) of G with positive weight, such that s is strictly inside C' (hence not
in U) and u is on C' (hence in U). The vertex s cannot be a vertex of G (otherwise it would be
in U), hence it is a star vertex. However this implies that for every vertex w # u adjacent to s,
the arc (w, s) has positive weight, so that w € U. This implies that C' is the contour of the face



GRAND SCHNYDER WOODS 49

of GG corresponding to the star vertex s, which contradicts our assumption that the interior of
C contains a vertex v of G which is not in U. a

Remark 8.9. We say that a weighted orientation of a plane map is accessible if for every vertex v,
there exists a positive path from v to an outer vertex. Lemma [8.8|shows that any d-GS angular
orientation is accessible, upon deleting the star vertices of degree d and their incident edges.
This generalizes the accessibility properties known for d/(d — 2)-orientations [4, Theo.13] and
for the a-orientations associated to transversal structures [30, Lem.3].

We define a pseudo-compatible cycle as a not necessarily simple cycle C' of G whose interior is
simply connected, that does not visit star-vertices of degree d, and such that for every original
edge e belonging to C, the inner face of G incident to e and lying inside C' has its incident
star vertex of degree d. Clearly, pseudo-compatible cycles are a generalization of compatible
cycles (these are the simple pseudo-compatible cycles), and we will now extend the definition of
enclosing length to pseudo-compatible cycles; see Figure [33(a). Let C' be a pseudo-compatible
cycle, let Orig(C) be the set of arcs of C' belonging to original edges of G, and let Star(C)
be the set of arcs in C' whose terminal vertex is a star vertex. For a € Star(C), we consider
the terminal vertex s of a (which is a star vertex) and the next arc ' along C, and we define
{(a) := deg(s) — k, where k is the number of corners incident to s between a and a’ on the side
of the region included by C (if C is a clockwise contour, then ¢(a) is the number of corners
from @’ to a in clockwise order around s). We define the enclosing length of C' as

enclength(C) = |Orig(C)| + Z £(a).
a€Star(C)
Note that for a compatible cycle C, enclength(C) coincides with the length of the enclosing cycle
of C, and Figure a) provides a generalization of this interpretation for pseudo-compatible
cycles.

Lemma 8.10. Let G be a d-map endowed with a d-GS angular orientation. Let C be a pseudo-
compatible cycle of GT, and let £ be its enclosing length. Then the inward weight of C is equal
to £ —d.

Proof. Let us first prove the formula when C'is simple, that is, a compatible cycle. Let C be a
compatible cycle and let C be the enclosing cycle. Let V, E (resp. 1% E) be the sets of vertices
and edges of GT that are strictly inside the cycle C (resp. C). The inward weights of C' and C
are given by

inweight(C) = Z Ble) — Z a(v) and inweight(C Z Ble Z v).

ecE veV eck veV

Let F be the set of faces of Q , of degree smaller than d, which are inside C' and have at least one
edge on C (i.e., are inside C but not inside C). For f € F, let £(f) be the number of arcs on C'
that are on the contour of f. It is easy to see that 3 s\ p B(€) = 22 e p(€(f) +1)(d—deg(f)),

and >° py a(v) = X e p(d — deg(f)). Hence, inweight(C) — inweight(C) = > rert()(d
deg(f)), and
inweight(C) = inweight(C') — Z(d —deg(fa)),
acC

where the sum is over the arcs of C' and fa is the face of GG incident to a inside C. Using the
expression for inweight(C') provided by Lemma gives inweight(C) = £ — d as claimed.

Let us now prove the formula for a pseudo-compatible cycle C' which is not simple. The
idea of the proof is represented in Figure [33|b). Upon duplicating part of the angular map G,
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u

(©)

FIGURE 33. (a) A pseudo-compatible C' in a map G enclosing a simply con-
nected region R. The star vertices on C' are indicated (by squares) together
with the contour of the face of G corresponding to these star vertices (repre-
sented as circles). For an arc a in Star(C'), the quantity ¢(a) represents the
length of a portion of the contour of the face of G corresponding to the star
vertex. Putting together these partial face contours and the arcs in Orig(C)
gives a cycle C of G of length enclength(C). (b) Duplicating part of the ori-

ented map G, one can get a compatible cycle C’ and its enclosing cycle o (in
an angular map which is not GT) such that the interior of C” is the same as the

interior of C'; and the interior of &' satisfies the conditions of d-GS orientations
(in terms of weights of vertices and edges). (c) Notation for the proof of The-
orem [3. 1]

it is possible to obtain a simple cycle Cl, the interior of which is the angular map of a map
M’ with outer face ¢’ endowed with a weighted orientation with the same edges and vertex
weight as a d-GS orientation, and such that ¢ is the enclosing cycle of a compatible cycle
C’, such that enclength(C) = enclength(C’) (which is the length of C‘l) and inweight(C) =
inweight(C") (because the weighted orientations in the inner regions of C' and C’ are identical).
Hence applying the above reasoning on the compatible cycle C’ gives the result for the pseudo-
compatible cycle C. (]

We can now complete the proof of Theorem [8.1

Proof of Theorem[8.1 Let G be a d-map endowed with a d-GS angular orientation. A flip/flop
operation in the lattice of d-GS angular orientations of G correspond to pushing a positive
simple cycle which is not incident to the outer vertices, and is essential. Let C' be a positive
simple cycle not incident to the outer vertices, which is essential, and is not the contour of an
inner face of GT. We want to show that C' is a compatible cycle of enclosing length d.

Suppose for contradiction that C' is not compatible. Since C'is not compatible, it has at least
one original edge e = {u, v} whose incident face f inside C has degree less than d. Consider the
star edges €; = {vy,u} and eo = {vf,v} joining u, v to the star vertex vy. The weights of €1, €2
in angular orientations are w(e;) = w(e2) = w(vy) = d —deg(f) > 0. Hence either (a) both arcs
a1 = (u,vy) and ag = (v,vy) have positive weights, or (b) a1,—as form a positive path from u
to v, or (¢) as, —ay form a positive path from v to w. Since C' is essential (and not reduced to
e,€1,€), cases (b) and (c) are excluded. Hence, we are in case (a). By Lemma [8.8] there exists
a positive path P from vy to one of the vertices on C'. Concatenating either a; or as with P
gives a chordal path for C, which is a contradiction.

Thus, C is a compatible cycle, and it remains to prove that it has enclosing length d. Suppose
for contradiction that the enclosing length is greater than d. Then the inward weight of C' is
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positive by Lemma Let a = (u,v) be an arc inside C' with positive weight, having initial
vertex u on C. Let U be the set of vertices on C or inside C that can be reached from u
by a positive path of arcs strictly inside C. The situation is represented in Figure [33(c). By
assumption C is essential, so u is the only vertex from U on C. Let Gy be the submap of GT
made of the vertices and edges on C, together with the vertices in U and the edges with both
ends in U. The submap Gy is connected. Let f be the inner face f of Gy incident to the edges
of C, and let C’ be the clockwise contour of f. We claim that C’ is a pseudo-compatible cycle of
G*. Indeed, otherwise there would a face f’ € G of degree smaller than d within f and sharing
at least one edge {p, ¢} with C’\C. But then at least one of the arcs (p,vy) or (¢,vy) would
have positive weight, so vy would be in U (since p and ¢ are in U), a contradiction. Hence,
('’ is a pseudo-compatible cycle of G*. Moreover, inweight(C’) < inweight(C) (since any arc
inside f having initial vertex in U has weight 0) and enclength(C) < enclength(C”). However
these inequalities are incompatible with Lemma [8.10) which gives a contradiction.

We have thus proved that any non-facial essential cycle of GT has to be a compatible cycle
of enclosing length d. Conversely, by Lemma [8.10, any compatible cycle of enclosing length d
has inward weight 0, hence is essential. ]

Proof of Theorem[8.5. The proof of Theorem is almost identical to that of Theorem
The inward weight results of Lemma [8.10| can be used to give an analogue for 5-BGS angular
orientations since such orientations are obtained by halving the weights of even 2b-GS orien-
tations. Then, the characterization of the essential cycles involved in flips/flops use the same
arguments as for d-GS angular orientations. |

9. DUAL GRAND-SCHNYDER STRUCTURES

In this section, we study the structures obtained by taking the “dual” of grand-Schnyder
structures, and of their bipartite analogs. In the forthcoming article [7], we will use the dual
of 4-grand-Schnyder woods to design some graph-drawing algorithms.

Recall that the dual G* of a plane map G is obtained as follows:

e we draw a vertex vy of G* inside every face f of G and call vy the dual vertex of f,
e and we draw an edge e* of G* connecting vy and v, across each edge e separating the
faces f and g of G, and call e* the dual edge of the primal edge e.
The dual vertex of the outer face of G is called the root-vertex of G* and is denoted by v*.
Under this construction, the degree of the vertex vy is equal to the degree of the face f. The
dual of a corner is also well-defined: it is the corner of G* that faces the original corner of G.

If G is a d-map, then we call its dual G* a dual d-map. More concretely, a dual d-map
is a vertex-rooted plane map whose vertices have degree at most d and whose root-vertex has
degree d and is incident to d distinct faces. In this case, the edges e7, ..., e in counterclockwise
order around v* are called root-edges, where e is the dual edge of {v;, v;4+1}. The faces ff,..., f}
in counterclockwise order around v* are called root-faces, where f;* is dual to v;.

We call a dual d-map G* dual d-adapted if every cut that does not separate a single vertex
has size at least d. Note that this is exactly the dual notion of d-adaptedness, hence a dual
d-map G* is dual d-adapted if and on if its primal map G is d-adapted.

9.1. Dual of grand-Schnyder structures.

We give two incarnations for the “dual” of d-GS structures, one in terms of corner labeling
and the other as a tuple of trees. These two incarnations are represented in Figure They
are closely related to the corner labeling and wood incarnations of GS structures of the primal
map.

Definition 9.1. Let G be a d-map. A dual d-grand-Schnyder corner labeling, or dual d-GS
labeling, of G* is an assignment to each corner of G* of a label in [d] satisfying:
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(a) Primal and dual labelings (b) Dual wood

F1GURE 34. Wood and labeling of a dual 4-GS structure.

(LO") The corners incident to the root-face fi have label i.

(L1") Around every non-root face or non-root vertex, the sum of clockwise jumps is d.

(L2") Consecutive corners around a vertex have distinct labels.

(L") Let a be an arc not incident to the root-vertex, and let v be its initial vertex. Then
the sum of the clockwise jump across a and the clockwise jump along a is at least

1+ d— deg(v).
n—*é—@—n v n—+—é€—|:|
J J—k
> jump =d 54 €>d—deg(v) + 1
(L17) (L29) (L3%)

F1cURE 35. Conditions defining dual d-GS labelings.

The conditions defining dual d-GS labelings are represented in Figure As indicated in
Figure a), there is a simple bijection between the d-GS labelings of G and the dual d-GS
labelings of G*. Consider the following operation: given a corner labeling £ of G, we first
complement £ by labeling the outer corner at v; by 4, and then give every corner of G* the
label of its dual corner. We denote this operation by A. It is easy to see that the Conditions
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(LO") ~ (L3") are just translations of the Conditions (L0) ~ (L3) of d-GS labelings via A.
Hence Theorem [£.1] gives:

Proposition 9.2. Let G be a d-map. The mapping A is a bijection between the set of d-GS
labelings of G and the set of dual d-GS labelings of G*. Hence G* admits a dual d-GS labeling
if and only if G* is dual d-adapted, and in this case a dual d-GS labeling can be computed in
linear time in the number of vertices of G*.

Now we present the incarnation of dual GS structures as a tuple of subsets of arcs (W7, ..., W}).
We will see in Proposition that a dual GS wood is also a tuple of spanning trees of the dual
map, though this is not explicitly stated in the definition. As before, we interpret the tuple
(Wi,...,W}) in terms of colorings, and say that an arc a of G* has a color ¢ if this arc is in
Wi

Definition 9.3. Let G be a d-map. A dual d-grand-Schnyder wood, or dual d-GS wood of G*

is a tuple W* = (W, ..., W3) of subsets of arcs of G* satisfying:

(W0") For each i € [d], every non-root vertex v has exactly one outgoing arc with color i. The
arc of e} with initial vertex v* has no color, and its opposite arc has only color i.

(W1") Buvery arc whose initial vertex is not v* has at least one color. Let v be a non-root
verter with outgoing arcs ai, ...,aq with colors 1,...,d, respectively. The arcs aq,...,aq
appear in clockwise order around v (with the situation a; = a;+1 allowed).

(W2") Let a be an arc with initial vertez v # v* and let § be the number of colors of a. If a
has color i, then the colors of the opposite arc —a form a subset of [i +1+m : i[, where
m = max(0,1 + d — deg(v) — 9).

A dual d-GS wood is represented in Figure [34[b).

Remark 9.4. Condition (W2") of dual d-GS woods can be interpreted as a “crossing condition”
for the trees (W7, ..., Wj). Precisely, let a be an arc in W;* with terminal vertex v # v*, and
let ay, ...,aq be the arcs in W7, ..., W with initial vertex v. Then (W2*) states that a appears
strictly between a;4,, and a;, in clockwise order around v, where m = max(0, 1+d —deg(v) —9)

and ¢ is the number of colors of a (when m = 0 this simply means a # —a;).

In the definition of dual d-GS woods the arcs with initial vertex v* are quite special. We
will call outside arcs the arcs with initial vertex v*, and inside arcs all the other arcs.

We now define a mapping ©* between the dual d-GS labelings and dual d-GS woods that
is very similar to the mapping © defined in Section given a dual d-GS labeling £*, let
O*(L*) = (WY, ..., W}) be the tuple such that each arc whose initial vertex is not v* has the
color set [i : j[, where ¢ and j are the labels of the corners that are respectively on its left and
on its right, at its initial vertex. We do not assign colors to outside arcs.

Proposition 9.5. The mapping ©* is a bijection between the dual d-GS labelings of G* and
the dual d-GS woods of G*.

Proof. Let L* be a dual d-GS labeling on G*. First we show that ©*(£*) is indeed a dual d-GS
wood. The properties (W0") and (W1") are clear from (L0") ~ (L2") plus the convention that
©* uses about outside arcs.

It remains to verify (W2"). Observe that if a incident to the root-verted, then (W2") holds
by construction, so we now assume that a is not incident to the root-vertex. Observe that the
sum of counterclockwise jumps around e is equal to d. This property follows from Lemma [3.3
via duality.

Let iy,42,143,14 be the labels in counterclockwise order around a as indicated in Figure [306]
The map ©* assigns to a the colors [iz : i3] and to —a the colors [i4 : 41[. The above observation
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implies that the intervals [ia : i3] and [ig : i1] are disjoint. Hence if a has color 4, then
[ig :i1[C [i 4+ 1 : i[. Moreover, if a has § colors, then (L3") implies that the label jump from iz
to iy is at least m = max(0, 1+ d — deg(v) — 0), 80 [i4 : 91[C [i + 1 +m : 4[. This completes the
proof that ©*(£*) has property (W2"), hence is a dual GS wood.

) 7
Nels g

)

FI1GURE 36. The labels around a non-root edge.

Now we show that ©* is a bijection. Injectivity is clear as it is easy to recover corner
labels after the assignment of colors: the corners incident to the root-face f all get label ¢
and the corners on the left and right side of an arc a with color set [p : ¢[ will have labels p
and ¢, respectively. To prove surjectivity, we consider a tuple W* = (W7, ..., W}) satisfying
Conditions (WO0"-W2"). We label the corners of G* according to the rule just mentioned, and
want to show that the result £* is a dual d-GS labeling. Note that Property (LO") holds
by construction, and that (L2") follows directly from the first statement of (W1"). Given the
discussion in the previous paragraph, it is also easy to see that (L3") is a consequence of (W2").

It remains to show that £* satisfies (Ll*). Let v, e, f be the number of vertices, edges and
faces of G*, respectively. Around a non-root vertex, the sum of clockwise jumps is d by the
second part of (W1"), while that of the root-vertex v* is d(d —1). The sum of counterclockwise
jumps around each root-edge is d by construction. Also, Condition (W0") implies that for a
non-root edge the color sets of the two arcs are disjoint consecutive subsets of [d], hence the
sum of counterclockwise jumps around each non-root edge is also d. Therefore the sum of
counterclockwise jumps around all edges is de, which is equal to the sum of clockwise jumps
around all faces and all vertices. Consequently, the sum of clockwise jumps around all faces is
equal tode —d(v—1)—d(d—1) =d(e —v+2—d) = d(f — d), where the last equality is from
FEuler’s relation. Note that f — d is exactly the total number of non-root faces. But since the
sum of clockwise jumps around each root-face is 0 and that of each non-root face has to be a
multiple of d, it is exactly d for each non-root face. Hence £* satisfy (L17). This completes the
proof that ©* is surjective, hence a bijection. O

The following theorem summarizes our results for dual d-GS structures.

Theorem 9.6. Let d > 3 and let G be a d-map. There exists a dual d-GS wood (resp. labeling)
for G* if and only if G* is dual d-adapted.
Moreover, for any fived d, there is an algorithm which takes as input a dual d-adapted map
and computes a dual d-GS wood (resp. labeling) in time linear in the number of vertices.
Lastly, the set L, of dual d-GS labelings of G*, the set Lg of d-GS labelings of G, the set
W¢ of dual d-GS woods of G*, and the set W¢ of d-GS woods of G are all in bijection.

In fact, we can give a more direct description of the bijection between the dual d-GS woods
of G* and the d-GS woods of G. This description shows that the dual d-GS woods is a tuple
of spanning trees of G*.

Recall the mapping A in Proposition between d-GS labelings of the primal map G and
dual d-GS labelings of the dual map G*. By the above results, the map y = ©* o Ao O~ ! :
W — WY is a bijection between the d-GS woods of G' and the dual d-GS woods of G*. The
local definition of these mappings around an inner edge e is indicated in Figure 37] Observe
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that, through x, the dual edge e* gets exactly the colors that the primal edge e does not have.
For outer edges/root-edges, the conventions were chosen so that the same property holds.

)

Colors [k : I[ Colors [I : 4|

Colors [i : j Colors [j : k[

F1GURE 37. The mappings ©,0* and A.

For i € [d], let us call support of W} the set of edges V_V;k of G bearing the arcs in W;. The
support W; of the primal GS tree W; is defined similarly. By the above observation W: is the
dual-complement of W, that is, Wr is the set of edges which are dual to edges not in W,. It
is well-known that the dual-complement of a spanning tree is also a spanning tree. Hence Wl*
is a spanning tree of G*, for all 4 € [d]. Moreover, by (WO0"), v* is the only vertex without an

outgoing arc in W*, so W is a tree oriented toward the root-vertex v*. To summarize:

Proposition 9.7. Let W = (W1,...,Wy) be a GS wood of G. Then x(W) = (W7,...,W}) is
formed in the following way: for each i € [d], the support W; of W} is the spanning tree of
G* that is the dual-complement of the support of W;: it contains edges of G* which are dual to
the edges of G not in W;. W*. Moreover, W} is obtained by orienting the tree W: toward the

3
root-vertex v* (every edge oriented from child to parent).

Before closing this subsection let us observe that Lemma for d-GS woods translates into
the following property:

Corollary 9.8. Let G be a d-map, and W* = (W7, ...,W}) be a dual d-GS wood of G*. The
total number of colors ne of a non-root edge e = {u,v} satisfies

2 < ne <2+ (d—deg(u)) + (d — deg(v)).
In particular, if G* is d-regular, then every non-root edge has exactly 2 colors.

9.2. Dual of bipartite grand-Schnyder structures.

In this subsection we investigate the bipartite case of dual GS structures. Let d = 2b be an
even integer, and let G be a bipartite 2b-map. Note that every vertex of the dual map G* has
even degree. As before we fix the bicoloring of the vertices of G in black and white in which
the outer vertex vy is black. The faces of the dual map G* are colored according to the colors
of their corresponding primal vertices.

Definition 9.9. Let G be a bipartite 2b-map. A dual b-BGS labeling of G* is a dual 2b-GS
labeling of G* such that the corners of black faces have odd labels, while the corners of white
faces have even labels.
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Note that dual b-BGS labelings are exactly the dual, via A, of b-BGS labelings defined in
Section [7} The parity condition is equivalent to requiring the label jump between consecutive
corners in clockwise order around a vertex to be odd, and the label jump between consecutive
corners in clockwise order around a face to be even.

Next we give the definition of dual bipartite GS woods. Under the bijection ©* between
dual GS labelings and dual GS woods, the dual 5-BGS labelings of G are in bijection with the
subclass of dual 2b-GS woods satisfying the following condition:

(t*) For an inside arc, if the face on its right is black (resp. white), then it has exactly one
more even (resp. odd) colors than odd (resp. even) colors.

Let us call this subclass the even dual 2b-GS woods. Although this is not obvious, there is
no loss of information in keeping only the information about even colors. In order to simplify
the statements and analysis, we now make the further assumption that G has no face of degree
2, or equivalently G* has no vertex of degree 2. Note that, under this asumption, no arc of G*
can have 2b — 1 colors, hence no arc can have all the even colors.

Definition 9.10. Let G be a bipartite 2b-map having no face of degree 2. A dual b-BGS wood
of G* is a tuple W™ = (W{*, ..., W[*) of subsets of arcs of G* satisfying:

(B WO*) For each i € [b], every non-root vertez v has exactly one outgoing arc with color i. For
all i € [b], the arc of the root-edge €3, going toward v* has only color i. The other arcs
of root-edges have no color.

(BW1") Every inside arc with a black face on its right is in at least one color. Let v be a
non-root vertex with outgoing arcs ai, ..., aj, with colors 1,...,b, respectively. The arcs
al, ..., ay appear in clockwise order around v.

(BW2") Let a be an inside arc with initial vertex v and let § be the number of colors of a.

If a has a black (resp. white) face on its right and has color i, then the colors of the
opposite arc —a form a subset of [i+14+m : i[, where m = max(0,14b—deg(v)/2— )
(resp. m = max(0,b — deg(v)/2 —§)).

If a has a white face on its right and has no color, but is between the outgoing arcs
of colors i and i+ 1 in clockwise order around v, then the colors of the opposite arc —a
form a subset of [i + 1+ m : i], where m = max(0,b — deg(v)/2).

Lemma 9.11. Let G be a bipartite 2b-map having no face of degree 2. For an even dual 2b-GS
wood (W', ..., W3,), we define AW, ..., W3,) = (W, ...,W3,). Then, A* is a bijection between
even dual 2b-GS woods and dual b-BGS woods.

Proof. First we show that for any even dual 20-GS wood W* = (W7, ..., W5;), the image
W = (Wi, .., W) = AWT, ..., W5) is a b-BGS wood. It is easy to check that W'* satisfies
(BWO0") and (BW1"). For (BW2"), there are three cases to check. Let us first consider an inside
arc a which has at least one even color 2i in W*. If a has a black face on its right, let 26 — 1
be the number of colors of a, where § > 1 is the number of even colors. By (W2"), the colors
of —a in W* form a sub-interval of [2i + 1+ k : 2i[, where k = max(0, 2 + 2b — deg(v) — 2§) and
v is the initial vertex of a. Hence the colors of —a in W'* form a sub-interval of [i + 1 +m : 4],
where m = k/2. Hence a satisfies (BW2"). The argument is similar for an arc with a white
face on its right and at least one even color. Lastly, consider an arc a with no even color which
is between outgoing arcs of even colors 2i and 2i + 2 in W*. The arc a has a single color
2i 4+ 1 and has a white face on its right. By (W2"), the colors of —a form a sub-interval of
[2¢ + 2+ k : 20 + 1], where k = max(0,2b — deg(v)). Hence the colors of —a in W™* form a
sub-interval of [i + 1 + k/2 : i], which is (BW2"). Hence W'* satisfies (BW2") and is a b-BGS
wood.
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The map A* is injective because the colors assigned by A* correspond to the original even
colors, and we can recover the odd colors from the even colors. Indeed, if an arc a has a black
face on its right, then it has at least one even color, but not all even colors (as noted above),
so the odd colors can be recovered. Once the colors for the arcs with a black face on their right
are known, this determines the colors for the arcs with a white face on their right by Condition
(W17).

Finally we prove surjectivity. Let W™ = (W7*, ..., W/*) be a b-BGS wood of G*. It is easy
to see that the recovery rule layed out in the previous paragraph is still well-defined. Moreover,
the result W* of this operation clearly satisfies (W0") and (W1") as well as the evenness
condition (*). It remains to check Condition (W2") for every inside arc a. There are again
three cases (depending on whether a has a color, and has a black or white face on its right),
and one can check that Condition (BW2") for W'* translates into Condition (W2") for W* for
each case. This completes the proof that A* is surjective, hence a bijection. ([l

We now summarize our main result for dual bipartite GS structures.

Theorem 9.12. Let b > 2 and let G be a bipartite 2b-map with no face of degree 2. There
exists a dual b-BGS wood (resp. labeling) for its dual map G* if and only if G is 2b-adapted.
Moreover for any fixed b, there is an algorithm which takes as input a bipartite 2b-adapted
map and computes a dual b-BGS wood (resp. labeling) for G* in linear time.
Lastly, the set BLE of dual b-BGS labelings of G*, the set BLg of b-BGS labelings of G,
the set BW¢, of dual b-BGS woods of G*, and the set BW ¢ of b-BGS woods of G are all in
bijection.

10. PROOFS OF GS-wWOODS PROPERTIES, AND OF THE BIJECTION WITH GS-LABELINGS

In this Section we prove Lemma [3.9] about d-GS woods and establish some further conse-
quences. Then, we prove Proposition establishing the bijection between d-GS woods and
d-GS labelings, and some easy corollaries.

10.1. Proof of Lemma [3.9] and consequences.

Proof of Lemma[3.9 Let 4,7 be distinct colors in [d]. Let us prove that P;(v) and P;(v) are
non-crossing for all vertices v of G, with the convention that P;(v) is reduced to a vertex when
v is an outer vertex. We make an induction on |P;(v)| 4+ |P;(v)|, where |P| denotes the length
of the path P. The base case |P;(v)| 4+ |P;(v)| = 0 (outer vertices) is trivial. Let v be an inner
vertex. If the paths P;(v) and P;(v) have no common inner vertices beside v, then these paths
are non-crossing. Assume now that there are other common inner vertices, and let u be the
first inner vertex on P;(v) which belongs to P;(v) and is different from v. By induction, we can
assume that P;(u) and P;(u) are non-crossing, and we need to examine what happens at u.

If the first arc of P;(v) and P;(v) is equal (with endpoint u), then it is clear that P;(v) and
P;(v) are non-crossing. Suppose now that the first arcs of P;(v) and P;(v) are different. The
situation is represented in Figure Let P; (resp. P;) be the part of P;(v) (P;(v)) from v
to u. The union of P; and P; forms a simple cycle C. For concreteness, let us assume that
the finite region enclosed by C' is on the right of P; and on the left of P; (the other case being
treated in the exact same manner). By Condition (W1), for all k € [i + 1 : j[, the path Py(v)
starts weakly inside of C' (that is, on C or strictly inside of C), and we consider the initial
portion Py, of Py(v) before the first arc strictly out of C. Observe that P,y ends on P; (since,
by Condition (W2) P;14(v) cannot cross P;(v) from right to left), hence P;42 ends on P; (since
P;12(v) cannot cross P;11(v) from right to left), etc. Hence the path Py ends on P; for all
k € [i+1:j[. By a symmetric argument (starting with P;_1), the path Py ends on P; for
all k € [i + 1 : j[. In conclusion, all the paths Py end at u. For k € [i : j + 1], let aX be the
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last arc of Py (v) before u and let a¥ be the following arc. Since af is weakly inside C for all

k€ [i:j+1], and af is strictly outside C for all k € [i + 1 : j[, Condition (W2) implies that
the arcs af,a},at™, ... a], a} appear in clockwise order (weakly) around w. From this and

the fact that P;(u) and P;(u) are non-crossing it is not hard to see that P;(v) and P;(v) are
non-crossing (indeed, if P;(u) was to enter C by crossing Pj(v), then it would have to cross
P;(v) again to exit C' and this would violate the induction hypothesis).

FI1GURE 38. The situation in the proof of Lemma |3.9

It remains to prove the statement about the clockwise order of r1(v), r2(v),. .., rq(v). This
amounts to proving that for ¢ < j < k in [d], the vertices r;(v),r;(v) and r(v) are (weakly) in
clockwise order around the outer face of G. This easily follows from the non-crossing property
together with Condition (W1), and we omit the details. O

Lemma 10.1. Let G be a d-map and let W be a d-GS wood (or a d-tuple of sets of arcs only
satisfying Conditions (W0-W2)). Let v be an inner vertex. Fori in [d], let r;(v) be the endpoint
of the path P;(v) of color i starting at v. For all i € [d], the outer vertex v; appears strictly
between r;(v) and r;—1(v) in clockwise order around the outer face of G. Equivalently, v; does
not belong to the region R;(v).

Lemma is represented in Figure [TT|b).

Proof. For some outer vertices u1, ..., ug, we say that u, ..., ur appear clockwise to mean that
they are appear in clockwise order weakly around the outer face of G. Suppose for contra-
diction that Lemma does not hold. For concreteness, let us suppose that rq(v), vy, r1(v)
appear clockwise. Since r1(v) # v1,vy and rq(v) # vg,v1 by Condition (WO0), this implies
that r4(v),vq,v1,v2,71(v) appear clockwise. Since ra(v) # vg,v3, Lemma implies that
ra(v),vq, v1, Vs, v3,79(v) appear clockwise. Continuing in this manner, we get that r4(v), vg, v, v2, Vg, ra—1(v)
appear clockwise. This gives r4(v) = v4, which contradicts (WO). ([l

Corollary 10.2. Let G be a d-map and let W be a d-GS wood (or even if these sets of arcs
only satisfy Conditions (W0-W2)). Let v,v’" be distinct inner vertices of G. If v' belongs to the
region R;(v) for some i € [d], then R;(v") is contained in R;(v), and R;(v') # R;(v).

Proof. Suppose that v" belongs to R;(v). Observe that if the paths P;(v’) and P;(v) have a
vertex in common, then these paths will “merge” and r;(v") = r;(v). Moreover, Condition (W2)
implies that P;(v") cannot cross P;_1(v) from right to left. Hence, the path P;(v’) stays inside
R;(v). Similarly, P;,_;(v") stays inside R;(v). In particular, the endpoints r;_1(v’) and r;(v’)
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are both between r;_1(v) and r;(v) in clockwise order around the outer face of G. Further-
more, Lemma implies that the vertices r;_1(v), 7;—1(v"), 3 (v"), r;(v) appear in this order
clockwise around the outer face of G. Thus R;(v’) is contained in R;(v). Lastly, R;(v') # R;(v)
because otherwise one of the paths P;_1(v") or P;(v") would have to go through v, which is
impossible by Condition (W2) at v. O

10.2. Proof of Proposition and consequences. We will now prove Proposition [£.§ and
Lemma

Lemma 10.3. Let G be a d-map. For any d-GS labeling L of G, the image ©(L) is a d-GS
wood.

Proof. Let £ € Lg, and let W = (Wq,...,Wy) = ©(L) be the corresponding arc coloring
(where W; is the set of arcs of color 7).

In £ the sum of label jumps in clockwise order around any inner vertex is d, hence the inner
vertices of G are incident to one outgoing arc of color i for all i € [d], and the colors are not
all on the same arc. Moreover, by definition of O, the outer vertex v of G is incident to one
outgoing arc of color ¢ for all ¢ = k, and no outgoing arc of color k. Lastly, it is easy to see that
Property (LO) of £ implies that v; and v;; are not incident to ingoing arcs of color i. Hence
W satisfies (WO0).

For any inner vertex v, the sum of label jumps in clockwise order around v is d. This implies
that the outgoing arcs of color 1,2,...,d at v appear in clockwise order around v. Hence W
satisfies (W1).

Next, we show that W satisfies Condition (W2). Let a be an inner arc of G oriented from
u to v. We assume that a has color ¢ in VW, and that v is an inner vertex. We want to show
that a appears strictly between the outgoing arc of color i + 1 and the outgoing arc of color
i — 1 around v. Let i1, 12,143,714 be the labels in counterclockwise order around a as indicated in
Figure Since the arc a has color i, we have i € [iy : i2][. Moreover, since the label jumps are
all positive around faces by Condition (L2), we have ¢ — 14,4 + 1 € [iq : i1[U[i; : 42[U[ia : i3]
By Lemma [3:3] the sum of label jumps counterclockwise around the arc a is equal to d, hence
the sets [i4 : 91[, [i1 : 42[, [i2 : i3], and [i3 : i4[ are disjoint (and give a partition of [d]). This
implies that the arcs of color ¢ — 1, ¢ and ¢ 4+ 1 appear in this order in clockwise order around v
starting at the corner labeled ¢4 and ending at the corner labeled ¢3, which proves that the arc
a satisfies (W2).

F1cURE 39. Corner labels around an edge.

It remains to show that W satisfies (W3). Consider an inner arc a oriented from u to v. Let
f be the face at the right of a. Let i1,12,13,74 be the labels in counterclockwise order around a
as indicated in Figure[39] Suppose that a has color i, or that a is strictly between the outgoing
arcs of color ¢ and i+ 1 in clockwise order around u. Suppose also that the number € := |[i3 : 94]]
of colors of the arc —a satisfies d — deg(f) — € > 0. In order to prove that the arc a satisfies
Condition (W3), it suffices to prove that [i : i+2+d—deg(f)—€[C [i4 : i3]. Since, by Lemma[3.3]
the sum of label jumps counterclockwise around a is d, we have [ig : ig[= [i4 : 2[U[i1 : i3]
Moreover, under our hypotheses, i € [i4 : i2[, and [i+1 : i+ 1+ 3[C [i1 : i3], where § = [[iz : i3]]-
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Lastly, by Condition (L3) we have § > d+1—deg(f)—¢, hence [i : i+2+d—deg(f)—€[C [ig : i3]
This concludes the proof that Condition (W3) holds. Thus, W is a d-GS wood. O

Lemma 10.4. Let G be a d-map. For any d-GS wood W of G, the image ©(W) is a d-GS
labeling.

Proof. Let W be a d-GS wood of G, and let £ = ©(W). Condition (LO0) holds for £ by
definition of ©. Moreover it is clear that Condition (W1) for YW implies that the sum of label
jumps clockwise around inner vertices is always d. In order to establish that £ satisfies (L1) and
(L2) we need to establish two technical results about the label situation around inner edges.
Claim 1: For every inner edge e of GG, the 4 corners incident to e cannot all have the same
label.

Suppose, for contradiction, that all 4 corners incident to e have the same label j. Let a be
an arc of e, and let v and v be the initial and terminal vertices respectively. Let i = j — 1. By

definition, the arc a (resp. —a) belongs to none of the sets Wy, ..., W, but appears between the
outgoing arc in W; and W, ;1 in clockwise order around u (resp. v). This contradicts Condition
(W3) for a.

Claim 2: Let a be an inner arc of G, and let 1,12, 43,74 be the labels of the incident corners
as indicated in Figure[39] The sum of label jumps in counterclockwise order around a is d, and
moreover ig # i3 and i1 # iq4.

Let us first prove Claim 2 in the case i1 # is. If 41 # i5 then by property (W2) of W we
have [i1 : i2[N[iz : 44[= 0, hence the sum of label jumps in counterclockwise order around a
is d. Moreover, still by property (W2), is # i3 and i1 # i4 so Claim 2 holds. By symmetry, if
i3 7§ i47 then Claim 2 holds. Lastly, if il = iQ and ig = i4, then il = ig ;é ig = i4 by Claim 1,
which implies again that the sum of label jumps in counterclockwise order around e is d, and
Claim 2 holds again.

Claim 2 trivially implies that £ satisfies (L2). Moreover, Claim 2 implies that the sum of
label jumps clockwise around every inner face is at least d (since it is a multiple of d and cannot
be 0). Next, we use Equation between the sum of label jumps around vertices, edges and
faces. Using Claim 2, we get

(4) d(|V|+|F)) < Z cw-jump(v) + Z cw-jump(f) =d + Z cew-jump(e) = d(1 + |E)),
veV feEF ecE

where V| F, E are the set of inner vertices, faces, and edges of G respectively. By the Euler
relation we have |V| + |F| = 1 + |E|, hence the inequality in is an equality. Thus the sum
of label jumps clockwise around every inner face is d. This complete the proof that £ satisfies
(L1).

It remains to prove that £ satisfies (L3). Consider an inner arc a oriented from u to v with
incident corners labeled i1, i2, i3, 74 as indicated in Figure[39] Let f be the face at the right of a,
let § = |[ig : i3]| and let € = |[i3 : i4[|. We want to show d+€ > d—deg(f)+1. If d—deg(f)—e < 0,
then this inequality clearly holds (since 6 > 0). Suppose now that d — deg(f) — e > 0, and
consider Consider (W3) of W. If i; # iy, then Condition (W3) applied to color i =iy — 1 of a
gives § > d — deg(f) — e + 1 as wanted. If i1 = iy, then a is between the outgoing arcs of W;
and W;11 around u for ¢ = is — 1 and we also get § > d — deg(f) — e+ 1 as wanted. This shows
that £ satisfies (L3), which completes the proof that £ is a d-GS labeling. O

Proof of Proposition[{.8 Let G be d-map. By Lemmas [10.3|and [T0.4} © is a map from L¢ to
W, and O is a map from W to L. It is easy to see that Qo0 = IdLG and ©o0 O = Idw,,.
Thus these are inverse bijections. O

Before closing this section, we prove Lemmas [3.8 and [3.7] as corollaries of Proposition [4.8]
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Proof of Lemma[3.8 Let G be a d-map, let e be an inner edge, and let f and f’ be the faces
incident to e. Let n. be the number of colors of e. Consider the d-GS labeling £ = ©(W). By
Lemma [3:3] the sum of label jumps in counterclockwise order around e is d. This is represented
in Figure[9] and we refer to this figure to define the label jumps 6, €, ', ¢’ around e. The number
of colors of e in W is
Ne=ec+e=d—5§—-17.

Moreover, 1 <46 < d—deg(f)+1and 1 < ¢ <d—deg(f')+ 1 because the sum of label jumps
around faces is d and each jump is at least 1. This gives deg(f) +deg(f') —d—2<n.<d-2
as claimed. (]

Proof of Lemma[3.7. Let G be a d-adapted map, and let W, be the set of maps satisfying
Conditions (W0), (W1) and (W2’). We clearly have the inclusion W¢g C Wy, and want to
show Wi, = Wq.

Let © be the extension of the map © to WY, (with the same definition as ©). Let W € W}
and let £ = @/(W). We want to show that £ is in Lg. We reason as in the proof of Lemmaﬂ
except we cannot assume that W satisfies (W3). In the proof of Lemma (W3) was used
to justify Claim 1, and to justify that £ satisfies (L3). Let us now give an alternative proof of
Claim 1, which does not use (W3).

Suppose for the sake of contradiction, that an inner edge e has its 4 incident corners labeled
i. Since G is d-adapted, it has no loop, hence e has 2 distinct endpoints u,v. Note that «
and v cannot both be outer vertices by Condition (L0). Hence, we can suppose that v is an
inner vertex without loss of generality. Consider the paths P;(v),..., P;(v) of colors 1,2,...,d
starting at v as defined in Section Let R;(v) be the region delimited by the paths P;_1(v)
and P;(v). Since the corners incident to e have label 4, the edge e is in R;(v), hence u is in
R;(v). By Lemma this implies that u # v;. Since u is incident to some corners labeled i,
we conclude that u is not an outer vertex. Hence, both u and v are inner vertices. Moreover,
u is in R;(v), and symmetrically v is in R;(u). By Corollary the region R;(u) is strictly
contained in R;(v), and R;(v) is strictly contained in R;(w). This is a contradiction, hence
Claim 1 holds.

It remains to prove that £ satisfies (L3). Let a be an inner arc of G. We need to show
0+ ¢e>d—deg(f)+ 1. If iy # iy then Condition (W2’) applied to color i = is — 1 of a gives
d > d—deg(f)—e+1 as wanted. We now consider the case i1 = is. Let f’ be the face at the left
of a. Since G is d-adapted, we must have deg(f)+deg(f’) —2 > d (because deg(f)+deg(f’) —2
is the length of a non-facial cycle of G: the contour of the face one would obtain by deleting e
and merging f and f’). Moreover, |[ig : i1[] < d — deg(f’) + 1 because the sum of label jumps
around f’ is d and each jump is at least 1. Since the sum of label jumps in counterclockwise
order around a is d, one obtains

d+e=d—|[is:ir]] > deg(f') =1 >d—deg(f) + 1.
Thus Condition (L3) holds and £ is in Lg.
Since the image of 9 isin Lg, we can compose this map with ©. For all W € W/, one
mE!

clearly has © o @/(W) = W, hence W is in the image of ©, which is in W by Lemma
This concludes the proof that W/, = Wg. O

11. PROOF OF THE EXISTENCE OF GRAND-SCHNYDER STRUCTURES

In this section we complete the proof of Theorem Since we have already established the
bijection between the different incarnations of grand-Schnyder structures (woods, labelings,
marked orientations, and angular orientations), it suffices to show that a d-map G admits a
d-GS angular orientation if and only if G is d-adapted.
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The proof that d-adaptedness is a necessary condition for the existence of d-GS angular
orientation is based on a simple counting argument. Suppose that a d-map G admits a d-GS
angular orientation. Let C' be a non-facial simple cycle of G. We want to show that C' has
length at least d. Recall from Lemma that the total weight w(C) of the arcs strictly inside
C with initial vertex on C' is

w(C) =(C) —d+ > (d—deg(fa)),

acC

where ¢(C) is the length of C, the sum is over the arcs of C, and for an arc a of C the face
incident to a inside C' is denoted by f,. Observe now for each inner face f of G inside C' and
incident to £ > 1 edges on C, there are at least k41 corners of f incident to a vertex on C. The
weight condition (A1) then ensures that the total contribution to w(C) of the edges incident to
vy is at least k(d — deg(f)). Hence, w(C) > > .o (d — deg(f,)), so that £(C) > d.

This prove that d-adaptedness is a necessary condition for the existence of d-grand-Schnyder
structures. In order to complete the proof of Theorem it remains to prove that any d-
adapted map admits a d-GS orientation and that such an orientation can be computed in
linear time. Here and in the rest of this section we say that a structure for d-adapted maps can
be computed in linear time if it can be computed in a number of operations which is linear in
the number of vertices of the d-adapted map. It should be noted that for d-adapted maps, the
number of edges e is linear in the number of vertices v (it is easy to show that v < e < 6v
using the fact that there cannot be 3 edges with the same endpoints), and that the bijections
between the different incarnations of d-GS structures described in Section [3| can be performed
in linear time[]

The existence proof is by induction on d. Since the induction step is rather technical, we
will first present the main ideas on a simple case: we will explain how to deduce the existence
of transversal structures (for 4-adapted triangulations of the square), from the existence of
Schnyder woods (for 3-adapted triangulations).

11.1. A preview of the existence proof: existence of 4-GS angular orientations. Let
us fix a 4-adapted map G such that the inner faces have degree 3 or 4 (no face of degree 2). We
want to construct a 4-GS angular orientation of G. The process is represented in Figure [0}

Let G4 be the triangulation obtained from G by adding a vertex uy in each inner face f of
degree 4 and joining uy to each of the vertices of f, as represented in Figure ). It is easy
to see that G, is 4-adapted. By adding a vertex in the outer face of G4 and joining it to the
outer vertices of G,, one gets a 3-adapted triangulation G,. Since this triangulation admits a
Schnyder wood, we can obtain the following structure for G,: an orientation B, of the inner
edges of G4 such that every inner vertex has outdegree 3. See Figure b).

An important observation is that B, is co-accessible: for every inner vertex v of G4 there
exists a directed path in B, from an outer vertex of Go to v. We will justify this claim in
Section [11.2] and simply mention that this is a consequence of the fact that G, is 4-adapted.
As a consequence, there exists a spanning tree T' of (G4 containing all the outer edges except
{v1,v2}, such that the inner edges in T form directed paths from the outer vertices to the inner
vertices. See Figure {40(c).

SIn [5] an existence proof was given for the special case of Schnyder decompositions (which correspond to
d-GS structures on d-angulations) by using a “min-cut max-flow” type of argument. It may be possible to adapt
this argument in the general case, however the proof in the present article is different: it is constructive and can
be used to define a linear time algorithm for computing d-GS structures, thereby answering a question which
was left open for Schnyder decompositions in [5].
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F1GURE 40. Construction of a 4-GS angular orientation A for a 4-adapted
map G. (a) The map G. (b) The triangulation Go with a 3-GS orientation.
Restricting the 3-GS orientation to G4 gives an orientation 3, such every inner-
vertex has outdegree 3. (c¢) A spanning tree T of G, oriented from the outer
vertices to the inner vertices, and the bijection between the edges in Go \ T
and the faces of G,. (d) Construction of the angular orientation A, from B,.
(e) The 4-GS angular orientation A, closely related to A, (the differences with
A, are highlighted). (f) Construction of the 4-GS angular orientation A
from A,.
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Next, we use T' to construct a 4-GS angular orientation of G4 as represented in Figure (c—
d). We will use a bijection between the edges of G, \ T and the inner faces of G,. This is a
standard correspondence, that we now recall.

Claim 11.1. Let M be a plane map, and let T be a spanning tree of M. To each edge e in
M\T we associate the face p(e) incident to e which is enclosed by the unique cycle in T'U{e}.
The mapping ¢ is a bijection between the set of edges in M \'T and the inner faces of M.

Proof. The claim is classical, so we only sketch the proof idea here. The dual of the edges
in M \ T forms a spanning tree 7™ of the dual map M*. We take the vertex of M* in the
outer face to be the root of 7*. Then, the mapping ¢ can be interpreted as the correspondence
between the non-root vertices of T* and the edges of T* (each vertex is associated to its parent
edge). O

Let G} be the angular map of G,. We now describe an orientation of the star edges of G.
Let f be a face of G,, and let e be the edge of G4 \ T such that f = ¢(e), where ¢ is the
bijection described in Claim Let u be the terminal vertex of e in the orientation B, (by
convention we orient the outer edge {v1,v2} toward v;) and let v,w be the other vertices of
G, incident to f. We orient the star edges incident to the star vertex vy as follows: the star

edge between vy and u is oriented toward u while the 2 others are oriented toward vs. Let A,
be the resulting orientation of the star-edges of G (we forget the orientations of the original
edges of G{). This is represented in Figure [40fc-d).

It is not hard to check that the original inner vertices of (G, have outdegree 4 in .Z. (and
we delay the proof to Section . Hence, the orientation A, can be identified with a 4-GS
angular orientation of Ge: the star edges have weight 1, the original edges have weight 0, the
star vertices have weight 1 and the original vertices have weight 4. More precisely, we see that
A, satisfy condition (A1) and (A2) of angular orientation. Up to a simple adjustment of the
orientation of the star-edges incident to the outer vertices of G4, one can obtain a 4-GS angular
orientation A, of G. See Figure (e), and the proof in Section m

Lastly, we use A, to construct a 4-GS angular orientation A of G as represented in Fig-
ure [40e-f). Let G be the angular map of G. Recall that an angular orientation of G must
satisfy the following conditions:

e the weight of original inner vertices is 4,

e the weight of any star vertex inside a face of G of degree 3 (resp. 4) is 1 (resp. 0),

e the weight of any original inner edge is equal to the number of incident faces of G of

degree 4,

We define A as follows. For star arcs of G inside faces of G of degree 3, we take their weight
in A to be the same as in A,. For an original inner arc a of GT, the weight w, of a in A
is determined by looking at the triangles of (G, incident to a which are inside a face of G
of degree 4: w, is the number of star edges in these triangles which are oriented toward the
terminal vertex of a in A,. This definition of A is represented in Figure e—f): the orientation
A, inside a face f of G of degree 4 is used to determine the weight of the arcs of G incident to
f (one thing to observe is that the star-edges of G incident to the vertex us of G4 are always
oriented away from uy). It is not hard to check that A is indeed a 4-GS angular orientation
of G.

The above sketch of proof of the existence of a 4-GS angular orientation is constructive.
Since there are algorithms for constructing 3-GS angular orientations in linear time [44], the
above process leads to an algorithm for constructing 4-GS orientations in linear time. This
concludes this preview of our proof, and we will now tackle the general case.
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11.2. Existence of d-GS angular orientations by induction on d. In this subsection we
present the general induction step for the existence of d-GS orientations. To be precise, we will
prove that every d-adapted map without multiple edges admits a d-GS angular orientation that
can be computed in linear time. The case of maps with multiple edges will be treated in the
next subsection.

As noted above, the case d = 3 was established by Schnyder [44]. Indeed the 3-adapted
maps without multiple edges are the 3-connected triangulations, and the Schnyder woods of
triangulations are in easy bijection with 3-GS angular orientations. Moreover, as established
in [44], Schnyder woods can be computed in linear time.

Suppose now that for some d > 3 the existence of d-GS angular orientations has been
established for d-adapted maps without multiple edges. We consider a (d 4 1)-adapted map G
without multiple edges, for which we want to construct a (d + 1)-GS orientation. As a guide,
Figure [41] shows the sequence of steps to be performed for this inductive process.

1) —=+ (2 o 3 o 4 5
map M G UGHE G B GrY gr O gt
weighted orientation A, B, A\. A, A
on M angular co- angular angular
for d accessible for d+1 for d+1

FIGURE 41. The sequence of steps to obtain a (d 4+ 1)-GS angular orientation
on a (d + 1)-adapted map G. Regarding the sequence of operations on maps,
in step (1), to obtain G4 from G, a copy of X, is inserted in each face of degree
d+1 (including the outer one), and the map is re-rooted at a d-face in the outer

copy of X4. In step (2), to obtain G from éf, the outer copy of Xy is deleted
(giving GY), and then the star-vertices of degree d and their incident edges are
deleted. In (4), to recover G from G, the edges of G \G, (“small” edges)
that are incident to star vertices of GJ are contracted. In (5), to recover G
from G,, the inner copies of X, are deleted. Regarding weighted orientations,
all steps involve a trivial transfer (under edge contractions, edge deletions, or
merges of edges), except step (3) where a directed spanning tree of G is used
to orient the small edges and to decrement some arc weights in Ge.

We first construct a new map G, from G by dissecting the faces of G of degree d + 1. Let
Xq4 be the (d + 1)-map represented in Figure [42| (the definition of X; depends on the parity
of d). Let G4 be the map obtained by gluing X, in each inner face of G of degree d + 1.

Note that the inner faces of G, have degree at most d. Moreover it is not hard to check the
following claim.

Claim 11.2. The map G4 has no non-facial simple cycle of length less than d + 1.

Proof. If a non-facial simple cycle uses none of the inner edges from the copies of X, then it has
length at least d + 1 since G is (d 4 1)-adapted. If a non-facial simple cycle stays within a copy
of X, then it has length at least d+ 1. Finally, consider a non-facial simple cycle C using some
edges in a copy of X4, but which is not confined to this copy. Then C' uses at least d — 1 edges
in the copy of X4, and at least 2 additional edges (since G does not have double edges, and
cannot have an edge joining non-adjacent vertices of a face because it is (d 4+ 1)-adapted). O

Let X/, be the map obtained from Xy by “taking one of its inner faces of degree d to become
the new outer face” (this is better understood when picturing Xy on a sphere with a face
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X for d odd X, for d even

FIGURE 42. The (d + 1)-map X, in the case of odd d (left, represented for
d =7) and in the case of even d (right, represented for d = 8). The degree of
the inner faces are indicated (the outer face has degree d + 1).

arbitrarily chosen to be the “outer face”). The map X, has an inner face of degree d + 1, and
we define G, as the d-map obtained by gluing G, in the face of degree d + 1 of X /. Using
Claim it it easy to see that G, is d-adapted. Hence, by the induction hypothesis, G
admits a d-GS angular orientation A,. By definition, the weight in A, of a star edge e is
d — deg(f), where f is the face of G containing e, and in particular this weight is 0 for star
edges inside faces of G, of degree d. Let G. be the map obtained from éj by
e deleting the star vertices and star edges (of weight 0) in the faces of G, of degree d,
and
o deleting the vertices and edges X/, (except the outer vertices and edges of G) and the
star vertices and star edges in the faces of XJ.

The map G, is represented in Figure We mention that for the special case d = 3 treated in
Section Ill.lL we had G, = G4 because G, only had faces of degree d.

SADANAE,

FIGURE 43. The maps G,, é. and (A}’f Left: a face of G4 of degree less than
d, and a face of degree d. Middle: the corresponding faces in G,. Right: the
corresponding faces in G

Let B, be the restriction of A, to the map @.. It is not hard to check the following claim.
Claim 11.3. FEwvery inner edge of Ge has a positive weight in B,.

Proof. The claim is straightforward for star edges. For an original edge e the weight in B, is
deg(f) + deg(f’) — d — 2, where f and f’ are the faces of G, incident to e. The cycle of G,
surrounding f U f’ has length deg(f) + deg(f’) — 2, hence this quantity is at least d + 1 by
Claim [T.21 O

Recall that a positive path of a weighted orientation is a directed path of the underlying
graph such that every arc on that path is positively weighted. We say that B, is co-accessible
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if for every inner vertex v of G there exists a positive path of B, starting at an outer vertex
and ending at v.

Claim 11.4. The weighted orientation Be of @. is co-accessible.

Proof. Let U be the set of vertices of @. made of the outer vertices and of the inner vertices
that can be reached by a positive path of B, starting from an outer vertex. Let My be the
submap of G. induced by U. We think of My as embedded simultaneously with Ge. A hole is
an inner face of My which is not empty, that is, which contains at least one vertex of G in its
interior. Proving co-accessibility of B, thus amounts to showing that there is no hole.

Assume for contradiction that there exists a hole. Then its contour C' is a non-necessarily
simple cycle enclosing a simply connected region. Moreover, since My is an induced submap,
the cycle C has no inside chord (that is, edge of G. in the interior of C' with both endpoints on
(); and since no vertex inside C' can be reached by a positive path, the inward degree of C' in
Be has to be 0. Another simple observation is that there is at least one original vertex inside
C; otherwise any star vertex s inside C' would be only adjacent to original vertices on C, and
due to the weight-conditions, at most one of these vertices has its arc to s of weight 0, which
contradicts the fact that the inward weight of C' is 0.

We now claim that C is a pseudo-compatible cycle of G (as defined in Section [8.5)). First,
note that C cannot visit star vertices of degree d since My is a submap of Ge. Second, we need
to check that, in @., there is no triangular face inside C' with two original vertices u, v and one
star-vertex s, with the (original) edge {u,v} on C. There are two cases to check. (i) If s is in
the interior of C, then the arcs (u, s) and (v, s) are both taken into account in the inward degree
of C; but they can not both have weight 0 (otherwise the weight of s would be too large), which
gives a contradiction with the fact that C' has inward degree 0. (ii) If s is on C, since C has
no inside chord we conclude that C' must be the contour of the triangular face, contradicting
the fact that it contains at least one vertex in its interior. Thus, C is pseudo-compatible. By
Lemma its enclosing length has to be d. Hence, one can extract a cycle C’ of original
edges of length at most d and whose interior contains the interior of C' (see Figure [33(a)).
Recalling that there is at least one original vertex inside C, we conclude that C’ forms a cycle
of G4 of length at most d with at least one vertex inside, which gives a contradiction with

Claim [IT.21 O

Since B, is co-accessible, there exists a spanning tree T' of Ge satisfying the following condi-
tions:

e T contains all the outer edges of Ge except {vy,va},

e taking vy as the root of T', for every inner edge e of G belonging to the tree T', the arc
of e oriented from parent to child in 7' is positively weighted in B,.

We will now use B and T to define a weighted orientation A, of the angular map CA¥+
Recall from Claim [11.1] that there is a leeCthH ¢ between the edges of Ge \ T and the inner
faces of G,. For each inner face f of G., we consider the corresponding edge e = ¢ ~1(f). By
Claim [11.3] _ the weight of e in B, is positive and we pick an arc ay of e with positive Welght
Let uy be the terminal vertex of ay. With this notation, we define the weighted orientation A.
of the inner edges of Gj‘ as follows.

e For an inner face f of CA?., the star edges of GY incident to the star vertex vy have
weight 1 and are oriented as follows: the edge {vy,us} is oriented toward uy (i.e. has
weight 1 in this direction), while the other edges are oriented toward vy.

e For an original inner arc a of éj‘, the weight @, of a in ./1. is equal to w, — €,, where
wq is the weight of a in B, and €, = 1 if either a = ay for some inner face f of G, or
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if a is in T and oriented from parent to child (for T rooted at the outer vertex vy ), and
€, = 0 otherwise.

Note that all the arc weights in A, are non-negative. For an edge or vertex = of @., let w(x)
and &(z) be their weight in B, and A, respectively. It follows directly from the definition that
for every inner edge e of G, one has @(e) = w(e) — 1. We also claim that for every inner vertex
v of G, one has &(v) = w(v) + 1. To show this, let us consider the set in(v) of arcs of G
having terminal vertex v, and the number n, of arcs in in(v) of the form a; (equivalently, n, is
the number of inner faces f of é. such that uy = v). With this notation, the contribution of
star edges to @W(v) is deg(v) — n,, while the contribution of original edges to @W(v) is w(v) — €,
where €, =} cin(p) €a = deg(v) — 1 =1y,

Next, we use the orientation ./2\\. of @;” to define an orientation A, of GI. Let us call small
triangles of G{ the inner faces (of degree 3) of the angular map G¢ incident to star vertices of
degree less than d (see Figure . Observe that éj‘ is obtained from G} by placing a vertex
in each small triangle of GJ and connecting it to the three incident vertices of G. We call
small the vertices and edges of G which are in the small triangles of G{.

By contracting all the small edges of @f incident to star vertices of G one obtains a plane
map G closely related to G§: precisely, G¥ is the same as G except that for every star edge
e incident to a star vertex of degree less than d one has 2 additional small edges ey, e, with the
same endpoint as e (ey and e, are on the left and right of e respectively). This is represented in
Figure (a). We define A/, as the weighted orientation of G} obtained from A, by contracting
the small edges of @f incident to star vertices of GJ: precisely, the weights in A} are the same
as in A except that for every star edge e incident to a star vertex of degree less than d, the
weights of the arcs in e are taken as the sum of the weights in A, of the corresponding arcs in
e, ey and e,..

FIGURE 44. (a) Contracting the small edges incident to a star vertex of G .
(b) Getting from the orientation A, of G¥ to the orientation A of G (situation
inside a copy of Xy).

Claim 11.5. The weighted orientation Al of G¥ satisfies the following properties:
(i) every original inner vertex has outgoing weight d + 1,
(ii) every original inner edge e has weight deg(f) + deg(f’) —d — 3, where f and [’ are the
faces of Go incident to e,
(1i1) every star vertex vy has outgoing weight d + 1 — deg(f),
(iv) every star edge e incident to the star vertex vy has weight d +1 — deg(f).

Proof. Recall that the weight of a vertex or edge « in B, and A, is denoted by w(z) and &(x)
respectively.

(i) The weight of an original vertex v in A, is ¥(v) =w(v) +1=d+ 1.

(ii) The weight of an original inner edge e in A, is @(e) = w(e) — 1 = deg(f) + deg(f’) — d — 3.
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(iii) If the inner face f of G, has degree d, then the weight of vy in A, is 1 = d+ 1 —deg(f). If
the inner face f of G4 has degree less than d, then it is easy to see that the weight of vy in Aj
is equal to W(vy) (upon recalling that all the star vertices and star edges of (A?f have weight 1
in A,), hence is equal to w(vy)+1=d+1—deg(f).

(iv) If the inner face f of G, has degree d, then the weight of the star edge e in A, is 1 =
d+ 1 —deg(f). If the inner face f of G4 has degree less than d, then it is easy to see that the
weight of e in A, is @(e) + 2 =w(e) + 1 =d+ 1 —deg(f). O

By Claim the orientation A, satisfies Conditions (A1) and (A2) of (d + 1)-GS angular
orientations of G,.

In order to show that A/, can be modified to satisfy Condition (A0), we prove the following
lemma.

Lemma 11.6. In the orientation A, we call border star vertices those in faces of Go incident
to at least one outer edge. Then any arc starting at an outer vertexr has weight 0 if it does not
end at a border star vertezr, and any arc starting at a border star vertex has weight 0 if it ends
at an inner (original) vertex. Finally, for every border star vertex vy, the outer neighbours of
vy are consecutive along the outer face contour.

Proof. Let C be the outer cycle of G. Lemma gives inweight(C) = Zfill (d+1—deg(fi)),
where f; is the inner face incident to the outer edge (v;—1,v;). Let S be the total weight of
arcs from border star vertices to inner vertices. Since Conditions (A1) and (A2) hold, the
contribution to inweight(C) of the arcs from outer vertices to border star vertices is at least
S+ Zfill (d+1—deg(fi)), with equality if and only if every border star vertex v; has its outer
neighbours consecutive along the outer face contour (which means that the number of outer
vertices incident to f is one more than the number of outer edges incident to f). Hence, the
total weight of the arcs that start at an outer vertex and do not end at a border star vertex is
at most —S. Hence, S = 0, giving the first two statement, and moreover the above inequality
has to be tight, giving the third statement. O

To turn A, into a (d + 1)-GS angular orientation 4,, we modify some arc weights in the
neighborhood of the outer face, keeping the weights of edges and of inner vertices unchanged,
as follows. For each edge (v;,vy,), with f; the inner face of G, incident to (v;—1,v;), we put all
the weight on the arc out of v;; and if fi11 # fi, we put all the weight of the edge (v;,vy,,,) on
the arc ending at v;. With these modifications, and given Lemma [TT.6] one easily checks that
all conditions of (d+1)-GS angular orientations are now satisfied.

Finally, we construct from A, a (d + 1)-GS angular orientation A of G. Recall that G, is
obtained from G by adding a copy of X4 in each inner face of degree d 4+ 1. For each copy
of X4, the weighted orientation A, restricted to the interior of X satisfies Conditions (A1)
and (A2) of (d 4+ 1)-GS angular orientations of X4. Thus, by Lemma the total weight W
of the arcs strictly inside X4 having initial vertex an outer vertex of Xy satisfies W = d + 1.
Let us call border faces of X4 the d 4+ 1 inner faces of Xy that share an edge with its outer
face. The border star vertices of X, are the star vertices corresponding to the border faces,
and the border star edges of Xy are the star edges connecting a border star vertex to an outer
vertex (there are two such edges incident to each border star vertex). By definition, border
star vertices and border star edges have weight 1 in A,. Hence, for each of the d 4+ 1 border
star vertices, the contribution to W of the two incident border star edges is in {1,2}. Since
W = d+ 1 we conclude that this contribution is exactly 1 for each border star vertex, and that
W has no other contribution.

Consider the following operations on GJ and A,, which are represented in Figure b):

(1) Delete all the non-border vertices and edges from every copy of Xj.
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(2) Contract one incident border star edge for each border star edge.
(3) Add a star vertex and star edges of weight 0 in each face of degree d + 1 previously
containing a copy of X .
By the above, these operations do not affect the weight of the vertices of G (hence they all
have weight d + 1). The remaining border edges are parallel to some original edges of G. For
each original inner arc a of G, we add to the weight of @ in A, the weight of the parallel border
arcs with the same initial and terminal vertices as a. Finally we delete all border edges and
obtain the map G+ endowed with a weighted orientation A. It is easy to check that A is a
(d 4+ 1)-angular orientation A of G. This completes the proof of the existence of a (d + 1)-GS
angular orientation by induction.

The above process for getting a (d 4+ 1)-GS angular orientation of G from a d-GS angular
orientation of G4 is constructive and can easily be translated into an algorithm working in
linear time in the number of vertices of G (for any fixed d). Since the number of vertices of
G, is linear in the number of vertices of G, and since the induction hypothesis ensures that a
d-GS angular orientation of G can be computed in linear time, we conclude that a (d + 1)-GS
angular orientation of G can be constructed in linear time.

11.3. Case of maps with multiple edges. In this subsection we complete the proof of
Theorem The existence of a d-GS angular orientation has been established for d-adapted
maps without multiple edges. Let us now consider a d-adapted map G with some multiple
edges.

Since G is d-adapted, any cycle made by 2 parallel edges must be facial. By contracting the
faces of degree 2 of G into a single edge, one obtains a d-adapted map G’ without multiple
edges. Let us call digons the faces of G of degree 2, and digon edges the corresponding edges
of G’. As established above, G’ admits a d-GS angular orientation A’. Since G is d-adapted,
any digon edge of G’ is incident to two faces of degree d. By definition of angular orientations,
the digon edges of G’ have weight d — 2. We construct from A’ an angular orientation A of
G as indicated in Figure It is easy to see that the resulting orientation is a d-GS angular
orientation. Moreover the above construction of A is performed in linear time, which completes
the proof.

inner digon edge of G’ outer digon edge of G’
A o < A Ui Vit1
w w’

v

A N A 0 v
N e N

FIGURE 45. The construction of the angular orientation A starting from A’.
The weights of the arcs in A and A’ are the same except for digon edges of G’
which are transformed as indicated in this figure. The transformation for an
inner digon edge is indicated on the left (the weights w and w’ sum to d — 2),
while the transformation of an outer digon edge is indicated on the right. The
two edges of G incident to the digon have weight 0.
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12. QUASI-SCHNYDER STRUCTURES

In this section, we give an extension of grand-Schnyder structures to so-called quasi d-
adapted maps. This extension of the domain of definition of grand-Schnyder structures is partly
motivated by the case of 5-connected triangulations, for which quasi-Schnyder structures have
incarnations which are very reminiscent of Schnyder’s original definition (except that there are
5 spanning trees instead of 3) and can be used to define a graph drawing algorithm [§].

For d > 3, a d-map G is called quasi d-adapted if every non-facial cycle has length at least
d — 1, and those enclosing at least one vertex have length at least d. In other words, the
only non-facial cycles of length smaller than d have length d — 1 and have no vertex in their
interior. Note that if a quasi d-adapted d-map G has no inner face of degree less than 3, then
the cycles of length d — 1 have at most one edge (and no vertex) in their interior. To avoid
overly complicated formulations, we will only give the incarnations as angular orientations and
as corner labelings, and will work with d-maps having only inner faces of degree at least 3.

12.1. Quasi-Schnyder angular orientations. Let d > 3, and let G be a d-map. For an
inner edge e of G, we let d(e) := deg(f) +deg(f’) —d—2, where f, f’ are the faces incident to e.
Note that if G is d-adapted (resp. quasi d-adapted), then for each inner edge e of G, we have
d(e) > 0 (resp. 6(e) > —1). An inner edge e of G is called special if 6(e) = —1. We let G* be
the map obtained from G by placing a vertex v,, called an edge-vertes, in the middle of every
special edge; and adding one edge between v, and a star vertex vy on each side of e (where f
is the face of G incident to e on that side of e), so that every edge-vertex has degree 4 in G*.
The edges of G* incident to edge-vertices are called extra edges. The map G* is represented

in Figure

Definition 12.1. Let d > 3, and let G be a d-map. A quasi-Schnyder angular orientation,
or d-QS angular orientation, of G is a weighted orientation of G* satisfying the following
conditions (shown in the top-part of Figure IE)

(A0’) The weight of every outer arc is 0. Any inner arc a of G* whose initial vertex is an
outer verter v; has weight 0, unless a is the arc (on a star-edge) following the outer
edge (vi,v;—1) around v; (for this arc there is no condition), or a is on an extra edge
and has the inner face of G incident to (v;,v;—1) on its right.

(A1’) The outgoing weight of a star vertex vy is d —deg(f). For every star edge e incident to
vy and an original vertez v the weight of e is o(€) = d—deg(f)—s, where s € {0,1,2} is
the number of special edges among the edges €', e preceding and following e around v.

(A2’) The outgoing weight of every inner original vertex is d. The weight of every original
non-special inner edge e is §(e).

(A3’) The outgoing weight of every edge-vertex is 1. The weight of every extra edge is 1.

A 5-QS angular orientation is shown in Figure 48| (bottom-left part).

Remark 12.2. Note that if G has no special edge, the definition of d-QS angular orientation
exactly matches Definition of d-GS angular orientations.

We now prove some rigidity properties in the vicinity of the outer face, similar to those in

Remark B.12

Lemma 12.3. Let G be a d-map endowed with a d-QS angular orientation A. For i € [d]
let f; be the inner face of G incident to the outer edge (vi—1,v;), and let s; be the star vertex
in f;. Then the arc from s; to v; has weight 0. Moreover, if there is a special inner edge e
incident to v; and f;, then the unique arc of weight 1 starting at v ends at a star vertex of G.
Furthermore, if G has an outer vertex incident to at least two inner edges in G, then the arc
of weight 1 starting at v. ends at s;.
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QS angular orientation

Uy v Ve
outgoing weight d — deg(f) outgoing weight d outgoing weight 1
. . ) ¢ vf
y=0 if e not special pi € . f .
e’ f
weight o(e) =d—deg(f) weight deg(f)+deg(f)—d—2| weight 1 weight 1
—+#special edges in {¢/¢” ) ) )
(AO') AL (A2)) (A3))
QS corner labeling
i e Ur vr v, e not special
i Ve v Ve € special
w0 <1
j¥o = . o € {d—deg(f)—1,
; : 2 a J '
b =i if e not special ZJHIHP =d if e special d—deg(f)} Jow — Jeew = d
(LO) (L1 (L2) (L3)

FIGURE 46. Definition of quasi-Schnyder structures.

Proof. We define a tricky edge of G as a special edge e incident to an outer vertex v;, such
that in A the outgoing edge of v, is the next edge after (v.,v;) in clockwise order around v,
as represented in Figure [17|(a).

We first prove that the lemma holds if there is no tricky edge. Consider any portion vy, ..., v;
of consecutive outer vertices that are incident to f;, such that v and v; are incident to at least
one inner edge in G, and let e (resp. €’) be the inner edge of G incident to v; (resp. v;/) and
fi. If € is non-special, then by Conditions (A0’) and (A1’) the arc from s; to v has weight
d—deg(f;). Since s; has outgoing weight d —deg(f;) by Condition (A1’), all the other arcs from
s; have weight 0, in particular the arcs from s; to all vertices in v;41,...,v; have weight 0.
Moreover, if e is special then the arc from s; to v, has weight 0, hence the unique outgoing edge
of v, is the edge ending at s;, and thus the arc from v, to v; has weight 0. If ¢’ is special, then
by Conditions (A0’) and (A1’) the arc from s; to vy has weight d — deg(f;) — 1, and moreover
the arc from s; to ves has weight 1, since €’ is not tricky. Hence the whole outgoing weight of s;
is taken by these two arcs, so that all other arcs from s; have weight 0. In particular the arcs
from s; to all vertices in v;/41,...,v; have weight 0, and if e is special then the arc from s; to
ve has weight 0, so that the unique outgoing edge of v, leads to s;, and thus the arc from v, to
v; has weight 0.

Assume now that there is a tricky edge e, with v; the outer vertex adjacent to v.. Since
ve has outdegree 1, the edge (v;,v.) is directed toward ve. Hence, by Condition (AQ’), e is
incident to f; in G. Let s; be the star vertex in f;, let v be the next outer vertex after v;
in counterclockwise order around the outer face contour that is incident to f; and to an inner
edge, and let ¢’ be the inner edge of G incident to vy and to f;. Conditions (A0’) and (A1’)
imply that the arc from s; to v, has weight d — deg(f;) — de’ special, and Condition (A3’) implies
that the arc from s; to ve has weight 1 (as v, has its outgoing edge on the other side of ¢€), as
represented in Figure[{7(b). Since s; has outgoing weight d—deg( f;), we conclude that e’ has to
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FIGURE 47. (a) A tricky edge e, as defined in the proof of Lemma (b)
The situation when there exists a tricky edge e.

be special, and that the arc from v, to s; has weight 1. Hence €’ is also tricky. Condition (A3’)
implies that the edge (v, ver) is directed toward ves, and then Condition (A0’) implies that e’
has to be the unique inner edge of G incident to v;. Continuing iteratively in counterclockwise
order around the outer face contour, until reaching v; again, we conclude that if there exists
a tricky edge, then every outer vertex is either incident to no inner edge of G, or to a unique
inner edge of G that is tricky. In this situation it is then easy to check that the lemma holds
(by a similar argument as the one used when there is no tricky edge); note that the very last
point (which fails) does not need to be checked since all outer vertices are incident to 0 or 1
inner edge in G. ]

12.2. Quasi-Schnyder labelings. For G a d-map, the derived map G’ is the map obtained
from GT by placing a vertex v., called an edge-verter, in the middle of every original edge e,
and for each side of e incident to an inner face f of G, we add an edge (on that side of e) from
Ve to the star vertex vy (compared to G*, we place an edge-vertex on every edge of G, not just
on special edges). The derived map G’ is represented in Figure

Definition 12.4. Let d > 3, and let G be a d-map with no inner face of degree less than 3. A
quasi-Schnyder labeling, or d-QS labeling, of G is an assignment to each inner face of G' of a
label in [d] satisfying the following conditions (shown in the bottom-part of Figure @)

(LO’) For i € [d], all the inner faces of G' incident to v; have label i, except possibly for the
last one (incident to (v;—1,v;)), and for the next to last one if that face is incident to
(the extra edge on) a special edge of G.

(L1’) For every inner vertex v of G, the sum of clockwise label jumps around v is d. The
clockwise label jump across any star edge € incident to v is at most o(€), with o(€) given
in (A1°) of Definition[12.1; and the clockwise label jump across an edge (v,v.) (with v,
an edge-vertex) is in {0,1} if e is special (there is no constraint if e is not special).

(L2’) For an edge € between a star vertex vy and an edge-vertex v., the clockwise jump at vy
across € is d — deg(f) + 1 if e is non-special, and is in {d — deg(f) — 1,d — deg(f)} if
e s special.

(L3’) For each star vertex vy, let Jow be the sum of clockwise jumps across edges from vy to
edge-vertices, and let Jecw be the sum of counterclockwise jumps across edges from vy
to original vertices. Then Jew — Jeew = d.

A 5-QS labeling is shown in Figure [48| (bottom-right part).

Remark 12.5. Similarly as for Lemma one can prove (using the Euler relation) that in
a d-QS labeling, the sum of the 4 label jumps in counterclockwise order around any inner
edge-vertex is equal to d.

In order to explain the relation between d-QS labeling and d-GS labeling we introduce a bit
of vocabulary. We call right triangle (resp. left triangle) an inner face of G’ on the right (resp.
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FIGURE 48. Top: a quasi 5-adapted map G (special edges are shown in green).
Bottom: on the left a 5-QS angular orientation on G*; on the right the corre-
sponding 5-QS labeling (labeling of the inner faces of G').

left) of an arc of G’ from a star vertex to an original vertex. Note that every inner edge of G’
separates a right triangle and a left triangle.

Remark 12.6. Let G be a d-map. Let t1, t2, t3 be three consecutive faces of G’ in clockwise order
around a star vertex vy, with ¢; a right triangle (so that t, is a left triangle and ¢3 is a right
triangle). Let i1,142,43 be the labels of t1,ts,t3 respectively in a d-QS of G; see Figure a).
Then, by (L1’) and (L2’) the label jumps satisfy:

jump(ih 22) Z jump(i37 7:2);
and this inequality is strict if e is not special. In particular, in the notation of Definition

the difference Jeyw — Joew in Condition (L3’) is the sum of the (non-negative) label jumps between
right triangles in clockwise order around vy.

Remark 12.7. Let G be a d-adapted map. A d-GS corner labeling £ can be turned into a d-QS
labeling £ as follows (see Figure (b)) Every inner corner ¢ of G correspond to star edge e,
of G', which is incident to a right triangle t.; and we set the label of ¢, in £’ to be the label of
¢ in L. The label of the left triangles in £’ are then determined by Condition (L2’): for every
extra edge a = (ve,vy) incident to a star vertex vy the label of the left triangle incident to e is
equal to the label of the right triangle incident to e plus d — deg(f) + 1. One can easily check
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FIGURE 49. (a) Situation described in Remark (the inequality
jump(iy,iz) > jump(is,iz) always holds). (b) Turning a d-GS labeling into
a d-QS labeling.

that, the constraints of Definition for d-GS labelings imply that £’ satisfy the constraints
of Definition for d-QS labelings. (For instance, Condition (L3) for £ implies that the sum
of label jump around an original vertex v are the same in £’ as in £ (hence equal to d); while
Conditions (L1-L2) imply that the label jumps in £ from a corner to the next around a face f
are at most d — deg(f) — 1, ensuring that the label jumps across a star edge € in £’ is at most
a(e).)

Conversely if £ is a corner labeling of G such that £’ is a d-QS labeling, then it is easy
to check that £ is a d-GS labeling of G. (For instance, by Remark Condition (L3’) for
L' implies that the sum of clockwise label jumps in £ around any inner face of G is d, and
Remark also readily imply Condition (L2) and (L3) for £.) In conclusion, when G is
d-adapted, the above is a bijection between the d-GS labelings of G and the d-QS labelings of
G.

12.3. Main result on quasi-Schnyder structures. We state here the existence condition for
d-QS structures, which extends Theorem (for the two relevant incarnations, and assuming
no face has degree smaller than 3).

Theorem 12.8. Let d > 3 and let G be a d-map with all inner faces of degree at least 3. There
exists a d-QS angular orientation (resp. labeling) for G if and only if G is quasi d-adapted.
Moreover for any fixed d, there is an algorithm which takes as input a quasi d-adapted map,
and computes a d-QS angular orientation (resp. labeling) in linear time in the number of
vertices.
Lastly, the set Ay, of d-GS angular orientations of G and the set Ly, of d-QS labelings of G
are in bijection.

We will prove the necessity of being quasi d-adapted in Section [12.4] and then the existence
result in Section[12.5] and will also describe there the algorithm for computing a d-QS structure.

We now describe the bijection between Ly, and Af,. Let d > 3, and let G be a d-map, with
all inner faces of degree at least 3, endowed with a d-QS labeling £. We produce a weighted
orientation A’ = ®'(L’) of G* as follows.

e For each arc a of G* whose initial vertex is an original vertex v of G, the weight assigned
to a is the label-jump from the face of G’ on the left of a to the face on the right of a
around v. If a is on a star edge €, then the weight of the opposite arc —a is assigned
so that the sum of the two weights is o(e), with o(e) given in Definition If a is
on an extra edge, then the weight of the opposite arc —a is assigned so that the sum
of the two weights is 1.

e For each arc a of G* on an extra inner edge from a star vertex vy to an edge-vertex
Ve, the weight of a is 1 (resp. 0) if the label-jump from the face on the left to the face
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on the right of a is d — deg(f) (resp. is d — deg(f) — 1). The weight of the opposite arc
—a is assigned so that the sum of the two weights is 1.

It is easy to check that for any corner labeling £ € Li,, the weighted orientation ®'(£) is in
A{,. Indeed Conditions (L1’) and (L2’) (for edges) ensure that all the arc weights in ®'(L) are
non-negative, Remark [12.5]ensures that ®'(L) satisfies Conditions (A2’) (for original edges) and
(A3’) (for edge-vertices), while Condition (L3’) ensures that ®'(L) satisfies Conditions (A1’)

(for star vertices). The inverse mapping &’ amounts to specifying the label jumps from the
weighted orientation:

e For any inner arc a of G* starting from an original inner vertex v, the weight of a
specifies the label jump from the inner face of G’ on the left of a (considering the first
half of a if a is on a non-special edge of G) to the inner face of G’ on the right of a.

e For any arc a from a star vertex vy to an edge-vertex v, if e is non-special then the
label-jump from the face on the left of a to the face on the right of a is d — deg(f) + 1;
if e is special and a has weight 1 (resp. 0) then the label-jump from the face on the left
of a to the face on the right of a is d — deg(f) (resp. d — deg(f) — 1).

With these specifications, the sum of label-jumps in clockwise (resp. counterclockwise) order
around an inner original vertex (resp. edge-vertex) is d, and for any star vertex, the jumps
around it satisfy (L3’). Similarly as in the proof of Proposition this ensures that the
labels can be uniquely propagated, up to a global shift. Moreover, the weight configuration for
inner arcs starting from an outer vertex ensure that there is a unique global shift so that the
resulting labeling satisfies (L0’). By construction, the labeling also satisfies the other conditions

of Definition m Hence, 6/(./4) € Ly, for all A € Aj,. Moreover, by construction, the two
mappings ®',® are inverse of each other, hence bijections between AJ, and L.

Remark 12.9. In the case where G is a triangulation of the 5-gon, being quasi 5-adapted is
equivalent to a notion of strong irreducibility: every 3-cycle must be the boundary of a face
(irreducibility), and moreover every 4-cycle must bound an adjacent pair of faces. As we now
explain, the QS angular orientations and labelings can be simplified in this case, and lead to
an orientation of the primal-dual completion of G (the map obtained by superimposing G and
G*), and a corner labeling of G. An example is shown in Figure

Consider first the 5-QS angular orientations of the triangulation G. All original inner edges
of G are special, and all the star edges have weight 0, except for the ones (of weight 1) connecting
an outer vertex v; or v;_; to the star vertex in the inner face incident to (v;—1,v;). We now
assume that G has at least 2 inner vertices, so that the last property stated in Lemmal[I2.3]holds,
hence the situation in the vicinity of outer edges is as shown in the left part of Figure|50[(a). By
performing the operations in Figure [50(a), and deleting the star edges, one gets an orientation
of the inner edges of the primal-dual completion of G characterized by the following conditions:

e the outer vertices (which are primal vertices) have outdegree 0,

the inner primal vertices have outdegree 5,
the dual vertices have outdegree 2,
the edge-vertices have outdegree 1.

Consider now the 5-QS labelings of the triangulation G. Note that each pair of inner faces
of G’ corresponding to an inner corner of G must have the same label (this follows from (L1),
the star edge € in that corner satisfies o(¢) = 0), except for the pairs corresponding to the
first inner corner of G at v; (the one incident to (v;_1,v;)). Hence, up to performing the label
transfer shown in Figure b) at the special pairs, and performing the natural label transfer
for the other pairs (keeping the labels), the QS labeling of G’ yields a labeling of the inner
corners of G characterized by the following conditions:

e for all i € [5], the inner corners incident to v; have label 1,
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e around every inner vertex, the incident corners form, in clockwise order, 5 non-empty
intervals Iy, Io, I3, I4, I5, with all corners in I; having label ¢ for i € [5].

e around every inner face, in clockwise order, there are two label-jumps equal to 2 and
one label-jump equal to 1.

These 5-QS structures, the additional incarnation as woods, and a related drawing algorithm
are discussed in [§]. The wood incarnation is represented in Figure lﬂ

\—@7—/ 4 7’
—> —>
(a) (b)

FI1GURE 50. Operations to be performed in the neighborhood of outer edges
for 5-QS structures of a quasi 5-adapted triangulation. (a) Operations for
orientations. (b) Operations for labelings. The configuration shown here is
frozen (see Lemma [12.3)).

4

V3

v “Us

FIGURE 51. Left: A quasi 5-adapted triangulated map G. Middle: the primal-
dual completion of G, endowed with a 5-QS angular orientations (more pre-
cisely, the orientation obtained from 5-QS angular orientations by applying
the operations of Figure [50[a), and deleting the star edges). Right: the corre-
sponding 5-QS labeling of G (more precisely, the corner labeling of G obtained
from the 5-QS labeling by applying the operations of Figure b)7 and trans-
ferring the labels from inner faces of G’ to inner corners of G).

12.4. Proof of necessity in Theorem A relazed weighted orientation is a weighted
orientation where the arc-weights are in Z. As usual, the outgoing weight (shortly, the weight)
of a vertex v is the sum of the weights of the arcs going out of v, and the weight of an edge is the
sum of weights of its two arcs. For a d-map G, with G the angular map, a relazed d-GS angular
orientation of G is a relaxed weighted orientation of G with exactly the same requirements as
in Definition the only difference being that negative arc-weights are allowed. By the exact
same arguments as in the proof of Lemma (these do not use positivity of the arc-weights),
we obtain:
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Lemma 12.10. Let G be a d-map. Let A be a relaxed weighted orientation of the angular map
G satisfying Condition (A1) and (A2) of d-GS angular orientations. Let C be a simple cycle
of G. The total weight inweight(C) of the arcs strictly inside C' with origin on C is

inweight(C) = £(C) — d + Z(d —deg(fa)),
aeC

where £(C) is the length of C, the sum is over the arcs of C, and for an arc a of C the face
incident to a inside C' is denoted by f,.

FIGURE 52. Starting from a d-QS angular orientation, and applying the shown
local rules at every edge-vertex, one obtains a relaxed d-GS angular orientation
(arcs with no weight indication have weight 1, arcs not shown on their edge
have weight 0).

Let G be a d-map with no face of degree smaller than 3, admitting a d-QS angular orientation
A’ of G*. Let A be the weighted orientation of G obtained from A’ by applying the rules of
Figure at each (special) edge-vertex of G*. Note that A is a relaxed d-GS angular orientation
of G, where the only arcs of negative weight are on the special (original) edges: each such edge
has an arc of weight —1 and an arc of weight 0.

We now aim at proving that G is quasi d-adapted. For a simple cycle C of G, we call chord
an edge strictly inside C joining two vertices on C'. Let us first consider the length of chordless
cycles. Let C' be a chordless non-facial simple cycle of G. For a face f inside C incident to at
least one arc of C', let k be the number of arcs of C incident to f, and let s be the number of
arcs of G inside C' that have weight —1, start from C, and have f on their right (since C' is
chordless, such an arc ends at a vertex strictly inside C'). Then, Condition (Al) and the rules
of Figure [52| ensure that the total contribution to inweight(C) of the edges incident to vy is at
least k(d — deg(f)) + s (indeed, letting W be this contribution, m be the number of vertices
on C adjacent to v¢, and b be the sum of weights of arcs from vy to vertices not on C, we have
Wy = (m —1)(d — deg(f)) + b, with m > k + 1; and from Figure 2 we see that b > s). This
ensures that inweight(C') > > .~ (d — deg(f,)), hence £(C) > d.

Next, we consider a cycle C of G containing at least one vertex and having at least one chord.
It admits a decomposition (at chords) into chordless cycles, as shown in Figure Since C
contains a vertex, one of these chordless components is non-facial, hence has length at least d.
Moreover the length of C' is at least the length of any of its components, hence the length of C
is at least d.
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FI1GURE 53. Decomposition of a cycle into chordless components.

Lastly, consider a non-facial simple cycle C' containing no vertex. The components of the
chord decomposition of C' are facial cycles. Consider a pair of adjacent components, and let
C" be the contour of the union of these two faces. The length of C" is at least d — 1 since G
admits a d-QS angular orientation (so that every inner edge e satisfies d(e) > —1). Hence the
length of C' is at least d — 1 as well, which concludes the proof that G is d-adapted.

12.5. Proof of existence in Theorem The proof follows the same lines as the proof
of existence of Theorem [4.1] so we only sketch it and highlight the main differences. For
convenience in view of later proofs, we assume that G has no inner edge connecting two outer
vertices. The only quasi d-adapted maps having such edges are easily checked to be those with
no inner vertex, and either one inner edge (separating two inner faces whose degrees add up to
d+2, this case is actually d-adapted) or two inner edges (separating a chain of three inner faces
f1, f2, f3, where deg(f1) = deg(f3) = 3, and deg(f2) = d — 2). The existence of a d-QS angular
orientation is then readily checked for those cases; see Figure [54] for the case d = 5 with 3 inner
faces.

FIGURE 54. Quasi 5-adapted map with 3 inner faces and no inner vertex (left
drawing), endowed with its unique 5-QS angular orientation (right drawing).

For the base case d = 3, since we disallow here inner faces of degree smaller than 3, every
inner edge in a quasi 3-adapted map G satisfies d(¢) = 1. Hence there is no special edge, so
being quasi 3-adapted is the same as being 3-adapted (here, being a simple triangulation), and
the existence of 3-GS angular orientations is already established. The same remark actually
holds for d = 4 (assuming no inner face of degree less than 3, the first value of d for which there
are quasi d-adapted maps that are not d-adapted is d = 5).

For d > 3, let G be a quasi (d + 1)-adapted map with no inner face of degree less than 3,
and no inner edge connecting two outer vertices. We construct G, exactly as in the beginning
of Section m (insertion of a copy of X4 in each (d + 1)-face, including the outer one, and
re-rooting at a d-face in the outer copy of X4). There is no non-facial cycle of length less or
equal to d in G, and the insertions of the copies of X; do not create non-facial cycles of length
less or equal to d either (by the same arguments as in Clairn. Hence G, is d-adapted, so it
admits a d-GS angular orientation A,. Let G4 be the (d+1)-map obtained from G4 by deleting
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the outer copy of X4. In the orientation induced by A, on G, as before the star edges incident
to star vertices of degree d have weight 0, but now we also have inner original edges of weight
0, which are precisely the special edges. Let G. be the map obtained from G¥ by deleting the
star vertices of degree d and their incident edges, and deleting the special (original) edges. Let
B. be the weighted orientation induced by A, on G.

The same arguments as in Claim ensure that B, is co-accessible (indeed, the crucial
property in that proof is that there is no d-cycle with at least one vertex inside). We can
thus consider a spanning tree T of é. such that it contains all the outer edges of G4 except
(v1,v2), and for every inner edge of T, the arc traversed in the direction away from the outer
vertices hae positive weight. Then we use the transfer process of Section |11.2] (described after
Clalm to obtain a weighted orientation .A+ on G‘L (the process can be formulated for any
co- acces&ble orientation endowed with a compatible spanmng tree). By the same arguments
as in Section in A, the weight of every 1nner vertex of G has increased by 1 compared
to B,, and the Welght of every inner edge of G, has decreased by 1 compared to B,o, while all
the vertices and edges of .A+ which were not in Gy have weight 1.

FIGURE 55. (a) The 3 types of inner faces in the map G. (the second type,
arising from special edges of G, does not appear when G is (d + 1)-adapted).
(b) Contracting the small edges incident to a star vertex of G{.

(a)

A notable difference with Section is that there are now 3 types of inner faces in é.,
as shown in Figure [55[a). We call small triangles the faces of the first type, that is, the inner
faces of G made of two vertices of G, and a star vertex of GJ of degree less than d. We call
small edges and small vertices of éf the vertices and edges that have been added inside the
small triangle. We call edge-vertices and extra edges of §,+ the vertices and edges that have
been added inside the (quadrangular) faces of the second type in Figure [55(a).

We then apply to éj‘ the contraction process indicated in Figure (b): contracting all the
small edges incident to star vertices of GI. We obtain a map é,x closely related to GJ: it
is G¥ except that for every star edge e incident to a star vertex of degree less than d in G*
one has ¢t € {0,1,2} additional small edges with the same endpoints as e. Precisely, we have
t = t¢ + t,, where t;, € {0,1} (resp. ¢, € {0,1}) indicates whether there is an edge e, (resp.
e,) on the left (resp. right) side of e resulting from the contraction of a small edge. Note that
t =2 — s(e), with s(e) the number of special edges among the two original edges that delimit
the inner corner of G, associated to e. R

We then let A, be the weighted orientation of G} obtained from A, by this contraction
process. That is to say, for every star edge e of G incident to a star vertex vy of degree
less than d, the weights of the arcs of e are taken as the sum of weights of the corresponding
arcs in e, eq, e, (whenever ey, e, exist). From the preceding, the weight of such an edge e is
d+1—deg(f) — s(e). This formula also holds for an edge e that is a star edge of G incident
to a star vertex vy of GJ of degree d. Indeed, the weight in A, of such an edge is 1, and it has
s(e) = 0 (this is ensured by the fact that there is no inner face of degree less than 3, so that
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the (d+1)-map G, has no special edge incident to a d-face). Since the weights of inner vertices
and inner edges of G4 have not changed compared to B,, we conclude that the orientation A/,
(on GY¥) satisfies all conditions of Definition except possibly Condition (A0’).

A border star vertex of G (or G{) is a star vertex in a face of G, that is incident to at least
one outer edge of G,. A border edge-vertex of G is an edge-vertex that is adjacent to an outer
vertex and to a border star vertex. To show that A}, can be modified to satisfy Condition (A0’),
we prove the following:

Lemma 12.11. In the orientation Al, any arc starting from an outer vertexr has weight 0,
except possibly if it ends at a border star vertex or at a border edge-vertex. Moreover, any arc
starting from a border star vertex has weight 0, except possibly if it ends at an outer vertex or
at a border edge-vertex. Finally, for every border star vertex vy, the outer vertices adjacent to
v¢ are consecutive along the outer face.

Proof. We let R, be the weighted orientation of G} obtained from A, by applying the oper-
ations of Figure [02] at every star vertex. As in Section R is a relaxed orientation that
satisfies Conditions (A1) and (A2) of Definition [3.11} Thus, letting C be the outer cycle of G,
Lemma applies: in Ro we have inweight(C) = Zf:ll(d + 1 —deg(f;)), where f; is the
inner face incident to the outer edge (v;—1,v;). Let S be the total weight (in R4) of arcs from
border star vertices to inner vertices. Since the arcs on star edges have non-negative weight in
R., and since Conditions (A1) and (A2) hold, the contribution to inweight(C') of the arcs from
outer vertices to border star vertices is at least S + Z?;l(d +1 —deg(f;)), with equality if and
only if for every border star vertex vy, the outer vertices adjacent to vy are consecutive along
the outer face. Hence, the total weight (in R,) of the arcs that start at an outer vertex and do
not end at a border star vertex is at most —S. Hence, if we let W be the total weight (in R.)
of arcs that either start at an outer vertex and do not end at a border star vertex, or start at
a border star vertex and end at an inner original vertex, then we have W < 0.

We now look at the contributions to W in the intermediate step (with green edges) in
Figure Recall that we assume G has no inner edge connecting two outer vertices, and
the same holds for G, (as the insertions of copies of X; can not create such edges), hence
every edge-vertex v, has at most one outer neighbor. Then it is not difficult to see that every
edge-vertex v. adjacent to an outer vertex or to a border star vertex yields a non-negative
contribution to W (contribution given by the special edge of weight —1 and the 4 green edges
associated to v.), and that the contribution is strictly positive whenever v, does not end at an
outer vertex or at a border star vertex. On the other hand, for every arc a in A, starting at
an outer vertex, on a non-special original edge or on a star edge, and not ending at a border
star vertex, the contribution of a to W is given by its weight in A/,. Similarly, for every arc a
in A, starting at a border star vertex and ending at an original inner vertex, the contribution
of a to W is given by its weight in Aj. Since W < 0, and since all possible contributions are
non-negative (grouping those associated to an edge-vertex as explained above), we conclude
that the positive ones do not exist.

Finally, the above inequality (for S+ Zf:ll (d+1—deg(fi))) has to be tight, so that the last
statement holds. O

To turn A, into a (d+ 1)-QS angular orientation, we modify some arc weights in the neigh-
borhood of the outer face, keeping the weights of edges and of inner vertices unchanged, as
follows. For each edge (v;,vy,), with f; the inner face of G, incident to (v;—1,v;), we put all
the weight on the arc out of v;; and if f;i 11 # fi, we put all the weight of the edge (v;,vy,,,)
on the arc ending at v;. For each border edge-vertex v, we choose the unique outgoing edge
of v, as the one leading to the adjacent outer vertex v, unless the next neighbor after v in
counterclockwise order around v, is a border star vertex vy, in which case the unique outgoing
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edge of v, is the one leading to vy. With these modifications, and given Lemma one
easily checks that all conditions of Definition [12.1| are now satisfied.

Finally, by the exact same arguments as those at the end of Section the (d + 1)-GS
angular orientation A4, on G yields a (d+1)-GS angular orientation A" on G*; see Figure{44{b).
Note that the special edges do not interfere with this last step, since they are not incident to
inner faces of G4 of degree d, hence there is no special edge of G, on a boundary of a copy of
X4, and there is no special edge inside a copy of X either.

13. CONCLUDING REMARKS

As shown in Sections [6] and many of the combinatorial structures on plane graphs that
have been used in the literature to define graph drawing algorithms are grand-Schnyder struc-
tures for special classes of plane graphs. Hence, grand Schnyder woods offer a framework for
extending known drawing algorithms to new classes of plane graphs, or to look for brand new
algorithms in the spirit of the known ones. Following this perspective, in [7] we present ex-
tensions of several graph drawing algorithms (straight-line drawing and orthogonal drawing)
related to 4-GS structures [3, 5l 30, 34], and establish some connections between them. And
in [8] we use 5-QS structures on quasi 5-adapted triangulations of the pentagon (closely related
to 5-connected triangulations) to define a face-counting straight-line drawing algorithm for 5-
connected triangulations. In this context, the algorithm established in the present article to
compute grand-Schnyder structures in linear time is valuable in order to obtain graph drawing
algorithms of linear time complexity.

Several instances of grand-Schnyder structures have also been used to define bijections be-
tween classes of planar maps and classes of trees [2, [ B0, 32, 41l [43]. Thus the general
framework established in the present article offers the promise of extending these bijections
(using the “master-bijection” approach developed in [4, [6]). In particular, this approach seems
well suited to tackle the d-irreducible maps enumerated in [I1].

Lastly, the original impetus for the definition of Schnyder woods were results about the
dimension of the incidence poset of planar graphs [44]. We wonder if some generalization of
these results can be deduced from the existence of grand-Schnyder structures.
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