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ABSTRACT

The double detonation model is one of the prevalent explosion mechanisms of Type Ia Supernovae
(SNe Ia) wherein an outer helium shell detonation triggers a core detonation in the white dwarf (WD).
The dynamically driven double degenerate double detonation (DY) is the double detonation of the
more massive WD in a binary WD system where the localized impact of the mass transfer stream
from the companion sets off the initial helium shell detonation. To have high numerical resolution
and control over the stream parameters, we have implemented a study of the local interaction of the
stream with the WD surface in 2D. In cases with lower base density of the shell, the stream’s impact
can cause surface detonation soon after first impact. With higher base densities, after the stream hits
the surface, hot material flows around the star and interacts with the incoming stream to produce a
denser and narrower impact. Our results therefore show that (1) a directly impacting stream for both
a relatively high resolution and for a range of stream parameters can produce a surface detonation, (2)
thinner helium shells ignite more promptly via impact, doing so sooner, and (3) there are lower limits
on ignition in both shell density and incoming stream speed with lower limits on density being well
below those shown by other work to be required for normal appearing SN Ia. This supports stream
ignition and therefore the D% scenario, as a viable mechanism for normal SNe Ia.
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1. INTRODUCTION

Type Ia Supernovae (hereafter SNe Ia) are thermonu-
clear explosions of white dwarfs (WDs). Although it is
known that these WDs disrupt, the exact mechanism
by which this occurs remains uncertain. WDs near the
Chandrasekhar mass limit (1.4 Mg), known as Chan-
drasekhar mass WDs can explode as they gain mass and
reach the limit but WDs less massive than this limit or
sub-Chandrasekhar Mass WDs (sub-Ch WDs), can also
form SNe Ia through a completely different explosion
mechanism (e.g. Maoz et al. 2014).

The explosion mechanism of sub-Ch WDs is still a
topic of debate. However, one of the prevalent models,
the double detonation model, shows promise in being
able to replicate the spectra of observed normal SN Ta
(Kromer et al. 2010; Townsley et al. 2019; Boos et al.
2021; Shen et al. 2021). According to the double deto-
nation model, there is an initial detonation in the outer
thin helium shell of a carbon-oxygen (CO) WD which
then ignites a detonation in the CO core (Woosley &
Weaver 1986). There has been a lot of work in the

past on simulating the entire double detonation scenario
(Guillochon et al. 2010; Dan et al. 2011; Raskin et al.
2012; Moll & Woosley 2013; Pakmor et al. 2013; Fenn
et al. 2016; Garcia-Senz et al. 2018; Townsley et al. 2019;
Boos et al. 2021; Gronow et al. 2020; Gronow et al. 2021;
Collins et al. 2022; Pakmor et al. 2022; Roy et al. 2022).
However, the helium detonation in many studies is arti-
ficially created using a hot spot (Dan et al. 2015; Garcia-
Senz et al. 2018; Townsley et al. 2019; Tanikawa et al.
2019). The conditions necessary for helium shell igni-
tion have been studied in the past (Holcomb et al. 2013;
Moore et al. 2013) but the ignition mechanism is signif-
icantly less explored and modeled.

One scenario for ignition of the helium shell is the dy-
namically driven double degenerate double detonation
(D) scenario (Guillochon et al. 2010; Dan et al. 2011;
Pakmor et al. 2013; Shen et al. 2018). As the name
suggests, the dynamical mass transfer onto the primary
WD from the companion in a double degenerate sys-
tem (a binary WD system) causes a double detonation
in the primary WD. From here on, the primary WD
refers to the higher mass WD and the companion WD
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Figure 1. (a) Dark blue region indicates the companion WD while the light blue region indicates the primary WD. Mass
transfer from the companion results in a stream directly impacting the surface of the primary WD. Our simulation focuses
on the stream striking the WD surface, a very local perspective to the surface of the primary WD. (b) The primary WD is
represented as a flat plane with two layers: the outermost helium shell and the innermost carbon-oxygen core. The entire region

represented here is the region within the black rectangle in (a).

angle marked y is the impact angle.

refers to the lower mass WD. The companion WD be-
ing lower in mass and having a larger radius leads to it
filling its Roche-lobe first thereby initiating mass trans-
fer to the primary WD. The mass ratio of the primary
and companion WD dictates if the mass transfer leads
to the formation of an accretion disk or if the material
from the mass transfer directly impacts the surface of
the primary (Lubow & Shu 2014; Nelemans et al. 2001;
Marsh et al. 2004). Specifically, the case where both the
WDs in the binary system are CO WDs (0.45 - 1.0 M)
would result in the accretion stream directly impacting
the surface of the primary WD and is thought to pro-
duce the outer helium shell detonation necessary for the
D% model.

Guillochon et al. (2010) simulated the mass transfer
directly impacting the surface in a two star system in
3D. They found that a “knot” of dense hot material
formed on the surface of the primary WD which even-
tually causes a surface detonation. The low resolution
of the study was ultimately unable to investigate and
characterize the ignition mechanics in detail. Pakmor
et al. (2013) simulated the merger of two CO WDs where
the accretion of material on the primary detonates the
thin helium shell on it. However, the simulation was in
a two-star system and hence the resolution was again
lower than desired for a clear characterization of the lo-
cal mechanism of the ignition. Glasner et al. (2018) sim-
ulated the accretion of material from the companion and
explored the possibility of a detonation in both thick (0.1
Mg) and moderate (0.05 Mg ) shell cases on the primary
WD (1.0 Mg WD). They observed a helium detonation
for thick and moderate shell cases, and in the thick shell
case they observed a transition to the core (edge-lit sce-
nario). Pakmor et al. (2021) observed a unique result on
simulating the merger of a “hybrid” HeCO WD (having

The angle marked as x is the impact location angle and the

an unusually thick helium shell) with a CO WD. The
helium shell detonated via stream ignition but did not
lead to a core ignition and instead travelled upstream
to double detonate the companion. Iwata & Maeda
(2022) studied the spontaneous helium shell ignition in
1D and found ignition challenging, highlighting the need
for multi-dimensional investigations. Wong & Bildsten
(2023) simulated the stable mass transfer from the com-
panion to the primary WD in 1D and were successful
in producing a dynamical helium flash on the primary
WD, an alternative to an impact ignition scenario.

Most of the previous work listed either produced a
surface ignition within a simulation including the whole
binary system but with a low resolution or studied the
accretion and ignition in 1D which doesn’t address the
stream impact. In this work, we will demonstrate a
two-dimensional simulation of the direct impact of the
accretion stream on the surface of the primary WD. Un-
like previous work, this study is local to the surface of
the primary WD to focus on the stream and the ignition
mechanism.

Section 2 is dedicated to the methods used to perform
the study. Results found by varying stream characteris-
tics are presented in section 3. Section 4 discusses the
outcome when the base density of the helium shell is var-
ied. We summarize and conclude the paper in section

5.

2. METHODS

Our work is motivated by a double degenerate system
with two CO WDs where the primary is more massive
than the other. From Marsh et al. (2004), we know
that the mass ratio of a system defines whether or not
the accretion is direct impact or disk accretion. For a
primary WD which is a more massive CO WD (= 0.8Mg
to 1.0Mg), a companion CO WD would result in direct
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Table 1. Results from the two body + test mass trajectory integrator. M; and R; represent the mass and radius of the primary
WD. Similarly, M2 and R2 represent the mass and radius of the companion WD.

My (Mg) | M2 (Mg) | Ry (10% cm) | Ry (10® cm) | Impact velocity (10% cm s™') | Tmpact angle (°) | Impact location angle (°)
1.0 0.45 5 10 5.8 45 49
1.0 0.6 5 8.5 5.3 52 34
1.0 0.7 5 8 5.0 55 28
1.0 0.8 5 7.5 4.7 57 23

impact accretion. The direct impact would result in
a stream, originating at the L; point, that strikes the
surface of the primary WD. Both the WDs also have
a helium outer shell; therefore the transferred mass or
stream would mainly consist of helium.

We choose to focus on the interaction of the stream
with the primary WD in order to follow the impact and
effect of the stream and thereby the ignition mechanism.
The model is simulated in two dimensions using Flash
(Fryxell et al. 2000), a multiphysics reactive hydrody-
namic simulation code. Two different nuclear reaction
networks are used, a small 13-isotope nuclear reaction
network (Fryxell et al. 2000) and a large 55-isotope nu-
clear reaction network. The smaller reaction network,
comprising “He, 12C, 160, 20Ne, 24Mg, 28Si, 328, 36Ar,
40Ca, *4Ti, *8Cr, %2Fe, %°Ni, is used to conduct a pre-
liminary investigation on the possibility of producing a
surface detonation without utilizing a large computa-
tion time. Later, a larger 55-isotope reaction network,
which was previously used in double detonation simu-
lations (Townsley et al. 2019; Boos et al. 2021; Gronow
et al. 2021), is utilized since this is required for ignition
of the thinnest shells. Modules for Experiments in Stel-
lar Astrophysics (MESA) is used in combination with
Flash for the larger reaction network.

Heat conduction is not included in our models. This is
because our models use a helium shell with a base den-
sity of around 10° g cm~2 and from Timmes & Niemeyer
(2000) for that density, the deflagration speed would be
< 100 cm s~ which would be too small to be noticeable
on the scale of our simulation (approx 10s simulation
time and domain length of 20 x 108 ¢cm) which is designed
to observe the higher speeds attained by detonations.

There are two main components to our model, the
CO WD surface with a helium shell and the impacting
stream. We model the surface in a plane parallel approx-
imation with the bottom layer representing the core and
the top layer representing the helium shell of the WD as
seen in Figure 1. We defer the curved surface simulation
to future work. The computational configuration for the
WD surface is similar to that of Moore et al. (2013) and
uses a surface gravity of 4 x 10® cm s~2 and a density of

5 x 10° g cm ™2 at the base of the helium layer (this is
varied later in Section 4). This surface gravity approxi-
mately corresponds to a 1.0 Mg WD. The scale height,
H, is approximately 700 km. The base of the helium
layer is taken to be 1.5 x 10® cm from the bottom of the
computational domain.

The boundary condition on the bottom of the grid is
a variation of a hydrostatic boundary condition (Zingale
et al. 2002) where the normal velocity is handled by a re-
flective boundary condition. We have not observed any
issues with handling the normal velocity in such a man-
ner but we will make modifications if they are needed
in future simulations. The other boundary conditions
will be discussed in the subsections below. The length
of the surface in the horizontal direction mimics the cir-
cumference of a 1.0 M WD. With a radius of ~ 5 x 108
cm, the circumference would be =~ 30 x 108 cm. A sur-
face length of 20 x 10® cm was initially used to reduce
computational time and, later, the larger surface length
of 30 x 10® cm was used. A greater surface length is
only expected to delay the ignition and hence is not a
defining factor. Adaptive mesh refinement is used, with
refinement triggered on variations in density, tempera-
ture, and helium mass fraction. The largest cell sizes are
square and ~ 310 km in each dimension, and refinement
is allowed to decrease the cell size (by splitting cells in
half in each dimension) to a minimum cell size of =~ 20
km.

The stream, formed by the Roche-lobe overflowing
companion, strikes the surface of the primary WD as
pictured in Figure 1(a) with a velocity and impact an-
gle dependent on the binary system. These are parame-
ters that are necessary to define the stream dynamics in
our model but are also parameters that are specific to
a given binary system. Here, we refer to the angle be-
tween the stream and a line tangent to the surface as the
impact angle (can be seen in Figure 1 (a)). In order to
obtain sensible estimates of velocity and impact angle,
we generated a simple test mass trajectory integrator
which models the evolution of a test mass in a binary
system in the rotating frame by considering the gravita-
tional force on the test mass, the Coriolis force and the
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centrifugal force. Two bodies (WDs) are placed such
that the separation distance between them is equivalent
to the distance between the WDs when the companion
WD would fill its Roche-lobe. We equate the radius
of the companion WD to the radius of the Roche-lobe
of the companion star and find the separation distance
using the equation for the radius of the Roche-lobe of
the second star from Paczyniski (1967). The orbital pe-
riod is then determined from the chosen masses and the
resulting separation.

The mass-less test particle is placed slightly away from
the first Lagrange point (L) of the system such that it
is on the side of the primary WD. The test particle rep-
resents the stream particles that would be transferred
to the primary WD when the companion WD fills its
Roche-lobe (which is why we position this particle near
Ly). The motion of the test particle was simulated un-
til it crosses the radius corresponding to the primary
WD’s surface. The primary WD is a 1.0 Mg WD and
we vary the mass of the companion WD from 0.45 to 0.8
Mg. The radii of the WDs are taken from Hamada &
Salpeter (1961). The motion of the test particles varies
for systems with different mass ratios as observed in Ta-
ble 1 which lists the results from this experiment. The
impact velocity, impact angle of the test mass and the
angle from L; are the main results from this experiment
shown in the last three columns. The angle subtended
at the center of the primary by the point of impact and
L1 describes the position of the impact, referred to from
now on as impact location angle. There is an increase in
impact angle and decrease in velocity with the increase
in the mass of the companion WD. Also, there is a de-
crease in the impact location angle as the mass of the
companion WD increases.

The material in the “stream” might not be uniform
or have a consistent flow. Therefore, a reasonable possi-
bility to consider would be that the stream is composed
of smaller chunks of material. In fact Guillochon et al.
(2010) reason that the stream would consist of “knots”
which would have a size similar to the stream radius.
For that reason, we also simulate the impact of a single
mass of material on the WD surface and discern if it
can detonate the surface before constructing a stream
of material that strikes the surface. Additionally, even
though Table 1 gives us insight on the stream param-
eters, the single impact study is helpful to find stream
parameters that detonate the helium shell. Hence our
work can be broken down into two main sections, (1)
single impact and (2) the stream impact.

2.1. Single Impact Study

As discussed previously, a single impact on the WD
surface can assist in understanding the behavior of a
stream impact and aid in deducing the stream param-
eters necessary to produce a surface detonation. To do
this we use a circular mass of helium. The impact of
a circular mass is technically equivalent to a cylindrical
mass striking the surface instead of a spherical mass but
performing the simulation in 2D limits the geometry of
the impacting mass.

The density and temperature of this impacting mass
was initially determined using the density and tempera-
ture of the background material that fills the space above
the surface which are pgug and Tq.g respectively. In
order for the size of the circular mass to not expand
suddenly as soon as the simulation starts, it must be in
approximate pressure equilibrium with the surrounding
material. To do this the density was fixed at a value
comparable to the outer layers of the surface (2.5 x 10*
g cm~?3) and the temperature was scaled so that an ideal
gas would be in equilibrium. To decrease the discontinu-
ity at the edge of this circular mass, a density gradient
defined by

dinass
P = Pmass — (pmass - pﬂuff) X (m) , (1)

rmass

was used. Here, pmass is the central density and is
2.5 x 10* g cm ™3, pgug is the density of the background
“uff” material and is ~ 10'* g cm™3. The density
decreases from pnass at the center of the mass to pgus
at the edges. rmass is the radius of the mass and diass
is defined as \/((z — 1)2 + (y — y1)2) where 21 and y;
are the coordinates of the center of the circular mass.
The temperature was scaled with respect to the density
gradient and is defined as the following:

7 _ Piuft X Thust @)
p
where Tgyug is the the temperature of the background
material, 1054 K. The base density of the helium shell
and the surface gravity are not varied. A surface length
of 20 x 10% cm was used here to reduce computational
time as mentioned previously.

The radius, velocity and entry angle of the circular
mass were varied to test whether helium shell detonates
or not. The entry angle is defined as the angle at which
the stream enters the domain as seen in Figure 1 (b). An
entry angle of 90° would correspond to an impact that
is perpendicular to the surface. Although the results
of the impact angle from the trajectory integrator are
used as guidelines for determining the entry angle, the
entry angle and impact angle are not the same. This is
because the direction of the stream changes as it curves
toward the surface due to gravity.



To avoid unwanted interaction of the detonation with
underlying layers which could lead to ignition of a car-
bon detonation, the carbon and oxygen in the core were
substituted with magnesium for this study. The small
13-isotope reaction network was utilized because this is
only a preliminary study. The shell and circular mass
are made out of pure helium.
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Figure 2. Ignition boundary estimates for a circular mass
hitting the WD surface. (Top) Ignition boundary estimates
for ps = 2.5 when velocity is varied. (Middle) Ignition bound-
ary estimates for ps = 7.5 when velocity is varied. (Bottom)
Ignition boundary estimates for ps = 2.5 when entry angle

is varied for a velocity of 1.3 x 10 cm s~ .

2.2. Stream study

In addition to the single impact study we proceeded
to the more complicated stream study. The existing
setup is preserved but, instead of the single impacting
mass, a stream of material is designed to enter the grid
by modifying the top boundary condition. A zero gradi-
ent boundary condition is defined everywhere on the top
edge except within the radius of the stream where the
material is given a specific density and velocity to im-
pose an inflow onto the domain. The left and right edges

5)

are set to periodic boundary conditions to allow mate-
rial to flow around the surface of the WD and mimic a
spherical, continuous surface. Unlike the single impact
study where a density gradient is defined to smooth the
edges, we use a uniform density of 2.5 x 10* g em™> and
a temperature of 2.5 x 10% K for the stream. A density
gradient is harder to implement in an inflowing stream
but we will attempt this in future work. Our choice
of stream parameters is influenced by the single impact
study.

The CO core of the WD is once again substituted
with a magnesium core to avoid ignition of the under-
lying layer and the smaller, 13-isotope, nuclear reaction
network is used in a preliminary stream study. The sim-
ulations are initially performed with the smaller surface
length of 20 x 10® cm and later with 30 x 10% cm. We
also try to observe the process in a higher resolution and
therefore use a cell size as small as ~ 5 km after initial
results where the smallest resolution is ~ 20 km.

After successfully obtaining a surface detonation with
a small reaction network and magnesium core, we repeat
the process for the more realistic case of a carbon-oxygen
core and the larger 55-isotope reaction network. The
abundance of the CO WD considered here has a similar
abundance to the WD model in Townsley et al. (2019).
The abundance of carbon and oxygen in the core are
0.4 and 0.6 respectively while the shell and stream have
a nitrogen abundance of 0.009 and a helium abundance
of 0.991. The proton capture on nitrogen is the slowest
reaction in the CNO cycle. Therefore, small amounts
of nitrogen are expected in the shell and stream, regions
that have burned hydrogen to helium, through the CNO
cycle. Nitrogen was added in the shell and stream for
this reason and also because it has been shown that the
presence of nitrogen in the shell can decrease the size
of the minimum detonatable hotspot (Shen & Moore
2014). The length of the plane does not affect anything
other than how long it takes for the helium shell to deto-
nate. Since the larger reaction network requires a larger
computation time per step and cell we therefore utilize
a smaller plane length of 20 x 10® cm.

3. RESULTS

A surface detonation can be identified through sev-
eral distinctive features. Firstly, the ignition region will
reach temperatures as high as 2x10% K, significantly ex-
ceeding the temperature of its surroundings. Over time,
this high-temperature area will expand, bounded by the
shock front. We use snapshots in density and tempera-
ture to detect a detonation in the helium shell. Although
a density plot may not clearly indicate the higher den-
sity region during ignition, the propagation of the shock
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Figure 3. Snapshots of density at various times, indicated on each panel, for a two-dimensional stream (a flowing sheet)
impacting the surface of a WD. The depicted case has a stream velocity = 6 x 10% cm s7!, a stream density = 2.5 x 10 g
em™®, a stream angle of 35.5°, a stream half-width of 10* cm, pyase of 5 X 10° g cm™ and a cell size of ~ 5 km, our highest
resolution. At t=1.4 s the stream impacts the WD surface and at ¢ = 3.0 s the material that wraps around the surface, via the
horizontal periodic boundary condition, begins to interact with the backside of the stream, eventually constricting the stream to
a narrower width. At t=4.71 s the surface is ignited and next few time steps show the propagation of the detonation indicated
by an arrow in each panel. An animated plot of this evolution is available from the Zenodo link at the end of the manuscript.

wave will be noticeable. When the temperature rises but
fails to lead to a detonation, a hot spot may be observed,
but it will dissipate after some time. In comparison, a
self-propagating detonation wave will have a shock wave
followed by a co-moving region of burning that supports
it. We can compare fairly directly to the steady-state
helium layer detonation structures computed by Towns-
ley et al. (2012). Both the single impact and the stream
calculations demonstrated successful ignitions and show
these features when a detonation occurs. The results of
both these studies are presented below.

3.1. Single impact study

Figure 2 shows the collective results of the circular
mass impact on the WD surface. The radius and entry
velocity of the circular mass were varied and whether
they detonate the surface or not is plotted in Figure 2
(Top). The radius was varied between 2.5 x 107 cm and

2.5 x 10® em. The velocity was varied between 8.6 x 103
em s~ ! and 1.91 x 10° em s™1. The central density of
the mass is fixed at 2.5 x 10* g em™3. A small radius
of less than 7.5 x 107 ecm does not detonate the surface
for any entry velocity in this range. As the radius is
increased, the velocity needed for a detonation decreases
sharply at first and then decreases gently after a radius
of 10® cm. A similar trend is observed when pmass 18
increased to 7.5 x 10* g cm™3 (represented in Figure 2
(Middle) and the solid dark purple curve) but a lower
radius and entry velocity are observed as the ignition
threshold. It is also interesting to observe the similarity
in the constant kinetic energy per length curve and the
boundary between the ignition and no ignition regions
in Figure 2 (Top). Since this is a 2D simulation, the
density, area and the entry velocity of the mass were
used to calculate the ‘kinetic energy per length’ instead
of the ‘kinetic energy’.



Figure 2 (Bottom) is the observed result when the
entry angle and radius of the circular mass were varied
but the entry velocity and ppa.ss were held constant at
1.3x10% cm s~ ! and 2.5 x 10* g cm 2 respectively. The
size threshold below which no entry angle is sufficient to
allow ignition appears to be approximately 0.75 x 108
cm. The entry angle threshold for ignition decreases
rapidly to about 30° for impactor radii between 0.7 and
1.0 x 10® cm, then more slowly down to about 20° for a
radius of 2.0 x 10® cm.

The ignition boundaries shown correspond to decision
boundaries created using a Support Vector Classifier
(SVC) (Cortes & Vapnik 1995) with a polynomial ker-
nel of degree=3 and an independent coefficient ‘coef0’=3
and ‘coef0’=10 for a central density of 2.5 x 10* g cm—
and 7.5 x 10* g cm ™2 respectively. The decision bound-
aries suggests a transition between parameters that pro-
duce a surface detonation to those that do not.

3.2. Stream study

We choose a set of parameters for our stream based
on the results of the single impact study. We choose
parameters that are in the ignition region, but not far
from the boundary and away from the extremes of the
explored parameter space (Figure 2). The chosen pa-
rameters are a stream half-width of 108 cm, an entry
velocity of 1.3 x 10% cm s™1, an entry angle of 35.54°
and a stream density of 2.5 x 10* g cm ™. The base
density of the helium shell is set to 5 x 10> g em 3. A
rough estimate of the rate of change of mass accumu-
lated by the stream (M) on the surface for these stream
parameters is &~ 0.0005 My s~ ! After a surface deto-
nation was observed in the simulation for these initial
values, the stream parameters were decreased to deter-
mine the lowest value at which a surface detonation is
produced within 10 seconds runtime (run a little longer
when no ignition is observed). We have simulated the
stream impact with both a small reaction network with
a magnesium core and pure helium shell and a large re-
action network with a CO core and helium shell with
nitrogen in it. These cases will be referred to as the
“pure helium” case and the “helium with nitrogen” case
from here on.

The formation and propagation of the surface detona-
tion can be seen in Figure 3, which features snapshots
in density for the pure helium case. Animated plots of
several cases are available from the Zenodo link provided
at the end of the manuscript. The phases of evolution
are the same for the pure helium and helium with ni-
trogen cases, though some helium with nitrogen cases
ignite earlier as will be discussed below. We demon-
strate the pure helium case instead of the other because
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Figure 4. Snapshots of temperature at times before, dur-
ing and after and at ignition for a two-dimensional stream
impacting the surface of a WD. The case shown here has a
stream velocity = 6x10% ecm s™!, a stream density = 2.5x10*
g em™®, a stream angle of 35.5°, a stream half-width of 10%
cm, Ppase Of 5 X 10° g cm~? and a cell size of =~ 5 km, our
highest resolution. At t = 4.41 s the stream is seen to be
penetrating the surface as temperature rises. At t = 4.71
8, a high temperature hotspot can be observed, indicating
the ignition of the surface. At t = 5.01 s the propagation
of the detonation can be noticed. An animated plot of this
evolution is available from the Zenodo link at the end of the
manuscript.

it is our highest resolution run (cell size ~ 5 km). Table
2 lists all the different runs attempted by varying the
velocity for the pure helium case and the helium with
nitrogen case. It also lists the peak density at the point
and time of ignition. The minimum Thyue/Tayn just be-
fore ignition was found to be < 1 for the pure helium
shell case with a velocity of 6 x 10% cm st (lowest reso-
lution) [See appendix]. Therefore, the conditions at hot
spots are feasible enough to induce ignition, without the
influence of numeric ignition as emphasized by Glasner
et al. (2018).

Due to the two dimensional geometry, the inflowing
material is physically in the form of a flowing sheet
falling toward the WD surface. However, we will con-
tinue to use the term “stream” since we think it is more
clear.



The stream flows onto the domain from the top right
boundary and increases in width as it gets closer to the
surface of the WD. Consequently, the density of the ma-
terial initially impacting the surface is smaller than the
stream density. The stream strikes the surface of the
WD at about 1.4 s after it enters the grid at t=0s. The
material from the stream, which is pure helium in this
case, bounces off the surface of the WD and continues
to move away from stream. As more material strikes
the surface, more material starts moving away from the
stream, mostly in the leftward direction, and eventually
wraps around the surface of the star, modeled here using
a periodic boundary condition on the left and right.

The density plot at t=3.0 s shows how the material,
once wrapped around and coming in from the right,
starts interacting with the right edge of the stream.
The interaction of the wrapped around material with
the stream introduces irregularity in the stream rem-
iniscent of the stream behavior seen in the motivating
work of Guillochon et al. (2010). Over time the wrapped
around material constricts the incoming material to a
narrower stream thereby increasing the density of mate-
rial impacting the surface. This leads to both a deeper
penetration in the helium envelope and a compression of
material from the incoming stream forming a high den-
sity region. Compression of material causes the region
to heat up. When the temperature of this high density
region reaches roughly 2 x 10° K the surface is ignited
and a detonation wave is produced. The propagating
detonation can be seen in Figure 3 where it is moving to
the left at t=>5.4 s (position: x = 5x 10® cm, y = 2x 10%
cm) and at t=5.7 s (position: x = 2x10% cm, y = 2x 10%
cm). The temperature evolution near the time of igni-
tion is shown in Figure 4. As seen in Table 2, the peak
densities seem to mostly lie around 1.5 —2 x 10 g cm—3
for the pure helium shell cases and around 1 —2 x 10% g
cm ™3 for the helium with nitrogen cases. However, there
is no trend in relation to the velocity or surface length
which further demonstrates that ignition conditions rely
on factors beyond just the peak density or temperature
achieved on stream impact.

The deep penetration of the stream could dredge up
material from the core. In such a scenario the core
material will mix with the material in the shell. The
presence of carbon and oxygen in the shell is known to
detonate the surface with greater ease than in pure he-
lium shells (Shen & Moore 2014). By design, this does
not matter for the pure helium case since magnesium
would be mixed into the pure helium shell and would
not contribute to the occurrence of a detonation. How-
ever, the deeper penetration in the helium with nitrogen
case could result in some of the core material (carbon

and oxygen) to be dredged up and mixed with the outer
shell. This is discussed in detail in Section 4.

Two higher resolution runs were also performed for
one of the pure helium shell cases as seen in Table 2.
By doing so we were not attempting to find mesh con-
vergence but were trying to investigate if these cases
continue to ignite in an analogous manner at higher res-
olutions. As seen in Table 2, they consistently do so.
In our simulations, the stream hits the surface of the
WD and ignites a detonation. In the focusing mecha-
nism cases, the wrapped around material interacts with
the incoming stream to form ringlets (Kelvin-Helmholtz
instability) in the stream (as seen in Figure 3). The im-
pact of these local ringlet inhomogeneities in the stream
appear to lead to the ignition of the surface layer near
the core-shell interface. With increased resolution, these
ringlets become more distinct, clearer and more pro-
nounced in structure (can be observed by comparing
animations from the two different resolution cases in the
Zenodo link at the end of the paper) but the fact that
the ignition times are consistent shows that the process
is not very sensitive to resolution. Since the develop-
ment of the stream inhomogeneities is a random process
driven by a flow instability, we expect some inherent
stochasticity in the time of ignition, and deem the ob-
served variation between resolutions to be within those
expectations based on the typical sizes of the inhomo-
geneties and their velocities. Although, other studies
have investigated higher resolutions than a cell size of
~ 5 km (Moore et al. 2013; Rivas et al. 2022), our goal
here is not to do a resolution study but to present the
results of our completed 2D study before we move on to
3D work.

In addition to the resolution study, one helium with
nitrogen shell case was run with a burning limiter (Kush-
nir et al. 2013), showing ignition as listed in Table 2.
While not determinative, this lends support to the ro-
bustness of the ignition. Our limiter is described in Boos
et al. (2021) and we use a value of |Aln T, . of 0.1,
as done there (Refer to Boos et al. (2021) for a detailed
explanation of the burning limiter). The ignition takes
place slightly later when the reactions are allowed to be
restricted by the limiter, approximately when the next
inhomogeneity in the stream interacts with the surface.
The site of the ignition in the absence of a limiter still
shows the beginnings of a runaway, but the detonation is
unable to propagate away from the ignition site, possibly
due to the artificial thickening introduced by the limiter.
Since the underlying mechanism being discussed here is
the continued focusing of the stream, we believe that a
slightly later ignition is still a robust demonstration that
such focusing can lead to ignition.
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Table 2. Stream parameters along with time of ignition. Half-width is 108 cm, density is 2.5 x 10* g cm ™3, stream angle 35.5°
and base density of the helium shell is 5 x 10° g cm 3. The peak density column represents the maximum density at the ignition

point.

X - indicates no ignition. The non-igniting case was run to 14 s without ignition.

* - High resolution run. cell size &~ 10 km
** _ High resolution run. cell size ~ 5 km
** _ Burning limiter run.

Pure helium shell - Magnesium core and small nuclear reaction network

Velocity (10% cm s™!) | Surface Length (10% cm) | Time of impact (s) | Time of ignition (s) | Peak density (10° g cm™3)
4.0 30 1.3 X N/A
5.0 30 1.2 7.50 1.44
5.0 20 1.2 5.74 2.51
5.5 20 1.15 6.98 1.68
6.0 30 1.13 6.92 1.43
6.0 20 1.13 4.30 2.09
6.0 20 1.14 4.2% 1.65
6.0 20 1.2 4.67** 1.89
7.0 20 1.05 4.16 2.08
8.0 20 1.0 3.61 1.30
9.0 20 0.95 3.30 1.49
10.0 20 0.9 1.42 2.02
15.2 20 0.7 1.00 2.85
17.2 20 0.63 0.9 2.57

Helium + Nitrogen shell - CO core and large nuclear reaction network

Velocity (10% cm s™!) | Surface Length (10% cm) | Time of impact (s) | Time of ignition (s) | Peak density (10° g cm™)
4.0 20 1.3 6.05 0.71
5.5 20 1.15 4.31 1.68
6.0 20 1.14 4.68 1.88
6.0 20 1.14 5.66%** 0.98

Utilization of the larger nuclear network also con-
tributes to an easier surface detonation. Data in Table
2 shows that the velocity threshold was therefore lower
than it was for the pure helium case when they both
have a stream half-width of 1 x 10® c¢cm, an angle of
35.54° and a stream density of 2.5 x 10* g cm™3. The
threshold velocity of the pure helium case was found to
be ~ 5 x 10® cm s~! below which a surface detonation
does not occur. The helium with nitrogen case deto-
nates for a stream velocity as low as 4 x 10% cm s~}
and possibly for lower velocities. We did not attempt to
find the velocity threshold because of the long comput-
ing time and our greater interest in varying the helium
shell density.

4. VARYING THE BASE DENSITY OF THE
HELIUM SHELL

The double detonation of ‘thin’ helium shell WDs in
double degenerate systems produce light curves similar

to normal SNIa (Kromer et al. 2010; Townsley et al.
2019; Boos et al. 2021; Shen et al. 2021). The elements
formed in a SNIa determine what the maximum light
spectrum would look like. But in a model such as ours,
the elements formed would depend on the base helium
shell density, thickness and mass. Townsley et al. (2019)
used a base helium shell density of 2 x 10° g cm™2, a
shell mass of 0.021 Mg, with 5% 2C, 5% 160 and 0.9%
14N in the shell other than helium for the primary CO
WD model which on double detonating produced spec-
tra very similar to a normal SNIa at maximum light.
Since a thin shell is required to produce a ‘normal’ SNTa
like spectra, it is necessary to check if our model can
continue to detonate in the presence of a thin shell.

We performed an additional study to determine if a
stream impact ignition is possible for thin shell CO WDs
too. Our models so far have used a base helium shell
density of 5 x 10° g em™3. Starting from this density,
the base helium shell density is varied to lower values
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Figure 5. Snapshots of temperature and carbon when the stream impacts the surface, at ignition and after ignition for a
two-dimensional stream impacting the surface of a WD with a helium + nitrogen shell and a CO core. The density at the base
of the helium layer is 3 x 10° g em™*. At t = 1.50 s the stream hits the surface of the WD. At t = 2.53 s, the surface ignites.
At t = 3.00 s the detonation propagating on the surface can be observed. The white contour is plotted at a 0.35 12C abundance

and represents the interface between the core and shell of the WD.

until the stream could not ignite the surface. Table 3
lists the chosen base densities and the outcome. We ran
all models until slightly after ignition since they were
computationally demanding.

Shells with lower base densities ignite sooner than
those with higher base densities. A base helium shell
density of 3 x 10° g em ™3 detonates at t=2.53 s, com-
pared to 4.68 s for a base density of 5 x 10° g cm™3. In
such a case, the ignition of the surface happens soon af-
ter the stream strikes the surface and the material from
the stream has not wrapped around the star yet. A time
sequence for this “direct” ignition case is shown in Fig-
ure 5. Such an ignition takes place during the phase
of evolution between the t=1.4 s and t=3.7 s panels
shown in Figure 3. This is unlike our previous observa-
tion where the material from the stream wraps around
the star and interacts with the incoming stream to even-
tually ignite the surface.

Thus, in the helium with nitrogen context, we have
succeeded in realizing two distinct ignition modes. One

involves interaction of the stream with previously de-
posited hot material, which leads to effective focusing
of the stream thereby increasing the density at impact
(referred to as the focusing mode). When the base shell
density is decreased (thin helium layer) for the helium
with nitrogen case, the surface ignition occurs promptly
after the stream hits the surface (direct mode). Since
the helium layer is thinner, the stream can penetrate
the surface with a greater ease and compress the helium
at the base of the helium layer and thereby ignite it.
In the higher density cases we notice that the stream
cannot penetrate the surface as easily, but the focusing
of the stream helps in pushing the stream deeper and is
therefore key for an ignition.

Zoomed in snapshots of the lead up to ignition are
presented in Figure 6 for the case with the base helium
shell density of 3 x 10° g em 3. As seen in the figure,
the incoming stream compresses material at the core-
shell interface which leads to the birth of a detonation.
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Figure 6. Zoomed in temperature snapshots at the point of ignition of the helium with nitrogen case with ppase = 3 x 10° g
cm~3. The three snapshots show the lead up to the ignition at the core-shell interface. The white contour is plotted at a 0.35
12C abundance and represents the interface between the core and shell of the WD. The arrow points to the birth of a detonation.
As seen in the plots, the incoming stream from the top compresses material at the interface to thereby ignite a detonation.

The role of carbon dredge up or creation before deto-
nation initiation is unclear. The carbon abundance plots
in Figure 5 show both the products of pre-ignition he-
lium burning and core material pushed out when the
stream impacts the surface of the WD . At t = 1.5 s,
the stream has impacted the surface of the WD and is
interacting with the helium shell. Therefore, the carbon
abundance plot at this time suggests some production
of carbon on impact (= 1072) due to helium burning.
At t = 2.54 s the stream has had time to penetrate into
the underlying layers of the WD and as a result could
suggest that the carbon seen on the left and right of the
ignition region are from a combination of dredge up of
core material and helium burning. Also, the absence of
carbon at the point of ignition indicates carbon destruc-
tion by alpha capture and its contribution to igniting
the surface.

We do not observe a clear threshold for the base he-
lium shell density below which there is no ignition but
instead observe shell densities that ignite but cannot
propagate a detonation. A base helium shell density of
1.5x10% g cm ™3 and 1.75x10° g cm 3 ignites the surface
but fizzles out soon after. A base helium shell density
of 1.9 x 10° g cm ™3 ignites the surface and a detonation
propagates to half the surface length. A base helium
shell density of 3 x 10° g cm™3 ignites the surface and
a detonation propagates around the entire WD. Shen
& Moore (2014) have performed a detailed analysis of
what shells might host a detonation, that is, use of a
larger reaction network and using a more realistic enve-
lope composition reduces the minimum envelope mass
that can host a detonation. Therefore, we do not inves-

tigate further than finding that shell propagation is the
important threshold.

The peak densities at the ignition point and the igni-
tion mode for each of the cases are also listed in Table
3. The peak density seems to slowly decrease with the
base density of the helium shell and seems to lie between
1—-2x10% g em™3. A higher peak density may result in
a stronger detonation compared to a lower peak density,
which would also explain why the low helium shell base
density is not able to sustain the detonation. The cases
that ignite but are unable to sustain a detonation have
weaker shockfronts compared to the cases that ignite
and propagate a detonation. This can be seen in Figure
7 which compares four different cases from Table 3 after
ignition. Figure 8 demonstrates the dissipation of the
detonation for one of the lower base helium shell den-
sity cases of 1.9 x 10° g cm™3. The shock front separates
from the burning front which causes the detonation to
fizzle out. Intermediate ignitions (ignition but no prop-
agation) have also been observed in other work (Iwata
& Maeda 2022).

The detonation might also not be able to propagate
on the shell due to how thin the helium layer is and
because of the lack of carbon in the shell (Moore et al.
2013). We also ran the case with a helium shell base
density of 1.9 x 10° g cm™2 again after adding 5% car-
bon and 5% oxygen to the shell and observed that the
detonation wave is stronger and is able to propagate all
around the surface without fizzling out. The require-
ment to add some carbon and oxygen in order to main-
tain propagation at lower shell densities demonstrates
the importance of these burning processes as outlined
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in detail in Shen & Moore (2014). It also supports the
inclusion of the modest fractions as was done in the full-
star models of Townsley et al. (2019) and Boos et al.
(2021).

5. SUMMARY AND DISCUSSION

We present 2D hydrodynamic simulations of a stream
of material, from the companion WD that was trans-
ferred to the primary WD on Roche-lobe overflow, im-
pacting the surface of the primary WD and eventually
producing a helium shell detonation. The helium shell
detonation is the first step in the double-detonation
model where the shell detonation triggers a secondary
core detonation which blows up the entire star. Previ-
ous work (Guillochon et al. 2010; Pakmor et al. 2013) has
simulated this in 3D but the low resolution (~ 35 km cell
size in Guillochon et al. (2010) and ~ 95 km cell size ev-
erywhere in Pakmor et al. (2013) except ~ 45 km at the
shell) made the ignition process unclear. Also, inclusion
of the entire binary constrains choices of stream geom-
etry in ways that are undesirable for studying just the
stream-surface interaction itself. Our work is focused
on studying the ignition mechanism of the shell to fur-
ther understand double-detonation models and the SN
Ia ignition mechanism.

Work presented here includes an initial study with
a single circular mass impacting the surface to explain
the behavior of an impact on the surface. A parameter
study on impactor parameters like entry velocity, im-
pactor radius and entry angle indicates the presence of
a threshold in these parameters below which there is no
surface ignition. The threshold itself varies depending
on the chosen impactor density. This study was used
to identify the stream parameters that would produce a
surface detonation.

We then used these parameters in a 2D simulation
where a stream of material impacts the surface. There
were two types of setups that we used, the first being
a ‘pure helium shell’ setup with a small 13-nuclide al-
pha chain reaction network and a Mg core instead of a
CO core WD, and the second being a ‘helium with nitro-
gen shell’ with a larger reaction network (55-isotopes), a
CO core and a helium shell and stream that contain the
expected trace abundance of nitrogen. The first setup
was an initial test to see if a surface detonation was
possible and the second emulated a more realistic sce-
nario. Both setups produce surface detonations for the
initial parameters and for smaller impact velocities. In
fact, the second setup with a more realistic system also
produces a surface detonation when the shell density is
decreased to 1.9 x 105 g cm™ (thin helium shell) fur-

ther confirming the possibility of the double-detonation
model in thin shell WDs.

Two main mechanisms are observed. When the WD
has a smaller helium shell base density, the surface det-
onates soon after the stream hits the surface (the direct
mechanism). When the WD has a larger helium shell
base density the detonation takes longer to occur and
happens a while after the stream hits the surface (the
focusing mechanism). In this case, the material from the
stream that bounces up after impacting the WD slowly
wraps around the surface and eventually interacts with
the stream and compresses it. The stream is concen-
trated to a small width and therefore the density of ma-
terial striking the surface is higher. These two mecha-
nisms clearly indicate that (1) A surface detonation nec-
essary for the double detonation mechanism is possible
when mass transfer from the companion WD occurs (2)
Thinner helium shells ignite more easily than thick ones
because the stream can readily penetrate them, but the
detonation propagates more effectively in thicker shells.

Although we observe two different ignition modes, in
actuality the surface ignition necessary for a double det-
onation to occur would probably be something in be-
tween these two modes. When mass transfer begins
from the secondary WD, the flow of material to the
primary WD gradually increases in strength unlike our
simulation where the stream has a constant accretion
rate. So in reality, the stream starts off weaker in in-
tensity, directly impacts the primary WD, and wraps
around the WD forming an envelope that continues to
interact with incoming material. The incoming stream
will grow in strength (increase in accretion rate) and the
envelope formed from all the previous accretion will con-
tinue to interact with the stream which will lead to an
ignition on the surface, similar to the focusing mecha-
nism. Also, the helium ignition triggered in the thinner
shell cases suggest that a detonation can only propagate
in the presence of sufficient fuel. For the WD to dou-
ble detonate, the detonation in the shell would have to
be strong enough to trigger a secondary carbon deto-
nation. For that reason, the shell cannot be too thin
but also cannot be too thick because the burning of
a thick helium shell will produce ®*Ni on the outside
of SNela ejecta (Woosley & Weaver 1994; Hoeflich &
Khokhlov 1996; Polin et al. 2019). Other parameters
like the stream density and stream velocity which were
not varied for the thinner shell cases may also play a
role in determining the exact ignition mechanism. The
composition structure of the layers already on the WD
appears to also be important (Shen et al. 2024).

It is important to remember that these simulations
were modelled in two dimensions. We have deferred
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Figure 7. Temperature snapshots of the helium with nitrogen case with different helium shell base densities approximately
3s after the simulation begins (the stream enters the domain). The base density of the model is indicated in the top left hand
corner. From Table 3 and from the annotated arrows that point to the shock front in

this plot, it is apparent that the strength of the detonation varies with the base densities. The model with ppase = 1.0 X 10° g
cm™? does not ignite while ppase = 1.75 X 10° g cm™? and Pbase = 1.9 X 10° g cm™? cases ignite the surface, but the
detonation propagates to varying distances before fizzling out. The model with ppase = 3.0 x 10° g cm ™2 has a prominently
strong shock front as compared to the other cases and continues to propagate over the entire domain. An animated plot of this
evolution is available from the Zenodo link at the end of the manuscript.

Table 3. Helium + Nitrogen shell - CO core and large nuclear reaction network: Varying base density of the shell. Half-width
of the stream is 10% cm, density of the stream is 2.5 x 10* g em™®, Stream velocity is 6.0 x 10° cm s, Stream angle is 35.5°,
surface length is 20 x 10* em and pyaee is the density at the base of helium shell. The peak density column represents the
maximum density at the point of ignition.

X - no ignition

* - 5% carbon and 5% oxygen was added to the shell. The detonation wave is stronger than in the case where no carbon and
oxygen are present.

** _ detonation fizzles out before extending across the entire domain

Poase (10° g em™3) | Tmpact time (s) | Ignition time (s) | Peak density (10° g em™2) | Ignition mode
) 1.14 4.68 1.88 focusing mechanism
3 1.2 2.53 1.51 direct mechanism
2 1.23 2.42%% 1.40 direct mechanism
1.9 1.23 2.29%* 1.04 direct mechanism
1.9% 1.23 2.30 0.88 direct mechanism
1.75 1.23 2.33%* 0.98 direct mechanism
1.5 1.24 2.30%* 0.98 direct mechanism
1 1.26 X N/A N/A

characterizing the ignition process in detail because this
process might be very different in 3D. The stream is
currently a sheet since it is restricted to 2D and its im-
pact on the surface of the WD also behaves like a sheet
impacting the WD surface as opposed to a cylindrical
stream. Also, the material that bounces off the surface,
wraps around the star in just one direction because the

simulation is two dimensional rather than moving in all
directions as it would in 3D. This may change how the
incoming stream is focused in the focusing mechanism.
Also the formation of detonation shocks are likely to be
different (harder) in 3D than in 2D. Therefore, follow up
3D studies are required to understand how these results
extend to more realistic configurations.
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Animated plots of the density and temperature evolu-
tion for all the helium with nitrogen shell models with
varying shell base densities and one example case of the
pure helium shell model are available in the following
link. https://zenodo.org/doi/10.5281 /zenodo.13119353
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Figure 8. Snapshots in temperature of the helium with ni-
trogen case with ppase = 1.9 X 10° g c¢cm ™2 model. These plots
show the propagating detonation slowly fizzle out. The sur-
face ignites by the direct mode and a detonation propagates,
but the shock front separates from the burning front leading
to the detonation fizzling out. The white contour is at a *C
abundance of 0.35 which also represents the core-shell inter-
face. An animated plot of this evolution is available from the
Zenodo link at the end of the manuscript.

APPENDIX

A. NUCLEAR TIMESCALE

When a detonation occurs the nuclear timescale is much smaller than the dynamical timescale (Dan et al. 2012) or
True/Tdyn € 1. Toue = Ein /E"nuC where Ej, is the internal energy and e is the nuclear energy generation rate and
tayn = H/cs where the scale height, H ~ 700 km and the speed of sound, ¢, ~ 2.05 x 10* c¢m s™! in our simulations.
In Figure 9 we plotted the minimum 7, over time for one of the pure helium shell cases from Table 2, the case with
velocity of the stream = 6.0 x 10% cm s~!, surface length = 20 x 10® cm, density of stream = 2.5 x 10* g cm ™3, half
width of the stream = 1 x 10% cm, stream angle = 35.5°, base density of the helium shell = 5 x 10° g em 2 and a
cell size &~ 20 km resolution. For technical reasons, this was run with a newer version of our setup having improved
boundary conditions and a stream density that gradually decreases from the inner to the outer part of the stream.
This results in a similar but not precisely identical ignition, due to minor numerical differences. The plot on the left is
the evolution of the minimum 7, over time while the one on the right is the evolution near the point of ignition (at
around 4.78 s ). Flash is operator split such that energy deposition and hydrodynamic flow are computed sequentially.
This results in Fj, being different just before the energy deposition rate is computed and just before hydrodynamic
flow is computed (after energy deposition). Two curves are plotted, one where 7, was calculated before the nuclear
burning and one calculated after the nuclear burning when energy is deposited to Ej, from the burning. We can see
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Figure 9. Evolution of the minimum nuclear timescale in the domain over time. The plot on the right is a zoomed in version of
the plot on the left to focus on the minimum nuclear timescale near ignition. The dynamical timescale and the sound crossing
time of a cell are also shown in the plot as a pink and purple dashed line respectively. The minimum nuclear timescale seems to
drop below the dynamical time scale before ignition (Thue/Tayn <€ 1) and stays at an approximately constant value soon after
the ignition as you would expect it to be for a propagating detonation. The detonation front crosses the whole domain by about
6 s.

in this figure how the minimum 7,,,. drastically decreases below 74, before ignition and flattens out to a consistent
value after ignition as expected for a propagating detonation. The minimum 7,,,. is also lesser than the sound crossing
time per cell which is expected since our simulations are still under-resolved. The detonation propagation crosses the
entire domain by about 6 s, so that there is no longer an active detonation front after that, and 7, rises back up.
Ongoing burning continues in the hot material, but without the detonation front.
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