
1 
 

MODELING THE SPATIAL AND TEMPORAL EVOLUTION OF FRACTURED 1 

SYSTEMS WITH HETEROGENOUS MINERALOGY 2 

Parisa Asadi1,2, Md Fahim Salek1, Lauren E. Beckingham1* 3 

1 Department of Civil & Environmental Engineering, Auburn University, Auburn, AL, 36830, 4 

USA 5 

2 Carl ZEISS Microscopy innovation center, Dublin, CA, 94568, USA 6 

*leb@auburn.edu 7 

 8 

Abstract 9 

Reactive transport modeling is a critical tool for elucidating the coupling between geochemical 10 

reactions, transport processes, and fracture permeability. This study explores the implications of 11 

preferential clay-rich regions near fracture surfaces of a Mancos shale sample on the reactive 12 

evolution of the fracture using reactive transport simulations. These simulations utilized 13 

heterogenous mineralogy data obtained from an in-depth analysis of a clay-rich region near the 14 

fracture surface, sourced from a mechanically induced fracture. We compared these simulations 15 

with counterparts assuming homogeneous mineral distributions based on bulk X-ray diffraction 16 

(XRD) data and prior imaging of the sample matrix. The results consistently show increased 17 

reactivity in cells near the inlet and fracture surface across all scenarios. The most significant 18 

changes in porosity, mineral composition, and ion concentration occur in cells adjacent to the 19 

fracture at the system inlet. Comparative analysis reveals variations in mineral and porosity 20 

evolution among the three systems. Over longer simulation periods, dissolution and porosity 21 

increase occurs more rapidly in simulations reflecting mineral heterogeneity, particularly within 22 

the clay-rich region near the fracture. A sensitivity analysis of mineral surface area (SA) values 23 
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shows consistent trends using both low and high BET SA values over short timescales (days) but 24 

substantial disparities over longer timescales (years). These findings hold promise for improving 25 

our ability to predict the evolution of reactive fractures, with implications for subsurface CO2 26 

sequestration and oil recovery. In summary, this study advances our understanding of reactive 27 

transport in fractured systems, offering new avenues for predictive modeling. 28 

 29 

Keywords: Reactive fracture evolution, Mineral dissolution rates, Heterogeneous mineralogy, 30 

Clay-rich regions, Porosity evolution, Surface area variations. 31 

 32 

1. Introduction 33 

The global temperature has increased due to CO2 emissions from human activities. Geologic 34 

CO2 sequestration offers an efficient and sustainable solution for reducing atmospheric CO2 levels. 35 

The rapid development of subsurface organic-rich shales for hydrocarbon recovery in past years 36 

has opened up the possibility of utilizing these hydraulically fractured shale reservoirs as potential 37 

target reservoirs for CO2 sequestration. Shales have a low permeability and high sealing capacity 38 

which make them potential candidates for CO2 sequestration given porosity is increased by 39 

artificial fracturing. With the right reservoir conditions, injection of CO2 into shale reservoirs can 40 

result in incremental oil recovery and permanent storage of CO2 in geological formations. 1 Shales 41 

are also important caprock formations for sequestration in underlying saline aquifers where 42 

caprock fractures may pose a risk to the permanence of storage. To evaluate the CO2 sequestration 43 

potential and security of these fractured networks, we need to better understand the geochemical 44 

reactions at CO2–fluid–shale interfaces and how they affect the flow and CO2 storage permanence.  45 
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In these fractured heterogenous networks, fractures apertures can be impacted by 46 

geochemical reactions including mineral dissolution and precipitation. As CO2 dissolves into 47 

formation brine, the pH of the system is lowered. Resulting acidic conditions may favor dissolution 48 

of primary minerals. 2–10 Dissolution of carbonate minerals, such as calcite or dolomite, can buffer 49 

the pH. As minerals dissolve, ions are released into solution such that conditions favoring 50 

precipitation of secondary minerals may develop. These mineral reactions may occur on fracture 51 

surfaces or in the low permeability matrix adjacent to fractures and will impact fracture 52 

permeability. 7–9, 11–12   53 

Previous research studies showed rock composition plays a critical role in fracture 54 

development. 13–18 Brittle minerals, such as silica, feldspars, and carbonates, tend to produce many 55 

highly conductive fractures under stress15, 19, whereas ductile minerals, such as organic matter or 56 

clays, are more prone to form microfractures. 20,21 These observations show the importance of 57 

mineral components in fracture formation.  58 

Reactive transport modeling is an essential tool to simulate complex geochemical reactions 59 

in porous media that can impact formation properties. To date, most of the reactive transport 60 

modeling research on heterogeneous shale formations have focused on mechanical properties. Few 61 

studies have considered relationships between fracture surface mineralogy and the fracture 62 

evolution or propagation15,17,20,22 with most simulations simplified by considering bulk formation 63 

mineralogy data obtained from XRD information. However, this may not accurately reflect the 64 

reactive minerals as bulk mineralogy does not consider mineral distribution, which may result in 65 

simulations unable to accurately reflect actual mineral reactions that will occur. Physical 66 

heterogeneity, such as heterogeneity in fracture permeability, is also controlled by the spatial 67 
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variation of mineralogy11 which is not reflected in simulations using homogenous mineralogy 68 

distributions based on bulk sample analyses.  69 

Mineral distribution also has an important role in controlling fracture formation. Several 70 

studies15,17,20,23,24 have noted a relationship between individual mineral grains and the locations 71 

where fractures form, mostly focusing on the general mineral sealing capabilities or composition 72 

in which fractures tend to form. The distribution of mineral phases, particularly those that are 73 

highly reactive, is also anticipated to play an important role in controlling mineral reactions on 74 

fracture surface and the associated evolution of the fracture. 25,26 Literature considering reactions 75 

in porous media have additionally noted the importance of taking mineral heterogeneity into 76 

consideration2,3,27–30, albeit not in fractured media. As mineral dissolution or precipitation reactions 77 

occur in fractured media, fracture aperture and permeability may be enhanced or reduced.20 78 

Evaluation of these highly heterogenous, complex systems, however, is challenging such that there 79 

is limited understanding and predictive capabilities to discern if reactions will lead to enhanced or 80 

reduced fracture flow. In addition, no study has particularly investigated the impact of varying 81 

multi-mineralogic fracture surface and matrix compositions on the reactive evolution of the 82 

fracture and surrounding matrix.  83 

The objective of this work is to evaluate the impact of variations in mineralogy of the 84 

fracture surface and surrounding matrix on simulated mineral reactions and reaction rates between 85 

minerals and CO2 saturated brine.  It should be noted that a simplified model system is used here 86 

to consider implications of mineral heterogeneity on reactive fracture evolution while, 87 

macroscopic roughness11-15,18,22,24 and multiphase flow62 can further complicate mineral reactions 88 

and reactive fracture evolution. The mineral composition and distribution measured from image 89 

analyses of SEM-BSE images25 are first used here to evaluate geochemical reactions and the 90 
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system evolution using reactive transport simulations. Simulations consider the extent of mineral 91 

reaction, reaction rates and fracture surface evolution in the context of geologic CO2 storage at two 92 

timescales, a short (days) time scale and a long (years) time scale that are pertinent for 93 

understanding reactions for typical laboratory experiments and field conditions, respectively. 94 

Complementary simulations are then carried out using only the mineralogy of the matrix 95 

determined from analysis of SEM images25 and bulk XRD analysis of the sample. Simulation 96 

results, including the evolution of mineral volume fractions, major ion concentrations, pH, porosity 97 

and mineral volume fraction and ion concentrations are then compared. The results obtained from 98 

this work will improve our ability to predict reactive fracture evolution and understand its 99 

implications for subsurface CO2 sequestration and oil recovery.  100 

 101 

2. Data and Methodology 102 

2.1 Sample   103 

In this work, observations of a Mancos shale sample from Brunhoeber et. al. (2021) 25 are used. 104 

This formation is stratigraphically located in the Mid-western United States. In Brunhoeber et al. 105 

(2021) 25, Mancos shale core samples (Kocurek Industries Inc.) 1” by 2” were fractured by 106 

applying unconfined uniaxial compressive stress with 100kN load cell. To prepare the sample for 107 

imaging analysis, polished thin sections were created (Applied Petrographic Services Inc). 108 

Samples consisted both of section parallel and perpendicular to the fracture surface.  2D Scanning 109 

Electron Microscopy images were then collected of prepared thin sections using a Zeiss EVO 50 110 

Variable Pressure Scanning Electron Microscope at Auburn University. The mineralogy, mineral 111 

abundances, and mineral volume fractions were determined from analysis of the 2D SEM images 112 

(Figure. 1 a, b). Readers are referred to Qin and Beckingham (2019)3 if interested on accuracy of 113 
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mineral identification of the utilized SEM device in different resolutions. These data, as well as 114 

mineralogy obtained via powder XRD analysis of the bulk sample25, were used here and are 115 

reported in Table 1. Quantitative XRD analysis was performed on the Mancos samples using a 116 

Bruker D2 Phaser X-Ray Diffractometer. The XRD data were processed with DIFFRAC.EVA by 117 

Bruker using the Crystallography Open Database (COD) to identify the phases and estimate the 118 

weight percent of each mineral present using the Relative Intensity Ratio (RIR) method built into 119 

the software25. Mineral volume fractions are defined as mineral volume percentage within the 120 

porous medium (m3 mineral volume/m3 total porous medium volume).  121 

 122 

Figure 1.  Processed SEM-EDS mineral maps of the near fracture matrix. (a) shows the matrix perpendicular to the 123 

imaged fracture surface, and (b) shows the matrix parallel to the fracture. Reproduced from Brunhoeber et al., Role 124 

of Mineralogy in Controlling Fracture Formation, ACS Earth Space Chemistry.25  Copyright 2021. American 125 

Chemical Society. 126 

 127 
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Analysis of processed images (Figure. 1) in Brunhoeber et. al. (2021)25 showed the 128 

presence of a clay rich region near the fracture surface and determined the fracture preferentially 129 

formed at kaolinite-kaolinite interfaces. Quantitative analysis of mineral distributions using a 130 

cross-correlation approach showed that clay minerals were 16.7 times more likely to be present 131 

than carbonate minerals near the fracture surface. 25 This clay rich region extended roughly 200 132 

microns into the surrounding matrix, confirming preferential formation of the fracture within a 133 

defined clay-rich lithology.25 134 

 135 

Table 1. Mineral volume fractions calculated from Brunhoeber et. al. (2021) 25, specific surface area and rate 136 

constants for reactive transport simulations at reservoir condition as obtained from the literature for muscovite 137 

obtained from Oelkers et al. (2008) 31, kaolinite obtained from Carroll and Walther (1990) 32 and Ganor et al. 138 

(1995)33, illite obtained from Gu and Evans (2007) 34, K-Feldspar obtained from Bevan and Savage (1989) 35, albite 139 

obtained from Chen and Brantley (1997) 36, quartz obtained from Knauss and Wolery (1988) 37 and Brady and 140 

Walther (1990 & 1989) 38,39 , pyrite and dolomite obtained from Palandri and Kharaka (2004) 40, and calcite obtained 141 

from Alkattan et al. (1998) 41. The clay-rich region refers to the 200-micron region surrounding the fracture surface 142 

and the surrounding matrix is the matrix >200 microns from the fracture surface. 143 
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Log k 
(T = 50 
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rich 
region 

Surroundin
g matrix 

Muscovite KAl2[AlSi3O10] 
 6.8 - - - 1.10 3.40 -12.7 

Kaolinite Al2Si2O5(OH)4 
 3.0 9.7 60.6 8.9 3.17 19.50 -12.4 

Illite K0.65Al2.0[Al0.65Si3.35O10](OH)2 
 7.6 32.9 0.0 19.6 42.00 66.80 -13.4 

K Feldspar KAlSi3O8 
 6.3 1.9 1.6 1.7 0.11 1.52 -11.7 

Albite NaAlSi3O8 
 7.5 1.0 0.3 1.3 0.04 0.49 -11.1 

Quartz SiO2 
 49.0 36.3 14.9 46.5 0.02 0.11 -11.6 
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Pyrite FeS2 
 0.1 0.1 1.2 2.3 0.03 2.80 -7.9 

Calcite CaCO₃ 
 7.5 5.3 9.5 10.3 0.01 1.64 -4.2 

Dolomite CaMg(CO3)2 6.2 5.7 1.9 6.0 0.06 0.07 -4.8 

2.2 Reactive transport simulations 144 

2.2.1 Model description 145 

CrunchFlow42 was used to build a reactive transport model coupling the solute transport, flow, and 146 

multiple species kinetic evolution for a CO2-saturated brine injection system with various defined 147 

mineralogy (Figure 2). CrunchFlow is a general-purpose continuum scale multicomponent 148 

reactive transport simulator that handles advective, diffusive, and dispersive transport and an 149 

arbitrary number of mixed equilibrium and kinetic reactions. The software is able to simulate 150 

single-phase flow in heterogeneous domains, including fracture flow43. 151 

Here, two-dimensional transient reactive transport model systems were developed (Figure. 152 

2). Models consisted of a matrix of 3 × 5 grid cells proceeded by a ‘ghost’ cell (treated as a 153 

boundary condition) containing a constant partial pressure of CO2 in equilibrium with formation 154 

brine that acted as a constant source of CO2-saturated brine throughout the simulations. Cells were 155 

3-millimeter long and 0.2-millimeter wide for both the fracture and clay-rich area (Figure. 2) and 156 

1.8-millimeter width for the surrounding matrix cells.  157 
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158 

Figure 2.  Diagram of the simulation system where a) corresponds to mineralogy determined from images 159 

perpendicular to the fracture (perpendicular-heterogeneous model), b) reflects mineralogy determined from bulk 160 

XRD analysis of the sample (XRD-homogeneous model), and c) captures mineralogy observed in images of the 161 

matrix in a sample parallel to the fracture (parallel-homogeneous model). 162 

 163 

The mineral cells were initialized based on mineral volume fractions determined from 164 

imaging analysis of thin sections in Brunhoeber et. al. (2021) 25 and XRD information25,44, given 165 

in Table 1. Three model scenarios with varying mineralogy were considered. This included a 166 

simulation with heterogenous mineral distribution informed by images perpendicular to the 167 

fracture (perpendicular-heterogeneous model) which reflects the clay-rich near fracture region. 168 

Two additional models with homogenous distributions of mineralogy as given by bulk XRD 169 
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analysis (XRD-homogeneous model) and imaging of the matrix in a sample parallel to the fracture 170 

(parallel-homogeneous model) were also considered. For the heterogenous system (Figure 1a and 171 

Figure 2a), the mineral cells consist of clay-rich cells near the fracture (cells from 4 to 6 and 10 to 172 

12) with 60.6% kaolinite, fracture cells (cells from 7 to 9) with 0.2-millimeter width and 173 

surrounding matrix cells with 46.5% quartz (cells from 1 to 3 and 13 to 15). This scenario is 174 

representative of the real, observed and quantified mineral distributions around the fracture in 175 

contrast to the other scenarios that use the bulk mineralogy.  For the homogenous scenarios, all 176 

mineral cells have the same composition initialized either using mineral volume fractions 177 

determined from the XRD analysis or images of the matrix in samples parallel to the fracture 178 

(Table 1). The XRD volume fractions consist predominantly of quartz (49.0%) with ~15% feldspar 179 

minerals and relatively equal amounts (6-7%) of muscovite, illite, calcite, and dolomite while the 180 

mineral composition of the matrix determined from the image mainly consists of quartz (36.3%) 181 

and illite (32.9%). The complete mineralogy of each system is in Table 1. The chemical formula 182 

of illite (K0.65Al2.0[Al0.65Si3.35O10](OH)2) was determined from SEM EDS analyses. 183 

While this study used a simplified fracture geometry in the modeling, it should be noted 184 

that the images used to construct the fractured model (the perpendicular-heterogeneous model) are 185 

the actual, rough fracture surfaces. As such, the model captured the real variations in mineral 186 

accessibility on a rough fracture surface and as a result, the variations in the surface area of the 187 

minerals were considered in these simulations.  188 

In the simulations, CO2 acidified brine enters the domain starting from a time of 0 hours.  189 

Simulations track the evolution of the formation mineralogy, including volume fractions and 190 

porosity, as well as the composition of the brine. The corresponding estimated temperature and 191 

pressure at the sample depth, 1066 m, is 50 ◦C and 100 bar, calculated based on a temperature 192 
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gradient of 25 ◦C/km and surface temperature of 25 ◦C and pressure gradient of 100 bar/km 45,46. 193 

The upstream location refers to the first internal column of cells near the inlet, midstream the 194 

central internal column cells, and downstream the third column of cells, furthest from the source 195 

of injection. Here, a simplified model system is used to consider implications of mineral 196 

heterogeneity on reactive fracture evolution while, macroscopic roughness11-15,18,22,24 and 197 

multiphase flow62 can further complicate mineral reactions and reactive fracture evolution. 198 

 199 

2.2.2 Brine chemistry, flow and boundary conditions 200 

The initial formation brine chemistry (Table 2) was determined by simulating equilibrium between 201 

the XRD determined bulk mineralogy with 1 mol/kg NaCl brine in a closed batch system under 202 

50◦ C for 10,000 years. The resulting initial pH, based on charge balance, was 8.34. This brine 203 

composition was used in subsequent flow through simulations for all three simulations. 204 

Table 2. Simulated brine chemistry of the Mancos formation. 205 

Ion Concentration (mol/kg fluid) 

CO2 (aq) 1.14 x 10-05  

Ca++ 4.12 x 10-01 

Mg++ 1.71 x 10-02 

Fe++ 4.51 x 10-07 

K+ 3.25 x 10-04 

Al+++ 3.39 x 10-07 

SiO2 (aq) 2.33 x 10-04 

pH 8.34 

Na+ 1.41 x 10-01 
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HS- 7.90 x 10-07 

Cl- 1.00 

SO4-- 1.13 x 10-07 

 206 

 In flow through simulations, CO2 at a partial pressure of 100 bar was equilibrated with 207 

simulated formation brine in a ‘ghost’ boundary cell. Starting at a time of zero, the CO2 saturated 208 

brine was flowed through the domain at a constant flowrate of 0.92 m/day 47 and the evolution of 209 

major ions and mineral volume fractions tracked. The solubility of CO2 in the formation brine was 210 

calculated in CrunchFlow using the Duan and Sun model based on the formation temperature and 211 

pressure. 48 The corresponding conditions result in a CO2 saturated brine with a pH of 2.99. 212 

Precipitation of potential secondary mineral phases was also considered where the potential 213 

precipitating phases were selected using the database sweep option in CrunchFlow. The tortuosity, 214 

permeability for mineral cells, and diffusion coefficient were 4.6 obtained from Hu et al. (2019) 215 

49, 5.92 x 10-20 m2 obtained from Hu et al. (2019) 49 and Backeberg et al. (2017) 50 and 10-14 obtained 216 

from Du and Nojabaei (2020) 8 and Hu et al. (2019) 49. 217 

The width of the fracture (0.2 millimeter) and clay-rich area (0.2 millimeter) were obtained 218 

from the image (Figure. 1a) and the permeability for the fracture cells was estimated by the cubic 219 

law for fracture permeability 9,51,53: 220 

   Fracture	permeability = 	!!
"

"#                       (1)  221 

where Wh, is the hydraulic aperture of the fracture, defined as the aperture of a smooth-walled 222 

conduit that has the same permeability as the real rough-walled fracture 54,55. Fracture permeability 223 

is a function of the average opening (aperture) of the fracture and the roughness of the fracture 224 

faces that create tortuous flow paths for the fluids. 51,52,54 225 
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In the simulations in which the porosity evolves due to geochemical reactions, the evolution of 226 

permeability is updated according to:  227 

																					0	 = 0$
ϕ%
ϕ$%
																																																										(2)																																					 228 

where k is the permeability and k0 and ϕ0 are the initial permeability and porosity, respectively. 9 229 

 230 

2.2.3 Mineral specific surface areas and reaction rates 231 

Mineral specific surface areas measured using the BET method 56 in previous studies were 232 

collected from the literature and used here. For a given mineral phase, BET surface areas vary up 233 

to 4 orders of magnitude 20,57 depending on sample source, sample condition, adsorption method 234 

used, etc. Here, the sensitivity of models to mineral surface areas (SA) was investigated using the 235 

high and low BET values for SA from the literature and the resulting impact on mineral reaction 236 

and porosity evolution compared.   237 

CrunchFlow uses parallel rate laws that can account for pH dependence to simulate mineral 238 

reactions as given by, Steefel et. al. (2015) 42 239 

r& =	−A7∑ K'(
')" 	:∏ a*

+#$(%,	(&
*)" <= >1 −	7.'/'=

0
@
1
   (3) 240 

Here, A2 corresponds to the reaction rate, the mineral reactive surface area is depicted as B, the 241 

equilibrium constant C3 for the ‘a’th parallel reaction, and D is the number of parallel reactions. 242 

The exponent  E43 captures the dependence of a species i on the ‘a’th parallel reaction, ∏ a*
+#$(%,	(&

*)"  243 

explains the degree of equilibrium effect of ions in solution. Exponents n and M capture the 244 

nonlinearity and are experimentally determined. The ratio of the equilibrium constant C2 and ion 245 

activity product F2 reflects the deviation of the system from equilibrium.  Rate constants were 246 

obtained from prior experimental works in the literature, interpolated following the Beckingham 247 
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et al. (2016) 30 at anticipated formation conditions post CO2 injection corresponding to a 248 

temperature of 50 ◦C and pH of 2.99. The simulated pH of the system was determined via charge 249 

balance.  250 

 251 

3. Results and discussion 252 

Here, the results for simulations with heterogenous and homogenous mineral distributions are 253 

presented and further compared. Simulations consider the evolution of mineral volume fractions, 254 

ion concentrations, pH, and porosity. Time starts from negative values, indicating the state of the 255 

system before CO2 injection. At a time of 0 h, CO2-saturated brine enters the system. Six different 256 

simulation sets were carried out which use two different BET SA sets for each of the three different 257 

mineral volume fraction systems (Figure. 2). The simulated evolution of the system is consistent 258 

for both sides of the fracture and as such results are only shown for part of the simulation domain, 259 

the fracture cells and surrounding mineral cells from one side of the fracture (cells 1-9 in Figure 260 

2). 261 

3.1 Evolution of mineral volume fractions  262 

Figure 3 shows the simulated spatial and temporal evolution of mineral volume fractions for the 263 

scenario with heterogenous mineralogy capturing the clay-rich region near the fracture surface. In 264 

this simulation, the initial mineral volume fraction information and their distribution around the 265 

fracture and in the matrix correspond to those in the processed SEM image showing the 266 

perpendicular to fracture region (Figure 1a and Figure 2a). At a time of 0 hours, CO2 saturated 267 

brine enters the system and leads to overall dissolution of the two carbonate phases - calcite and 268 

dolomite in addition to pyrite and kaolinite, while the other mineral phases remain relatively stable 269 

during the first 20 days (cells from 1 to 3 in Figure 3). The calcite volume fraction rapidly decreases 270 
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from around 10% to 0.13% in almost all cells whereas dolomite has a slower dissolution rate, and 271 

its evolution varies across the domain. Pyrite and kaolinite dissolution initiate after depletion of 272 

calcite and dolomite. It should be noted, however, that pyrite dissolution requires oxygen. Initial 273 

oxygen concentrations in subsurface formations are anticipated to be low. However, oxygen may 274 

be introduced as an impurity during CO2 injection, and it is not well understood if this would be 275 

substantial enough to promote pyrite dissolution in these subsurface systems. In the simulation 276 

here, it is assumed sufficient oxygen exists to promote pyrite dissolution but additional efforts 277 

beyond the scope of this work are needed to thoroughly understand which, and when, conditions 278 

favor pyrite dissolution in subsurface systems. 279 

In the up-stream cells (first column), calcite and dolomite rapidly dissolve and are close to 280 

depletion in less than a day, around 12 and 19 hours, respectively. Pyrite and kaolinite dissolution 281 

then begin and continue throughout the simulation. Quartz, K-feldspar, albite and illite are stable 282 

throughout the first few days. In the mid- and down- stream cells (i.e., second and third columns 283 

from left in Figure. 3), up-stream calcite dissolution initially results in slight calcite precipitation 284 

that later dissolves. Calcite completely dissolves in the mid and down-stream cells occurs at ~24 285 

and 30 hours, respectively. At early time in mid- and down- stream cells, dolomite initially 286 

precipitates. However, following consumption of calcite, dolomite begins dissolving. The average 287 

dissolution rate of dolomite increases after complete dissolution of calcite in the system. In 288 

addition, kaolinite dissolves in these cells at the same rate as it is dissolving in the up-stream cells. 289 

Other minerals remain almost stable in the short term and only quartz precipitates with 0.1% 290 

mineral volume fraction. The results for cells 7 to 9, which are representative of the fracture, also 291 

show a small amount of quartz precipitation. 292 
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 293 

Figure 3.  Simulated evolution of mineral volume fraction for the heterogenous mineralogy system defined using 294 

images perpendicular to the fracture (perpendicular-heterogeneous model) over the first 20 days of simulation for 295 

cells one to nine. Cells 1 to 3 are representative of the matrix, 4 to 6 the fracture surface, and 7 to 9 the fracture.  296 

 297 
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 298 

Figure 4. Simulated evolution of mineral volume fraction for systems with heterogenous mineralogy defined from 299 

the perpendicular images (perpendicular-heterogeneous model) for the first 3 years of simulation for cells one to 300 

nine. Cells 1 to 3 are representative of the matrix, 4 to 6 the fracture surface, and 7 to 9 the fracture. 301 
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The simulated evolution of formation minerals over 3 years is shown in Figure 4. Calcite 302 

and dolomite where are depleted in the first days of simulation, 0.5, 1.2, and 2 days for up-, mid- 303 

and down-stream cells, respectively. The average dissolution rate of kaolinite increases after 304 

almost complete dissolution of calcite in the system. Near the inlet (first column), pyrite initially 305 

remains stable then begins dissolving following almost complete dissolution of calcite in each cell. 306 

In mid- and down-stream cells, dissolution starts later due to some precipitation of pyrite coming 307 

from up-stream pyrite dissolution. Quartz is predicted to precipitate by 5% volume fraction over 3 308 

years while K-feldspar dissolves by 1% volume fraction in the same period where its dissolution 309 

is slightly higher in cells adjacent to the fracture (i.e., cells from 4 to 6). Dissolution of albite and 310 

kaolinite is also investigated and indicate conditions favorable for dissolution of albite to small 311 

volume fractions (< 1 orders of magnitude of other minerals) whereas kaolinite dissolves up to 312 

30% with smaller dissolution rates as time progresses. Changes in kaolinite are higher in cells 313 

adjacent to the fracture as is also true for K-feldspar. 314 

The temporal and spatial mineral volume evolution for systems with homogenous 315 

mineralogy from XRD (XRD-homogeneous model) and parallel image analyses (parallel-316 

homogeneous model) are presented in Supplementary Figures S1 to S4. As the CO2-saturated brine 317 

flows into both systems, dolomite and calcite rapidly dissolve in inlet mineral cells (first column), 318 

with the dolomite dissolution rate increasing after calcite depletion. In mid- and down- stream 319 

cells, dolomite first precipitates and then dissolves, which is similar to the heterogeneous scenario 320 

but with a lower amount of precipitation, to a volume fraction of 10% compared to 13% in the 321 

previous scenario. In general, for all scenarios, downstream calcite and dolomite dissolution is 322 

limited by increasing ion concentrations in solution from upstream calcite dissolution, resulting in 323 

non-uniform calcite volume fractions across the domain until all upstream calcite is consumed. 324 
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The rate of consumption, however, varies depending on the mineral distribution where simulations 325 

with uniform composition based on the XRD mineralogy (XRD-homogeneous model) have a 326 

higher calcite depletion rate followed by simulations accounting for the clay enriched near fracture 327 

region (perpendicular-heterogeneous model, Figure 2a) and, lastly, those of the image observed 328 

matrix (parallel-homogenous model, Figure 2c). 329 

 Unlike dolomite and calcite, K-feldspar dissolution in homogenous scenarios occurs to a 330 

relatively uniform extent across the domain length as simulations progress, with a higher depletion 331 

rate for the XRD-homogenous scenario followed by simulations considering perpendicular-332 

heterogenous and parallel-homogenous scenario informed by the image analysis. Pyrite and 333 

kaolinite also dissolve throughout the simulation domain in homogenous scenarios. While the 334 

dissolution rate of kaolinite is slower in these scenarios compared to the heterogenous system over 335 

the first 20 days, the dissolution rate of pyrite is higher here. Pyrite dissolution decreases from up-336 

stream to down-stream and as time progress in both homogenous systems. Considering real 337 

mineralogy and macroscopic fracture roughness resulted in more complex macroscopic fracture 338 

geometries and had some impact on mineral reaction rates. However, the overall observed trend 339 

in reactions, reaction rates, and implications of accounting for the heterogeneity in mineral 340 

geometry that were the focus of this work, was not largely impacted and the effect of roughness11-341 

15,18,22,24,58-59 and multiphase flow60-62 and future investigation is required to understand the effect 342 

of these variables that is beyond the scope of this study. 343 

Considering long-term simulations for the homogeneous systems (Supplementary Figures 344 

S2 and S4), calcite rapidly dissolves and is close to depletion around 0.5, 1 and 2 days in the up-345 

stream, mid-stream and down-stream cells for the XRD-homogenous scenario. These values are 346 

13 hours, 1 day, and 2 days and 3 hours, respectively, for the simulations using the homogenous 347 
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bulk mineralogy from the image parallel to the fracture. The kaolinite dissolution rate, in these 348 

scenarios, is also slower than in the perpendicular-heterogenous scenario. Here, the kaolinite 349 

volume fraction reduces by 1.5% and 5% compared to a 30% reduction in the perpendicular-350 

heterogenous scenario. The volume fraction of albite in simulations using the XRD mineralogy 351 

(XRD-homogeneous scenario) changes by 1.2% which is higher than the ones in both other 352 

scenarios. Muscovite is only present in the scenario using the XRD mineralogy and dissolves by 353 

1.5% volume fraction. The volume fraction of K-feldspar decreases from 6% to 4% in the scenario 354 

using the XRD mineralogy which is 1% higher than in the other scenarios. In both homogeneous 355 

scenarios, quartz precipitates around 5%. In general, quartz does not vary across the simulation 356 

domain in all 3 scenarios and precipitates uniformly throughout the simulation domain throughout 357 

the duration of the simulations. Conversely, illite, K-feldspar, albite, and kaolinite dissolve and 358 

their dissolution varies across the simulation domain and from one scenario to the other. 359 

 360 

3.2 Ion concentration and pH 361 

The simulated evolution of major ion concentrations and pH in the CO2-brine system for 362 

heterogenous system (perpendicular-heterogeneous scenario) is shown in Figure 5 over 20 days 363 

and Figure 6 for 3 years. As the simulation starts, the introduction of acidified brine with a pH of 364 

2.995 at 0 hours results in a decrease in the pH in the mineral cell from the initial pH of 8.4 and 365 

increase in the concentration of calcium, magnesium and iron as calcite, dolomite, and pyrite 366 

dissolve (Figure 5 and 6) in up-, mid- and down-stream cells. Calcite dissolution rapidly buffers 367 

the pH to 4.4, 4.5, 4.5 in the up-stream, mid-stream and down-stream locations, respectively. The 368 

evolution of pH is closely coupled to decreasing calcite volume fraction. As calcite is consumed, 369 

the pH gradually drops to 2.99 reflecting a reduction in the extent of buffering. This occurs first in 370 
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cell closest to the inlet before propagating downstream. Magnesium ion concentration increases 371 

due to dolomite disillusion and decrease as time progress. Concentrations return to background 372 

levels as dolomite depletes after around 3 days. The increase in iron, aluminum and sulfate 373 

concentrations after calcite depletion reflect dissolution of illite, pyrite and kaolinite where 374 

concentrations are lowest in the grid cell closet to the inlet and increase with distance from the up-375 

stream or fracture cells. In the long-term, iron, aluminum and sulfate concentrations decrease after 376 

pyrite depletes, occurring faster in the grid cell closet to the inlet and decreasing with distance 377 

from the up-stream or fracture cells. No obvious change in aqueous silica or potassium 378 

concentrations occur within the simulation period.  379 

The simulated major ion concentrations and pH evolution in the CO2-brine system for 380 

homogenous systems (XRD-homogenous and parallel-homogenous scenarios) are shown in 381 

Supplementary Figures S5 to S8 over 20 days and 3 years, respectively. Similar calcium, 382 

magnesium and pH evolution patterns are evident in these scenarios as explained for 383 

heterogeneous system (perpendicular- heterogeneous scenario), only occurring more rapidly as 384 

compared to the heterogenous system. In long-term simulations, the rate of decrease in iron, 385 

aluminum and sulfate concentrations after calcite depletion is faster (less than a year for these 386 

scenarios) in comparison with the simulations considering heterogenous mineral distributions that 387 

was a half year for inlet and near fracture cells and one and half year for other cells. This may be 388 

due to variations in mineralogy and different amounts of mineral volume fractions of illite, pyrite, 389 

muscovite and kaolinite. In addition, concentrations are lowest in the grid cell closet to the inlet 390 

and increase with distance from the up-stream or fracture cells.  391 

Overall, the differences in pH and major ion concentrations between different cells are 392 

mostly temporal and observations from up-stream cells occurs in mid- and down-stream cells with 393 



22 
 

a ~2 day delay for calcium and magnesium in good agreement with the evolution of mineral 394 

volume fractions. Also, the concentrations are lowest in the grid cell closet to the inlet and increase 395 

with distance and time as minerals dissolve in CO2 acidic brine from the up-stream or fracture cells 396 

till the completed depletion of the mineral of interest. All patterns and orders follow those 397 

described for the different scenarios in the evolution of mineral volume fraction section.  398 



23 
 

399 

Figure 5. Simulated evolution of major ion concentrations and pH for the heterogenous mineralogy system 400 

(perpendicular-heterogeneous model) defined using images perpendicular to the fracture over the first 20 days of 401 

simulation for cells one to nine. Cells 1 to 6 are representative of the fracture surface and 7 to 9 are representative of 402 

the fracture. 403 
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 404 

Figure 6. Simulated evolution of major ion concentrations and pH for the heterogenous mineralogy system defined 405 
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using images perpendicular to the fracture (perpendicular-heterogeneous model) depicting 3 years of simulation for 406 

cells one to nine. Cells 1 to 6 are representative of the fracture surface and 7 to 9 are representative of the fracture. 407 

3.3 Porosity and overall Permeability Evolution 408 

Simulated changes in porosity for the three different scenarios considering high and low BET SA 409 

over first 20 days and 3 years period are shown in Figure 7 and Figure 8, respectively. Changes in 410 

porosity reflect both mineral dissolution and precipitation reactions that occurr after introduction 411 

of CO2-acidified brine. In Crunchflow, the porosity (ϕ) is updated according to the evolving 412 

mineral volume fractions at each time step.  413 

As shown in Figure 7, in the up-stream cell furthest from the fracture, porosity rapidly 414 

increases with a sharp slope until ~1 day following CO2-brine injection for all scenarios and 415 

continuous to gradually increase throughout the study duration. This is largely a result of 416 

dissolution of calcite and dolomite. After 20 days, the porosity in this cell is 22%, 20% and 17.5%, 417 

as compared to the initial value of 6% throughout the simulation for all scenarios with the largest 418 

increase in porosity for the perpendicular-heterogeneous model that reflects the clay-rich near 419 

fracture region and the smallest porosity increase for parallel-homogenous simulations using the 420 

bulk mineralogy from the imaging analysis of a parallel to fracture sample. This pattern and order 421 

are observed for mid- and down-stream cells furthest from the fracture (cells 1 to 3) due to similar 422 

mineralogy. However, the porosity increase is highest near the inlet and deceases away from the 423 

inlet largely due to variations in calcite dissolution.  424 

For the first 20 days, there is little variation in simulated porosity with varied surface area 425 

for each scenario. The simulated evolution of porosity for cells closest to the fracture over 20 days 426 

shows porosity increases from 6% to 18.5%, 20% and 18% for the perpendicular-heterogeneous, 427 

XRD-homogenous, and parallel-homogenous scenarios, respectively. The change of the order may 428 
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be because of slower transport and reaction in the clay-rich region in the perpendicular-429 

heterogenous scenario compared to the XRD-homogenous scenario using the bulk XRD 430 

mineralogy.  431 

Over longer time periods (Figure 8), porosity continues to increase with the expectation 432 

that the locations closest to the inlet and fracture have higher porosity. This is because downstream 433 

reactions are limited by elevated ion concentrations resulting from upstream dissolution. This also 434 

explains the lower porosity and slower depletion rates at the mid- and down-stream cells for 435 

perpendicular-heterogenous  scenarios compared to the homogenous scenarios.  436 

The reason behind the heightened impact of variations in BET surface area on porosity 437 

over extended timescales (Figure 8), as opposed to the short term, is attributed to the prevalence 438 

of kaolinite as a dominant reactive mineral. As illustrated in Table 1, the clay-rich area is 439 

comprised of 60.6% Kaolinite. While the high BET surface area (19.5 m²/g) is five times more 440 

than the low BET surface area (3.17 m²/g), the dissolution rate of kaolinite is slow. As such, 441 

substantial differences in the extent of reaction resulting from these differences in surface area are 442 

not evident over the 20 day simulation time frame and require longer simulation times to be 443 

realized.  444 

The overall simulated change in porosity is different for each scenario, highlighting the 445 

importance of considering the clay-rich area next to the fracture that may cause up to a 20% 446 

difference in simulated porosity evolution. In addition, differences in the simulated porosity based 447 

on the selected surface area values are evident where higher surface area values result in larger 448 

simulated increases in porosity and permeability in these areas (based on equation 4.2). Extreme 449 

increases in porosity and permeability result in simulations using the high BET SA values for 450 

simulations that reflect the clay rich region near the fracture. It should be noted that with such large 451 
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increases, the fracture may no longer be stable and may collapse due to confining pressure. This, 452 

however, cannot be accounted for in the simulation approach considered here. Overall, simulations 453 

show fracture apertures slightly decrease due to a small amount of quartz precipitation throughout 454 

the simulation as the precipitation will increase the total mineral volume fraction in these cells and 455 

also slightly reduce the permeability in these areas.  456 

The anticipated change in permeability can be estimated by the simulated evolution of 457 

porosity (Eqtn. 2). In the perpendicular-heterogeneous model, the simulated porosity increases  458 

from 6% to 22% after 20 days which corresponds to an estimated change in permeability from 459 

5.92 x 10-20 m2 to 2.92 x 10-18 m2. In the XRD-homogeneous model, the simulated porosity 460 

increases from 6% to 19% which corresponds to permeability increasing from 5.92 x 10-20 m2 to 461 

1.88 x 10-18 m2. In terms of the fracture permeability, substantial changes in aperture are not 462 

suggested by the simulation. Simulations suggest that fracture aperture will not be largely impacted 463 

in the simulated region of interest due to mineral dissolution and precipitation reactions. Overall, 464 

the results of this work suggest the importance of accurate accounting for mineral heterogeneity 465 

on simulated reactions and reaction rates. It should be noted that macroscale fracture roughness or 466 

multi-phase flow may further affect mineral reactions and reaction rates but are beyond the scope 467 

of this work. 468 

 469 



28 
 

 470 

Figure 7.  Simulated porosity (%) evolution over first 20 days in simulation cells 1 through 6 for different scenarios 471 

(Matrix High and Low: are results of parallel-homogenous models utilizing the matrix mineralogy obtained from 472 

images parallel to the fracture for high and low specific surface area, respectively; Perpendicular High and Low: are 473 

results of perpendicular-heterogenous models utilizing the mineralogy obtained from images perpendicular to the 474 

fracture for high and low specific surface area, respectively; XRD High and Low: are results of XRD-homogenous 475 

models utilizing the bulk mineralogy obtained XRD test result for high and low specific surface area, respectively) 476 
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 477 

Figure 8.  Simulated porosity (%) evolution over 3 years in simulation cells 1 through 6 for different scenarios 478 

(Matrix High and Low: are results of parallel-homogenous models utilizing the matrix mineralogy obtained from 479 

images parallel to the fracture for high and low specific surface area, respectively; Perpendicular High and Low: are 480 

results of perpendicular-heterogenous models utilizing the mineralogy obtained from images perpendicular to the 481 

fracture for high and low specific surface area, respectively; XRD High and Low: are results of XRD-homogenous 482 

models utilizing the bulk mineralogy obtained XRD test result for high and low specific surface area, respectively) 483 

4. Conclusion 484 

This study aimed to evaluate the impact of mineralogical variations on simulated mineral reactions 485 

and reaction rates in CO2-saturated brine on fracture surfaces and the surrounding matrix. The 486 

analysis focused on quantifying changes in porosity, mineral composition, and ion concentrations 487 

under various mineral distribution scenarios, with a particular emphasis on geologic CO2 storage 488 

over both short and long timescales. 489 
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The findings unveil distinct temporal and spatial patterns in simulation outcomes, with 490 

cells situated near the inlet or fracture exhibiting more pronounced reactions, particularly in the 491 

upstream cells closest to the fracture surface. Similarities in the dissolution of calcite and dolomite 492 

are evident, albeit with different rates and extents of reaction. Furthermore, the dissolution of 493 

specific minerals in inlet cells has a cascading effect, leading to decelerated reactions and shifts in 494 

mineralogy in mid- and downstream cells, primarily due to diffusion dynamics. 495 

The dissolution rates of minerals vary with mineral distribution scenario. Simulations 496 

informed by XRD data (XRD-homogenous models) have the highest calcite depletion rate, 497 

followed by perpendicular-heterogenous simulations considering the clay-rich region near the 498 

fracture and those utilizing parallel-homogeneous mineralogy from images. XRD-homogenous 499 

simulations exhibited a 20% faster calcite depletion rate compared to perpendicular-heterogenous 500 

simulations. K-feldspar dissolution also exhibits higher depletion rates in XRD-homogenous 501 

scenarios, followed by perpendicular-heterogeneous and parallel-homogeneous image-based 502 

scenarios. Substantial variations in the dissolution of minerals such as kaolinite, albite, and illite 503 

are evident with the most significant reduction in illite and kaolinite volume fractions in the 504 

perpendicular-heterogeneous scenario. Uniform quartz precipitation, and an associated slight 505 

decrease in fracture aperture, is observed in all scenarios. 506 

Surface area variations play a pivotal role in shaping mineralogy and porosity, primarily 507 

during short-term simulations (first 20 days), where calcite and dolomite dissolution 508 

predominantly influenced porosity changes. The most rapid porosity increase, up to 22%, occurs 509 

in perpendicular-heterogeneous simulations representing the clay-rich region near the fracture, 510 

followed by 19% porosity increase for homogeneous simulations utilizing XRD mineralogy. In 511 

cells closest to the fracture, the highest porosity increase occurs in XRD-homogeneous 512 
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simulations, followed by perpendicular-heterogeneous simulations. Notably, surface area 513 

variations have minimal impact on porosity evolution in the long term (3 years). 514 

Over long-time scales, mineral dissolution and porosity increase occurs more rapidly in 515 

perpendicular-heterogeneous mineralogy simulations (mimicking the clay-rich region), followed 516 

by XRD-homogeneous simulations. Unlike short-term simulations, variations in porosity 517 

significantly influence porosity evolution over time. Higher surface areas resulted in increased 518 

reaction rates and enhanced porosity development (up to a 12% more porosity evolution in 519 

perpendicular-heterogeneous compared to XRD-homogeneous simulations). 520 

Different dissolution patterns are evident for various minerals across scenarios, impacting 521 

the simulated evolution of matrix porosity. As such, neglecting mineral distribution heterogeneity 522 

in simulations, especially in cells adjacent to the fracture, may lead to inaccuracies when 523 

representing mineral reactions. Here, these differences led to a difference in the simulated 524 

evolution of porosity in the matrix of 12%. Accurate accounting for mineral heterogeneity is 525 

critical when assessing fracture sealing potential under compressive stress, as larger reaction 526 

extents near the fracture surface and corresponding porosity increases may promote sealing, while 527 

less reactive regions near the fracture may retain permeability. These findings significantly 528 

enhance the ability to predict reactive fracture evolution and its implications for subsurface CO2 529 

sequestration and oil recovery. 530 

Supporting Information 531 

The temporal and spatial mineral volume evolution for systems with homogenous mineralogy from 532 

XRD and parallel image analyses (Figures S1 to S4) and  list of the chemical reaction equations 533 

for all minerals considered in the simulations within the fractured system (Table S1) are presented 534 

in Supplementary (PDF). 535 
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