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Abstract Tensor decompositions have proven to be effective in analyzing
the structure of multidimensional data. However, most of these methods
require a key parameter: the number of desired components. In the case
of the CANDECOMP /PARAFAC decomposition (CPD), the ideal value
for the number of components is known as the canonical rank and greatly
affects the quality of the decomposition results. Existing methods use
heuristics or Bayesian methods to estimate this value by repeatedly
calculating the CPD, making them extremely computationally expensive.
In this work, we propose FRAPPE, the first method to estimate the
canonical rank of a tensor without having to compute the CPD. This
method is the result of two key ideas. First, it is much cheaper to generate
synthetic data with known rank compared to computing the CPD. Second,
we can greatly improve the generalization ability and speed of our model
by generating synthetic data that matches a given input tensor in terms
of size and sparsity. We can then train a specialized single-use regression
model on a synthetic set of tensors engineered to match a given input
tensor and use that to estimate the canonical rank of the tensor—all
without computing the expensive CPD. FRAPPE is over 24x faster
than the best-performing baseline, and exhibits a 10% improvement in
MAPE on a synthetic dataset. It also performs as well as or better than
the baselines on real-world datasets.

Keywords: Rank estimation - Tensor decomposition - Self-supervised
- CANDECOMP/PARAFAC

1 Introduction

Tensors are widely used in the field of computer science and can be used to model
a variety of datasets. One popular family of methods that can be applied to
tensors is tensor decompositions. The performance of these methods typically
depends on a key parameter—the number of components in the decomposition,
also known as the rank of the decomposition. If our decomposition rank is too low,
we may fail to capture key information, but if it is too high, we may capture too
much noise. In the case of the popular CANDECOMP /PARAFAC decomposition,
(CPD) [9], the ideal value for the rank of the decomposition is known as the
canonical rank. However, finding this is a challenging task. A similar problem,
finding the ezact rank of a tensor (the minimum number of CPD components
required to represent the tensor exactly), is known to be NP-hard over the set of
rational numbers [11, 12].
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As such, various heuristic-based approaches have been proposed to solve
this task. One such method, proposed by Bro and Kiers [5], uses the core
consistency diagnostic (CORCONDIA) to evaluate the “appropriateness” of a
PARAFAC model. AutoTen [20] uses CORCONDIA to select a suitable number
of components automatically. Normalized SVD (NSVD) [24] also attempts to
provide a heuristic for the rank of a tensor, but it is not fully automatic and
currently requires human supervision. Fernandes et al. [8] propose NORMO, which
computes the CPD of a tensor at various ranks, looks at the mean correlation
between each of its components, and selects the maximum number of components
with no redundancy between the components.

Another set of approaches is the Bayesian approaches to this problem. Zhao
et al. [27] attempt to tackle this problem by using Bayesian inference to automat-
ically determine the decomposition’s rank. Mgrup and Hansen [17] use a Bayesian
framework with Automatic Relevance Determination (ARD) to estimate the rank
of a Tucker decomposition. This can easily be adapted since the CPD can be
formulated as a restricted Tucker decomposition [25]. Zhou et al. [28] compute
the CPD and use a convolutional neural network (CNN) on the factors in an
effort to determine the canonical rank of the tensor. However, they primarily
focus on and evaluate their method within the image domain.

One common theme across all of these methods is that they all require
erhaustively computing the CPD multiple times across all the candidate ranks.
This is computationally expensive and impractical for large tensors, so we would
like to avoid this step. However, doing so poses several challenges: (a) it is
difficult to directly train a supervised machine learning model due to the scarcity
of tensors with known canonical rank (which can typically only be determined
via manual human inspection), and (b) it is difficult to develop a model capable
of handling tensors from various domains and of various sizes.

To solve (a), we propose using synthetic tensors, which we can create with
known canonical rank. To solve (b), we propose using hand-picked size-agnostic
features extracted from each tensor. However, we find that supervised regression
models trained using that data (see Sec. 4.2) fail to generalize well to real-
world tensors. To overcome this limitation, we propose FRAPPE: a fully self-
supervised model that uses synthetic data specifically tailored for a given input
tensor. FRAPPE outperforms existing baselines on synthetic data and is on
par with the best baselines on real-world data. It is also ~24x faster than the
best-performing baseline (NORMO).

We evaluate the performance of both models on three classes of tensors:
synthetic tensors, real tensors that have been extensively studied in existing
literature to determine their rank, and the weight tensor of a convolutional
neural network (to find the ideal CPD rank for compressing the weights while
maintaining good classification accuracy). Finally, we also use these models to
analyze which features are the best and worst predictors of a tensor’s rank.

Our contributions include the following:

— Nowel method: We propose FRAPPE—the first method to estimate the
canonical rank of generic tensor without having to compute the CPD.
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Table 1. Comparison of different tensor rank estimation methods. All speeds are relative
to the evaluation time of the slowest baseline method. Exact evaluation times are shown
in Table 3. t: We did not benchmark against TRN-PD because it is designed for image
data and image denoising, which is not the focus of this work.

— Speed: We show that FRAPPE offers a ~24x improvement in evaluation
time over the best-performing baseline method and is ~1.6x faster than the
fastest baseline.

— Extensive Evaluation: We evaluate our methods and baseline methods on
synthetically generated tensors, real tensors with known rank, and the weight
tensor of a convolutional neural network. We show that FRAPPE outper-
forms the best baseline by about 10% MAPE on a synthetic dataset and
performs as well as or better than baselines on real-world datasets.

— Ezxplainability: We examine the importance of each of our hand-picked features
to see which features contribute the most to classification results (see Fig. 4).

— Reproducible: We provide the Python code for our method online at https:
//github.com/willshiao/frappe. We also provide the code to reproduce
our baseline results.

2 Background

Here we provide an overview of the notation and background for this work. We
denote a set, tensor, matrix, vector, and scalar as X', X, X, x, x, respectively. Let
T (4,5,k) denote the value in the i-th, j-th, and k-th entry along the 1st, 2nd, and
3rd modes, respectively, of the 3rd order tensor J. Let (:) refer to all possible
indexes in the given mode when used in tensor indexing (e.g., T =T ... for a
third-order tensor J).

We write the Frobenius norm of I as ||T| ., which is defined as follows for a
third-order tensor of size I x J x K:

T Q)

M=

I = iZ

J
i=1 j=1k

1
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We also define several functions. Let ZEROS(J) return the number of zero
values in a tensor J, and RAND(Z, ) return a random matrix of size i X j. Finally,
let T ~ Nixjxr(p, o) represent sampling a tensor I of size ¢ x j X k from a
normal distribution with a mean of p and standard deviation of o. o represents
the tensor outer product.

2.1 CANDECOMP/PARAFAC

One of the most common tensor decompositions is the canonical polyadic or
CANDECOMP /PARAFAC decomposition (CPD) [6, 10]. The CPD decomposes
a tensor J into the sum of R outer products of vectors. Formally, for a third-order
tensor:

R
TzZaTObrocT (2)
r=1

We can then attempt to iteratively minimize the Frobenius norm of the error:
HO’ — Zf‘zl a,ob,oc,
least squares algorithm. By convention, we refer to the factors as matrices A, B, C,
which consist of the corresponding vectors horizontally stacked. For example, the
i-th column of A would be a;. A key component of this method is R—the rank of
the decomposition. As described above, choosing a good value for R is extremely
difficult. The ideal value for R is the canonical rank of J, and estimating that
value is the focus of this work.

X A common method for this is to use the alternating

3 Problem Formulation

We tackle the problem of predicting the canonical rank of a tensor. Formally, the
problem can be stated as follows:

Problem Definition

Given a tensor X = £ + N, where £ is a tensor with low rank and N is
tensor of high-rank noise, find the canonical rank R of X such that we

e R
minimize HL ->

CPD of X.

1arob,oc.|| where A, B, C are factors from the
P

Note that R is different from the ezact rank of the tensor (the minimum number
of components needed to exactly represent X), which is out of the scope of this
work.

Another secondary goal of our method is to identify which features are
important in predicting the rank of a tensor, which could help us develop/improve
rank prediction methods in the future. We define this task as follows:
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Subproblem: Explainability

Given a tensor X and a predicted rank ]:2, compute the importance scores
t of different attributes of X in the regression result.

4 Proposed Method

We first describe which hand-picked features we extract from the tensor and the
reasoning behind selecting each one. We then train a regression model on the
dataset and show that it has some key limitations: (a) it performs well on the
synthetic dataset but fails to generalize well to real data, and (b) it requires
a relatively expensive training step. We then propose our method, FRAPPE,
which addresses both of these issues.

4.1 Tensor Features

Given a tensor T € RIX*E e extract 112 features (4D or higher tensors require
some adjustment, as described below):

— Tensor Dimensions (#1-3): I, J, K. We include these features so that the
underlying model can adjust the expectations for other parameters relative
to the size of the tensor. This allows our model to generalize to different
input sizes.

— Non-zeros (#4-13): The total number of non-zero values in the tensor,
as well as the minimum, median, and maximum number of non-zero values
over all possible slices of the tensor. That is, we extract the number of non-
zeros from T ;. Vi € [1,1], T(.;)Vj € [1,J], and T(..)Vk € [1, K]. The
intuition behind this feature is that, generally, the rank of a tensor increases
as it becomes more sparse. Measuring this for all possible slices allows us to
essentially measure the sparsity along each dimension.

— Ranks of Slices (#14-22): The minimum, median, and maximum rank
over all possible slices of the tensor. The intuition behind this feature is that
if slices along any given two dimensions are generally of low rank (implying
that fewer components are needed in the SVD), fewer components may also
be required in the CPD.

— Thresholded Non-zeros (#23-103): The minimum, median, and maxi-
mum number of values in the normalized (we use min-max normalization)
tensor less than or equal to each of the following thresholds: [0.1,0.2,...,0.9]
across all possible slices of the tensor. This is an adaptation of the number
of non-zeros (features #4-13) for dense tensors and allows us to find the
number of low-value entries, which could be a result of noise and be of lesser
importance to the canonical rank of the tensor.

— Correlations (#104-112): The minimum, median, and maximum corre-
lation over all possible pairs of slices of the tensor. The intuition behind
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this feature is that higher correlation between slices generally indicates that
fewer components would be needed along a given axis, resulting in a lower
canonical rank.

Note that the number of features is constant, regardless of the size of the tensor.
This allows it to easily scale to large tensors. We then train a LightGBM [13]
model on these features, with the goal of predicting the rank of the target tensor.

Why Correlation? It may not be immediately apparent why we choose to
use the correlation between different slices. We choose to do so because the
distribution of pairwise correlation of vectors in a matrix is a good indicator
of its rank. We show this theoretically (under some assumptions) below. We
hypothesize that this remains true in the tensor case; while difficult to formally
prove, we also show that this feature is effective in our model in Fig. 4.

Claim. The rank of a matrix M decreases as the mean pairwise correlation of its
factors increases. Let M € R™*™. We assume, for the sake of simplicity, that a
set € contains all § non-overlapping pairs of columns of M, and all other pairs
have a correlation of 0.

Proof. We first define the rank of a matrix M as k, where k is the largest
value such that the k-th singular value o) > €. Let us assume that any two
vectors x,y has an outer product xy” that can be written as ab? + N, where
N = 'yalulvf + 7202uQvg + ...+ 'ykakukvg such that o; < € Vi, where €
is an arbitrarily small number and CORR(x,y) - 1 = v — 0. Let ¢ =
E [Corr(M®, MW)] v(M©® M) € €. Let M@ be the i-th column of M.
Then, we can write M as alef +a2b§ +... —I—an/Qbf/2 + N1 +No+... + Ny /.
Let Ny = Nj + N3 + ...+ N, /5. By our assumption above, we have at most &
duplicate components so the maximum value for a singular value of N is e,
which is still less than € for v < %, and subsequently true for sufficiently large c.
Therefore, the rank of M decreases as our mean pairwise correlation c increases.

Computational Complexity. Features #1-13 and #23-103 are extremely
quick to calculate, requiring only a single pass over the tensor. Features #14—-22
and #104-112 are significantly more expensive since they require computing the
SVD and the correlation, respectively, over various slices of the tensor. However,
these operations are still much faster than the baseline methods, which require
repeatedly computing the full CPD over the whole tensor. Table 3 compares the
speed of our method against the baselines.

Let n = max([, J, K). Features #1-13 take a linear amount of time to calculate
with respect to the number of non-zero values in the tensor, with a worst-case of
O(n?) (in the case of a dense tensor). Features #14-22 take O((I + J + K)s) =
O(ns) time, where s is the runtime of sparse SVD on a slice of our tensor. In
the case of a fully dense tensor, this takes O((I + J + K)n?) = O(n*) time to
calculate.
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Features #23-103 require the tensor to be min-max normalized first, which
can be done in O(n?) time. It also takes O(n?) to count the number above/below
each threshold. Features #104-112 take O(n?) time to calculate over @ pairs,
resulting in a runtime of O(n*).

Overall, these features take a mazimum of O(n*) time to calculate for dense
tensors, where n is the size of the largest dimension in the tensor. It is worth noting
that it would take significantly less time for sparse tensors (e.g., a multi-view
graph, knowledge base, word coccurrence). This is also a massive improvement
compared to the runtime of computing the CPD once, let alone the repeated
runs required by existing methods. We show a comparison of the runtimes below
in Table 3.

Extension to Higher-Order Tensors While the features described above work
well for 3rd-order tensors, they require some modification for 4th or higher-order
tensors. For example, the rank features are computed over all slices of the tensor.
In the 3rd order case, these slices are matrices, but in the 4th (or higher) order
case, these slices are 3rd (or higher) order sub-tensors. Finding the rank of a
matrix can be done in polynomial time via the SVD, but finding the rank of a
3D tensor is the problem we are tackling in this paper. Due to this issue and
the relatively low importance of the rank features in Fig. 4, we omit the rank
features for the 4D model and find that it still performs fairly well. This is shown
empirically in our experiments on a 4D AlexNet weight tensor below in Sec. 5.4.
As with existing work in canonical rank estimation [8, 20], we focus on primarily
on 3rd-order tensors and reserve detailed evaluation for future work.

4.2 A First Attempt

We can now train a regression model using the features defined in Sec. 4.1 above.
To do this, we first generate a synthetic dataset with tensors of known rank
(see Sec. 5.2). We then train a Light GBM [13] model on this synthetic dataset
and evaluate the model on each of the evaluation datasets in Sec. 5 below.
However, we find that the Light GBM model is unable to generalize well beyond
the synthetic datasets and incorrectly predicts the rank on all of the real-world
datasets (described in Sec. 5.3). This is likely because real-world tensors come
from a variety of different domains.

Another limitation of this approach is that we have to train our model on a
very large dataset to ensure that we account for different ranks, sparsities, and
noise levels. While this makes predicting the rank of a new tensor very quick,
it greatly increases the amount of time required to train a regression model. To
address this, we propose FRAPPE.

4.3 FRAPPE

The primary issue we need to solve with FRAPPE compared to the approach
described in Sec. 4.2 is the poor generalization of the naive regression model.
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Algorithm 1. Pseudocode for FRAPPE: a self-supervised algorithm to estimate the
rank of a given tensor. Note that comments precede the line that they describe.

Input: An input tensor T € R*7*% 5 (the maximum rank to consider), 7 (the number
of times to sample from each rank), and « (the maximum amount of noise to
add in synthetic samples).

Output: R, an estimate for the rank of the input tensor T.

1: function FRAPPE(T, p, 7, «)

2: data < [ |
3: ranks < [ ]
4: > Calculate the sparsity of our tensor N
5: § — Zfi‘;%
6: for z € [1, 7] do
T for r € [1, p] do
8: A < SPARSIFY(RAND(i,7), )
9: B < SPARSIFY(RAND(j,7), s)
10: C < SPARSIFY(RAND(k, 1), s)
11: > Construct a synthetic tensor 8 from A, B, C N
12: 8« Z;Zl ayobyocy
13: > Select a random noise ratio. 4
14: n ~ [0, o]
15: > Sample an i X j X k Gaussian noise tensor <
16: N~ Nixjxr(0,1)
17: > Scale the noise and add it to 8 N
18: 8 8+ (nxf=)N
19: > Extract features from 8, as described in Sec. 4.1 N
20: data.append(EXTRACTFEATURES(S))
21: || ranks.append(r)
22: Train a Light GBM regression model on data and ranks
23: Evaluate the model on EXTRACTFEATURES(T) to get our prediction 7
24 return R

Input: An input matrix M € R**? and the desired sparsity level s.
Output: The sparsified matrix.

1: function SPARSIFY(M, s)

2: Select s X a x b random indices of M

3: Set each of these indices to 0

4: return M

This poor generalization is fundamentally caused by a distribution difference
between the training data and the input tensor. We can address this issue by
ensuring that the synthetic training data closely mimics a given input tensor. We
do this by attempting to match the size and sparsity of the input tensor when
generating the synthetic dataset. We can then train a specialized Light GBM
model for each tensor being considered. This specialized model only performs
evaluation on the input tensor once before being discarded.

Generating training data engineered to mimic an input tensor also solves the
issue of long training times since less data is required to achieve the same results.
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This brings down training times significantly, allowing us to train a disposable
regression model for each input tensor while maintaining a speed advantage over
the other baseline models. Note that the “training” happens at evaluation time,
and no external training step is required. FRAPPE is formally described in
detail in Algorithm 1.

. Rank
Run inference on model Trained Prediction

//
FRAPPE
T @ Model @

@ Compute size (1, J, K) @ Train a !_ightGBM
Compute sparsity (s) regression model
™
Synthetic @ T2 @ FRAPPE
Data > —_— Model
Generate synthetic e e Extract Trainer
Generator - . .
tensors and their ps e tensor
ranks features
Tk

Figure 1. Diagram of FRAPPE. We first generate synthetic tensors based on the size
and sparsity of the input tensor, extract features, train the model, and use that model
to predict the rank of the original input tensor.

5 Experimental Evaluation

Evaluating the effectiveness of our methods is difficult because there are very few
tensors with known rank so we cannot solely rely on real-world data. As such,
we choose to evaluate our methods on three different types of data:

1. Synthetic Tensors: Predicting the rank of tensors that we generate to have
known rank (described in Sec. 5.2).

2. Real-world Tensors: Predicting the rank of real-world tensors that have
been previously studied and have known rank (described in Sec. 5.3).

3. CNN Weights: Compressing the 4D weights of an AlexNet [16] model’s
final layer (described in Sec. 5.4).

We compare the performance and runtime of our methods to other current
state-of-the-art methods. All of the timing experiments are conducted on a
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c3-highcpu-176 Google Cloud Platform instance with 176 CPU cores and 352
GB of RAM.

5.1 Baseline Methods

We compare FRAPPE against three baselines: NORMO [8], AutoTen [20] and
ARD-Tucker [17]. These methods require a maximum rank to consider. Since this
greatly affects the runtime of the algorithm, we used double the true rank of the
tensor for the two algorithms. This theoretically bounds the maximum error, but
setting it higher would greatly increase both the runtime and computational cost
of running the baselines. We also use this same bound for FRAPPE.

We had to slightly modify AutoTen to only use the Frobenius-norm-based
evaluation because we have negative values in our dataset, which causes the
KL-divergence-based evaluation to fail. This slightly reduces the accuracy of
AutoTen but greatly improves its runtime. We also had to modify NORMO and
AutoTen to add support for 4D tensors in order to run it on our CNN weight
tensor. We chose to use the suggested value of § = 0.7 for NORMO.

Dataset | Rank FRAPPE NORMO AutoTen ARD
amino_acid [3] 3 [3, 14] 3 4 3 3
dorrit [23] 4 23] 4 4 4 4
sugar [4] 3 [4] 3 4 2 3
reality_mining [7] 673 [19] 9 2 2 18
enron [22] 4/77 [2, 21] 3 1 4 12

Table 2. Performance of the rank estimation methods on real-world datasets. The first
column is the known rank of the datasets, and correct estimates are bolded. We can see
that FRAPPE and AutoTen generally perform the best overall.

5.2 Synthetic Dataset

To generate a synthetic dataset, we first generate the CPD factor matrices
A B, C by drawing values from a uniform random distribution. We ensure that
we generate a diverse dataset by generating a set percentage of tensors from
each of the following subsets (each of which corresponds to a common real-world
tensor):

L NORMO is partially explainable in that higher correlation in the factors indicates a
bad choice for a given rank. However, NORMO does not provide any indication as to
which attributes in the original tensor contribute to higher/lower predictions.

2 TRN-PD is designed for images and was originally evaluated for CPD-based denoising.

3 The number of communities in this dataset was explored in [19] and estimated to
be 6. The number of communities loosely corresponds to the canonical rank of the
tensor, but this is not a guarantee like with the fluorescence datasets.



FRAPPE: Fast Rank Approximation with Explainable Features for Tensors 11

1. Sparse tensors with sparse noise: Tensors that have sparsity introduced
in the factors and Gaussian noise added to non-zero elements in the tensor.
Example: a weighted time-evolving graph.

2. Sparse tensors with dense noise: Tensors that have sparsity introduced
in the factors and Gaussian noise added to all elements in the tensor.
FEzample: a time-evolving grid of sensor readings.

3. Dense tensors: Tensors that have fully dense tensors and dense noise added.
Ezample: a tensor of fluorometer readings.

Each of these cases represents a different type of tensor that can be found in
real-world datasets. We add 2%—-10% noise in each case and scale the amount of
noise by the norm of the noise tensor compared to the generated tensor. More
formally, where « is the noise ratio, N is our noise tensor and G is our generated

tensor: G =G + « ‘\llff\ll‘,; N. This is similar to the noise addition process in the

Tensor Toolbox’s [1] create_problem function.

|
0.7 |
0.6 |
I
> 0.5 t
© - FRAPPE
g 0.4 ==+ NORMO
< =:: AutoTen
0.3 Original Accuracy
1
0.2 x
I
0.1 |
0 20 40 60 80 100
Rank

Figure 2. Plot of AlexNet performance with the final CNN layer compressed at various
ranks. Also shown are the rank estimates produced by FRAPPE and the baselines.
NORMO predicts a very low value and AutoTen predicts a very high value. FRAPPE
and FRAPPE pick what appear to be reasonable values. ARD-Tucker did not terminate
in time and is not included.

5.3 Real-World Datasets

We evaluate the effectiveness of our methods and baseline methods on datasets
of known rank. These include three fluorescence datasets: amino_acid [3],
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dorrit [23], and sugar [4]. These datasets contain naturally tri-linear data
with a known number of chemicals, each of which corresponds to a component
in the CPD. We also evaluate our methods on the reality_mining [7] and
enron [22] datasets. The canonical rank of these tensors is less clear, as we have
to rely on existing literature that has manually analyzed the data and determined
the approximate rank.

From the results displayed in Table 2, we can see FRAPPE is able to perfectly
estimate the rank of the fluorescence datasets. ARD is also able to correctly
estimate the rank of the datasets. NORMO and AutoTen perform fairly well but
are slightly off. Only AutoTen is able to successfully estimate the rank for the
enron dataset, but FRAPPE is also very close. Unfortunately, we are limited
in the amount of data we can use for this evaluation because there are very few
real-world tensors with known ranks. While it is difficult to draw any concrete
conclusions due to the limited number of datasets, we can see that FRAPPE
performs just as well as or slightly better than other existing rank estimation
methods.

5.4 CNN-Based Evaluation

We evaluate the performance of our network in selecting the correct number of
components when decomposing a 4D weight tensor for a convolutional neural
network (CNN). We focus specifically on the last layer (R256%256%3x3) of an
AlexNet [16] model trained on the CIFAR-10 [15] image dataset.

The goal of this task is to select the correct number of components such that
we compress the weights as much as possible and maintain as high accuracy as
possible. This rank would be the “knee” of the rank-accuracy curve. A plot of
this curve with the values selected by the various rank estimation methods is
shown in Fig. 2.

NORMO predicts a low estimate of 3 for the rank of the weight tensor, and
AutoTen predicts the maximum estimate of 100. Both of these appear to be poor
choices for this task since the accuracy is very low at rank 3 and the gains are
heavily diminished by rank 100. FRAPPE estimates the rank to be 40, which is
not perfect, but appears to be fairly reasonable estimates near the “knee” of the
plot. ARD-Tucker did not terminate within 24 hours and is therefore excluded
from the plot.

5.5 Synthetic Dataset Results

Table 3 shows that FRAPPE outperforms the baseline methods, with a ~10%
improvement in Mean Absolute Percentage Error (MAPE) over NORMO (the
best-performing baseline), ~4 rank improvement in Mean Absolute Error (MAE),
and an improvement of 200 in Mean Squared Error (MSE). It is also ~24x faster
than NORMO, and ~1.6x faster than AutoTen (the fastest baseline).
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Figure 3. Runtime/performance compari- Table 3. Mean Absolute Percentage Er-

son between the different rank estimation ror (MAPE), Mean Absolute Error (MAE),

methods on a synthetic dataset. The closer and Mean Square Error (MSE), and mean

to the lower left, the better. runtime of different models on a synthetic
dataset.

5.6 Feature Importance Results

In Fig. 4, we plot the importance of the different feature groups (described in
Sec. 4.1 above). We compute the importance of a feature based on the number of
times it is used in the split of a Light GBM tree.

We can see that the most important features are the correlation over different
slices. This makes intuitive sense because higher correlation between slices along
a given mode means that components are more related along that mode, leading
to fewer components being required. This also happens to be the intuition behind
NORMO, one of the baseline methods, which looks instead at the correlation
between different factors of the CPD.

Another interesting set of features are the thresholded non-zero counts. In
Fig. 4, we can see that the importance increases from a threshold of 0.1 to 0.2,
but steadily decreases after that until 0.9, which is almost irrelevant. This is
likely because lower relative values (since we normalize the values) are more likely
to be noise artifacts or simply unimportant values in the decomposition. Lower
values are also more likely to be excluded in an R-rank decomposition, simply
because the incremental error from excluding that value is smaller than it would
be for a larger-valued element.

6 Additional Related Work

On top of the CPD rank estimation methods described above, there have also
been similar methods developed for different tensor factorizations. Vesselinov
et al. [26] propose NTFk, which is an unsupervised method to perform Non-
negative Tensor Factorization (NTF). NTFk uses a custom clustering algorithm
(similar to k-means) to cluster the columns of a factor matrix and evaluates their
quality with silhouette score. It then uses a combination of those scores and
the reconstruction error to choose a good target for the number of components.
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Tensor Dimensions
Non-Zeros
Ranks of Slices
Non-Zeros w/ Threshold of 0.1 I
Non-Zeros w/ Threshold of 0.2 I
Non-Zeros w/ Threshold of 0.3 I
Non-Zeros w/ Threshold of 0.4 NN
Non-Zeros w/ Threshold of 0.5 N
Non-Zeros w/ Threshold of 0.6
Non-Zeros w/ Threshold of 0.7
Non-Zeros w/ Threshold of 0.8
Non-Zeros w/ Threshold of 0.9
Correlation over Slices

0 1000
Mean Importance

Feature Group

Figure 4. Chart of feature group importance (higher is more important), as output
by a Light GBM model trained on a synthetic dataset. The most important feature
group is the correlation over slices of the tensor, followed by the number of non-zeros
thresholded at 0.2. We calculate feature group importance by how often a feature is
used in splits. The feature groups are described in more detail in Sec. 4.1.

Nebgen et al. [18] attempt to solve a similar problem for non-negative matrix
factorization (NMF'), which decomposes a matrix V into V. = WH.

They first repeatedly calculate the NMF on data perturbed by noise from a
random uniform distribution. Then, they use k-means to cluster the columns of
W. They then use the Akaike information criterion (AIC) and silhouette score
to calculate the quality of the clusters. Finally, they use a neural network over a
sliding window of the AIC and cluster silhouette values to determine the ideal
number of components.

7 Conclusion

In this work, we propose FRAPPE, a novel method for estimating the canonical
rank of a tensor in a self-supervised manner without having to compute the
expensive CPD. The key insight of this approach is that it is much cheaper
to generate synthetic data of known rank than to compute the actual CPD.
Following this idea, we also propose a set of hand-crafted features that can
effectively determine a given tensor’s rank.

We find that naively training a supervised regression model on this data
results in poor generalization to real-world tensors and requires a long training
step. To alleviate this issue, we propose FRAPPE, which first generates synthetic
tensors (with known rank) from an input tensor and trains a new model on these
synthetic tensors, improving the generalization ability of the model, reducing the
amount of training data required, and speeding up the model training.
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We extensively evaluate FRAPPE on three different types of data: synthetic
tensors, real-world tensors, and the weight tensor of a CNN. We find that our
model generally outperforms existing baselines across all three datasets, is over
24 x faster than the best-performing baseline (NORMO), and ~1.6x faster than
the fastest baseline (AutoTen).

Finally, we examine the features we used to make these predictions and
why we believe these features are important in estimating a tensor’s rank. We
provide both theoretical reasoning and empirical evidence for why the pair-wise
correlation between slices is a good indicator of the tensor’s rank. We believe
this opens up an interesting line of research about estimating the number of
components of a tensor decomposition without ever having to compute a single
decomposition.

8 Ethical Statement

One important ethical consideration regarding this work can arise if it is used on
sensitive information like financial or healthcare data. As with all machine learning
methods, our method is not infallible and may produce incorrect results. In certain
mission-critical systems, that can potentially lead to severe consequences if care
is not taken to validate model results.

Another ethical concern is the possibility of adversarial attacks on the model.
In our work, we do not consider the case of adversarially crafted input tensors
designed to trick the model into performing poorly or predicting an extremely
high rank, which could potentially result in maliciously altered results.
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