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Abstract

Data augmentation can significantly enhance the perfor-
mance of machine learning tasks by addressing data scarcity
and improving generalization. However, generating time se-
ries data presents unique challenges. A model must not only
learn a probability distribution that reflects the real data
distribution but also capture the conditional distribution at
each time step to preserve the inherent temporal dependen-
cies. To address these challenges, we introduce AVATAR, a
framework that combines Adversarial Autoencoders (AAE)
with Autoregressive Learning to achieve both objectives.
Specifically, our technique integrates the autoencoder with
a supervisor and introduces a novel supervised loss to assist
the decoder in learning the temporal dynamics of time
series data. Additionally, we propose another innovative
loss function, termed distribution loss, to guide the encoder
in more efficiently aligning the aggregated posterior of the
autoencoder’s latent representation with a prior Gaussian
distribution. Furthermore, our framework employs a joint
training mechanism to simultaneously train all networks
using a combined loss, thereby fulfilling the dual objectives
of time series generation. We evaluate our technique across
a variety of time series datasets with diverse characteristics.
Our experiments demonstrate significant improvements in
both the quality and practical utility of the generated data,
as assessed by various qualitative and quantitative metrics.

Keywords: time series generation, generative models,
adversarial autoencoders, autoregressive models

1 Introduction.

Data scarcity poses a significant challenge in many real-
world, machine learning-based prediction tasks [1]. This
issue can be particularly pronounced for certain classes
within a dataset, especially when dealing with rare
events such as major solar flares [2, 3, 4], or patients
with specific medical conditions, such as cancer. Addi-
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tionally, data scarcity may arise from privacy concerns
[5, 6, 7], especially in healthcare, or due to noisy and
complex data collection environments [8]. Beyond indi-
vidual classes, data scarcity can affect entire datasets,
as deep learning models are notoriously data-hungry [9],
often requiring vast amounts of data to achieve optimal
performance. To address these challenges, data aug-
mentation techniques are commonly employed to arti-
ficially increase the size of datasets and facilitate the
training of machine learning and deep learning mod-
els [10]. This approach has found widespread use in
fields such as computer vision [11, 12], time series anal-
ysis [13, 14, 15|, and signal processing [16]. However,
the quality of the augmented data is critical, espe-
cially in time series analysis, where models must cap-
ture not only the distribution of features at individ-
ual time points but also the complex interactions be-
tween these points over time. For instance, in multi-
variate sequential data x1.7 = (x1,...,27), an effective
model must accurately capture the conditional distribu-
tion p(x¢ | £1.4—1), which governs temporal transitions.
Failure to do so leads to poor model performance, under-
scoring the importance of preserving temporal dynamics
in time series data.

Considerable research has been directed towards en-
hancing the temporal behavior of autoregressive mod-
els used in sequence forecasting. The primary aim is
to reduce the effect of sampling errors by making tar-
geted adjustments during training, thereby improving
the modeling of conditional distributions [17, 18, 19].
Autoregressive models represent the sequence distribu-
tion as a product of conditional probabilities [ [, p(x: |
%1.4—1), which makes them well-suited for forecasting
due to their deterministic nature. However, these mod-
els are not truly generative, as they do not rely on ex-
ternal inputs to generate new data sequences.

In contrast, studies applying generative adversar-
ial networks (GANSs) [20] to sequential data generally
employ recurrent neural networks (RNNs) for both the
generator and discriminator, aiming to optimize an ad-
versarial objective [21, 22]. While this approach is con-
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ceptually simple, the adversarial objective is crafted to
capture the joint distribution p(x1.7), which doesn’t in-
herently address the autoregressive nature of the data.
This can lead to issues, as summing traditional GAN
losses over fixed-length vectors might not effectively
model the stepwise dependencies characteristic of se-
quence data. Moreover, GAN-based methods face sev-
eral well-known challenges, including mode collapse, in-
stability, and non-convergence, which can complicate
the training process.

Adversarial Autoencoders (AAEs) [23] offer several
advantages over GANs. First, AAEs combine the ben-
efits of both autoencoders and adversarial training, al-
lowing for more structured latent space representations.
This makes AAEs better at capturing meaningful fea-
tures from data, leading to more realistic and diverse
augmented samples. Unlike GANs, which can suffer
from mode collapse (where only a few modes of the data
distribution are learned), AAEs are designed to regu-
larize the latent space, helping to maintain a balance
across different modes. Additionally, AAEs are typi-
cally easier to train compared to GANs, which often re-
quire careful tuning to avoid instability in the generator-
discriminator dynamic.

Our proposed method, termed AVATAR
(AdVersarial AuToencoders with Autoregressive
Refinement), is designed to leverage multiple research
paradigms in order to develop a robust time series
generation technique. AVATAR effectively captures the
temporal dynamics inherent in time series data while
learning the complete data distribution of the dataset,
enabling the generation of reliable and realistic time
series sequences. Additionally, the model incorporates
innovative loss functions that enhance stability and
guide the network toward efficiently converging to the
global minima. Our key contributions are as follows:

1. Combining AAEs with autoregressive learning,
which introduces a supervisory network to the
probabilistic autoencoder. This supervisory net-
work assists the decoder in learning the conditional
distribution of sequences over time. Additionally,
we introduce a new supervised loss to achieve en-
hanced performance in autoregressive learning.

2. We introduce an innovative loss function, referred
to as distribution loss, which enables the encoder
to capture the nuances of the prior Gaussian dis-
tribution more efficiently and precisely, resulting in
faster convergence and enhanced stability.

3. Adapting a GRU model with batch normalization
as a regularization technique, instead of a standard
GRU architecture, which optimizes and enhances
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the network’s performance, resulting in superior
generalization.

4. Proposing a joint training approach, where the
supervisory network and autoencoder are trained
together as an integrated network with a combined
loss function. This integrated approach ensures the
successful generation of time series data by aligning
the learning objectives of both networks.

We illustrate the effectiveness of AVATAR through
a series of experiments conducted on a range of real-
world and synthetic multivariate time series datasets.
Our results demonstrate that AVATAR consistently
surpasses existing benchmarks in generating realistic
time series data.

2 Related Work.

Autoregressive RNNs trained with maximum likelihood
estimation frequently encounter significant errors dur-
ing multi-step predictions [24]. These errors arise due
to the discrepancy between the training phase, con-
ducted in a closed-loop setting (where the model is con-
ditioned on actual data), and the inference phase, which
operates in an open-loop manner, relying on previous
predictions. To address this issue, approaches such as
Professor Forcing, based on adversarial domain adap-
tation [25], have been proposed. This method intro-
duces an additional discriminator designed to distin-
guish between self-generated hidden states and those
derived from teacher-forced inputs [26]. This alignment
of training and prediction improves the consistency of
the model’s behavior. However, while these methods at-
tempt to capture stepwise transitions, they remain de-
terministic and do not involve sampling from a learned
probability distribution, an essential requirement for
generating synthetic data.

The introduction of GANs [20] represented a major
innovation in data generation. GANSs consist of two neu-
ral networks, a generator and a discriminator, trained
simultaneously in a competitive, zero-sum game frame-
work. Although GANs can effectively generate data
by sampling from a learned distribution, they struggle
to model sequential dependencies, which are crucial for
time series data [27]. The adversarial feedback from the
discriminator alone is often insufficient for the generator
to accurately learn and replicate the temporal patterns
necessary for time series generation.

Several adaptations of the GAN framework have
been developed specifically for time series data [28]. One
of the earliest models, C-RNN-GAN [21], applied GANs
to sequential data using LSTM networks for both the
generator and the discriminator. This model generates
sequences recurrently, starting with a noise vector and
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using the output from the previous time step to gener-
ate the next. RCGAN [22] improved upon this approach
by eliminating the reliance on previous outputs and in-
corporating conditional inputs for greater control and
flexibility in data generation. Nevertheless, both mod-
els are limited by their exclusive reliance on adversarial
feedback, which does not fully capture the complex tem-
poral dynamics present in time series data. TimeGAN
[29] represents an advanced approach for time series gen-
eration, incorporating elements of both unsupervised
learning (GANs) and supervised training. TimeGAN
optimizes both a GAN and an embedding space through
a combination of adversarial and supervised objectives,
with the goal of generating data in the embedding space
rather than the feature space, which helps the network
avoid issues related to non-convergence. Despite its in-
novative design, TimeGAN faces several challenges. Its
reliance on adversarial training within the embedding
space degrades the quality of the generated data due
to noise introduced in the embedding process. Addi-
tionally, TimeGAN suffers from stability issues, often
yielding inconsistent results even when identical hyper-
parameters and iteration counts are used. Furthermore,
it struggles to fully learn the underlying probability dis-
tribution of the dataset, resulting in generated data that
fail to represent the entire population effectively.
AAEs [23] extend the concept of autoencoders by
incorporating adversarial training, aiming to impose a
prior distribution on the latent space while maintain-
ing the reconstruction capabilities of standard autoen-
coders. In contrast to Variational Autoencoders (VAEs)
[30], which explicitly model the latent space using a
variational approach, AAEs employ a discriminator to
distinguish between samples drawn from the true prior
distribution and those generated by the encoder. This
adversarial training forces the encoder to produce la-
tent variables that align with the desired distribution,
allowing for more effective sampling and data genera-
tion. AAEs make it easier to learn the full distribution
of a dataset since the model tries to match the aggre-
gated posterior latent representation with an arbitrary
prior distribution, both of which exist in lower dimen-
sions compared to real samples [31]. This results in a
less noisy, more compact representation that leads to
more accurate adversarial training and faster conver-
gence in terms of iteration count. However, AAEs are
not designed for time series data and struggle to learn
the temporal dependencies in such datasets, leading to
the generation of misleading time series data.
Autoregressive models do not rely on sampling from
a learned probability distribution to generate data, and
AAEs are not capable of effectively capturing the tem-
poral dynamics of time series data, unlike autoregressive
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models. To address these limitations, AVATAR com-
bines these two research streams to develop a simple
yet powerful framework for time series generation. By
integrating a teacher forcing-based supervisory network
with the autoencoder, introducing novel loss functions,
and designing a joint training ecosystem, AVATAR pro-
vides a robust framework for generating synthetic time
series data across various applications.

3 Problem Specification.

Let X denote the space of the temporal features, and
consider X € X as random vectors, with each vector
attaining particular values represented by x. We focus
on sequences of temporal data, denoted Xy.r, sampled
from a joint probability distribution p. The sequence
length T is itself a random variable integrated into
the distribution p. The training dataset contains N
samples, each indexed by n € {1,...,N}, and is
expressed as D = {X,, 1.7, }_;. For simplicity, we omit
the subscript n unless necessary for clarity.

The objective of AAEs is to leverage the train-
ing data D to estimate a probability density func-
tion p(Xi.r) that approximates the true distribution
p(X1.7) as closely as possible. Achieving this is chal-
lenging due to the complex nature of the distribution.
Additionally, in order to capture the temporal dynamics
of data using autoregressive models, our objective is to
decompose the joint distribution p(X;i.r) in an autore-
gressive manner as p(Xi.7) = [[, p(X¢|X1.4—1). This
approach refocuses the task on learning a conditional
density function p(X;|Xi.;—1) that serves as an approx-
imation of p(X¢|X1.t—1) at each time step ¢. Therefore,
we define two key objectives:

1. Global objective: This objective involves align-
ing the joint distribution of entire sequences be-
tween real and synthetic data. It is expressed as:

(3.1) mgnD (p(Xp.7)[[p(X1:7)),

where D represents an appropriate distance metric
between the distributions.

2. Local objective: This objective focuses on match-
ing the conditional distributions at each time step
for all ¢, formulated as:

(3.2) H%inD(p(Xt|X1:t71)||ﬁ(Xt|X1:t71))7

In the context of data augmentation, the global objec-
tive corresponds to minimizing the Jensen-Shannon di-
vergence [32] between real and generated distributions,
while the local objective in supervised learning aims to
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minimize the Kullback-Leibler divergence [33]. Mini-
mizing the global objective assumes access to a perfect
discriminator (which is often impractical), whereas min-
imizing the local objective requires access to ground-
truth sequences (which we have in this case). Conse-
quently, this approach combines the adversarial learning
goal (focused on global distribution) with a supervised
learning objective (targeting conditional distributions).

4 Proposed Framework: AVATAR.

Based on Figure 1, let z denote the latent representation
(hidden code) in the autoencoder with a deep encoder-
decoder architecture. ~We define §(z) as the prior
Gaussian distribution we aim to impose on the latent
codes, ¢(z|z) as the encoding distribution, and p(z|z) as
the decoding distribution. The encoding function ¢(z|z)
in the autoencoder determines the aggregated posterior
distribution of the latent code g(z).

In AAEs, optimization is achieved by aligning the
aggregated posterior ¢(z) with a Gaussian prior ¢(z).
Consequently, decoding any area of the prior space
produces meaningful synthetic data. To facilitate this
alignment, an adversarial network is incorporated at the
latent code layer of the autoencoder. The adversarial
network’s role is to ensure that g(z) closely matches the
prior §(z), while the autoencoder’s primary objective
is to minimize the reconstruction error. The genera-
tor within the adversarial network serves as the encoder
of the autoencoder ¢(z|z), helping it produce an aggre-
gated posterior that can deceive the discriminator in
the adversarial training, making the discriminator be-
lieve that the hidden code ¢(z) comes from the true prior
4(z). Upon the completion of training, the decoder of
the autoencoder functions as a generative model, map-
ping the prior §(z) to the data distribution p(x).

Although this method is beneficial, it is inadequate
on its own for modeling the conditional distribution of
time series data at each time step . To overcome this
limitation, as depicted in Figure 1, we have enhanced
the decoder of the AAE by integrating a supervisor net-
work that employs teacher forcing training. This super-
visor network is responsible for learning the inherent
temporal dependencies in time series data. By training
the supervisor jointly with the autoencoder, we aim to
fulfill both objectives of time series generation. This in-
tegration is crucial because time series data exhibit tem-
poral characteristics such as trends, seasonality, noise,
and periodicity. Without capturing these essential fea-
tures, the synthetic samples produced would be inade-
quate and of limited practical value.

4.1 Autoregressive Refinement. By integrating
AAEs with autoregressive learning, we can not only
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Figure 1: The figure illustrates the AVATAR framework
designed for time series generation. The autoencoder
aims to reconstruct the input X from its latent rep-
resentation Z, while the discriminator strives to align
the aggregated posterior distribution ¢(z) with a prior
Gaussian distribution ¢(z). The supervisor network’s
role is to assist the decoder in learning the conditional
distribution of the data at each time step t.

estimate the true distribution p(Xj.7) using a learned
probability density function p(Xj.r), but also capture
the conditional density function p(X¢|Xj.t—1), which ap-
proximates the true p(X;|Xy.:—1) at any specific time
step t. AVATAR achieves this by training a supervisor
network in parallel with the autoencoder, thereby ful-
filling both objectives. The autoencoder and supervisor
are trained jointly with a combined loss function £Lag
that includes Lg;,,., £ad, Ls, and Lp:

(4.3) Lap=Lp

joint

+Lrg+Ls+ Lp

In Equation (4.3), the supervised loss Lg represents
a novel contribution used to train the supervisor net-
work. This loss is designed to train the autoencoder-
supervisor as a unified network to predict time step ¢
using inputs from time steps 1 to t—1 and also from time
steps 1 to t — 2. This dual approach enables the inte-
grated autoencoder-supervisor network to learn tempo-
ral dependencies without overfitting to immediate next-
step dynamics. Specifically, in closed-loop mode, the
supervisor receives sequences of the autoencoder’s out-
put X{1F | and X{1F , to predict the vector at time step
t, denoted as X/*¥. Gradients are calculated from a loss
that measures the divergence between the distributions
p(XAP|XAE () and p(XAF|XE (), as well as between
p(XAP|XLE ) and p(XAP|XAF ). Using maximum
likelihood estimation, this leads to the following super-
vised loss:

(44)  Ls=Eqprnp lZ | X~ s<X;“€>HQ]

ws) fEa, [Zuxz“f —s<xf€>|\2]
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where s is the supervisor function and X4¥ is the
output of the autoencoder for input data X. Through
joint training of the autoencoder and supervisor, the
framework learns to capture the temporal dynamics of
time-series data.

4.2 Distribution Loss. The adversarial feedback
from the discriminator to the encoder is insufficient for
guiding the encoder to effectively learn the prior Gaus-
sian distribution. To address this limitation, we pro-
pose a novel distribution loss £p, which facilitates the
encoder’s ability to better approximate the target prob-
ability distribution by explicitly capturing the differ-
ences in the mean and standard deviation (std) between
batches of latent code Z and the prior distribution Z:

(46) ACD = ACMean + ‘CS'td

Although various statistical measures can be used to
describe a distribution, in the context of our framework,
metrics such as minimum, maximum, median, mode,
and quartiles are not applicable. This is due to the fact
that the AVATAR framework automatically normalizes
the data within the range of 0 to 1, making the mini-
mum and maximum values redundant as all data points
fall within this standardized interval. Additionally, be-
cause we employ a Gaussian distribution as the prior,
the median and mode align with the mean. Quartiles,
meanwhile, introduce unnecessary noise and do not pro-
vide significant insights into the distribution’s charac-
teristics. Consequently, the only metrics of relevance in
this context are the mean and std, as these effectively
(4.7)

capture the properties of the Gaussian distribution.

1 & 1

Lvtean = Ezypmg, 210~ lz N Z 2, - N Z Zy, ]
t n=1 n=1

In this formulation, Lyfean computes the mean

absolute error (MAE) between the means of a batch

of latent code Z and prior distribution data Z. We

consider sequences of temporal data, denoted as Zj.r

or Zi.7, drawn from a joint distribution ¢ or ¢, where

each sample is indexed by n € {1,..., N}, and the batch
is represented as B = {Z, 1.1, }_;.

1 N
= (2, — Zy)?
N n=1

|

Lstd :EZI:TNqaélzT""q [E :
t

1 N
L ~ _ >\ 2
(4'8) N 7;=1(Ztn Zt)
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Similarly, Lstq measures the MAE between the std

of a batch of Z and Z . In this context, 7Z and Z represent
the means of Z and Z, respectively, for a batch of data.

4.3 Regularized GRU. The architecture of each
network in the AVATAR framework significantly im-
pacts performance. Based on previous research in time
series generation [28], we found that GRU outperforms
LSTM and RNN, and thus we chose GRU layers for all
four networks: the encoder, decoder, supervisor, and
discriminator. GRUs consist of two gates: a reset gate
and an update gate, which regulate the flow of infor-
mation and enable the network to decide what informa-
tion to retain or discard. This simplified structure al-
lows GRUs to efficiently manage sequential data while
maintaining strong predictive power, especially in cases
where memory of prior inputs is critical. However, GRU
layers can be further enhanced by incorporating addi-
tional components. To improve performance, we com-
bine batch normalization with GRU layers. As a result,
each layer consists of both a batch normalization and
a GRU unit, with multiple such layers used for the en-
coder, decoder, and supervisor. For the discriminator,
we avoid using batch normalization, as it would make
the discriminator overly powerful, disrupting the bal-
ance between the discriminator and encoder, leading to
the discriminator’s dominance. To further maintain this
balance, we train the encoder with twice as many iter-
ations as the discriminator to prevent the latter from
overpowering the former.

4.4 Joint Training. The training process of the
AVATAR framework consists of three distinct stages.
In the first stage, the autoencoder is trained indepen-
dently, relying solely on a reconstruction loss Lr. At
this point, neither the supervisor nor the discriminator
is present, and the autoencoder functions as a conven-
tional autoencoder:

(4.9) Lr=Ee, rnp [Z [Xe — XAEt||2]
t

where X denotes the input data and X4F repre-
sents the autoencoder’s output.

In the second stage, the supervisor is trained using
the previously defined Lg loss.

The third stage consists of two distinct phases. In
the initial phase, the integrated autoencoder and su-
pervisor are trained jointly, guided by the loss func-
tion L. This loss function is composed of four sub-
components as discussed earlier, two of which are: (i)
LR, ,:n:» Tepresenting the joint reconstruction loss for the
integrated network, and (ii) £a4, which captures the
conventional adversarial feedback loss.
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‘Cij‘m :]EILTNP lz ”Xt - XAEt||2]
t

(4.10) T Eoprmp [Z X — S(XAEt)Hz]

In the second phase of the third stage, the discrim-
inator is trained to distinguish between samples from
the prior distribution and the aggregated posterior la-
tent representation. This joint training, through the
combined loss function L4 g, effectively fulfills the dual
objectives of generating time series data and achieving
enhanced stability in the learning process. From an
optimization perspective, no hyperparameters for loss
weighting have been applied to any of the components of
the combined loss functions, including Lag, Lr;,;,,, L5,
and Lp. As a result, all components contribute equally
to the optimization process.

5 Experiments and Results.

The Python implementation of the AVATAR frame-
work, along with a tutorial Jupyter notebook demon-
strating its usage and the results of experiments, is avail-
able online. This implementation incorporates all the
innovations discussed, as well as the hyperparameters
necessary to achieve optimal results’.

Baseline Methods. The AVATAR framework has
been evaluated against several state-of-the-art data aug-
mentation techniques, including TimeGAN [29], Stan-
dard GAN [20], Standard AAE [23], Teacher Forcing
(T-Forcing) [26], and Professor Forcing (P-Forcing) [25],
covering both GAN-based and autoregressive-based ap-
proaches. To ensure a fair and rigorous evaluation, iden-
tical hyperparameters are applied across all methods.
These include the number of iterations, the type of re-
current neural network, the number of layers, batch size,
and hidden dimensions.

Benchmark Datasets. We evaluate AVATAR'’s effec-
tiveness using time series datasets that showcase a wide
range of features, such as periodicity, noise intensity,
and trend patterns. These datasets are selected based
on various combinations of these features.

e Energy: The UCI Appliances Energy Prediction
dataset [34] is distinguished by irregular periodic
patterns, noise, a high number of dimensions (28),

and correlated features, presenting significant chal-
lenges for modeling and analysis. It comprises
multivariate, continuous-valued measurements that
capture various temporal attributes, all recorded at
closely spaced intervals.

e Google Stock: Stock price data is continuous but
lacks periodicity, with correlated features. We uti-
lize historical daily stock data from Google between
2004 and 2019, including variables such as trading
volume, daily highs and lows, opening prices, clos-
ing prices, and adjusted closing values.

Sinusoidal Data: We generate multivariate sinu-
soidal time series, where each series has distinct
frequencies () and phases (), resulting in contin-
uous, periodic signals with independent features.
For each dimension i (ranging from 1 to 4), the
function is represented as z;(t) = sin(2ant + 6),
where 7 is drawn from a uniform distribution U|0, 1]
and 6 from U[—m, 7).

For the Energy and Stocks series, we slice each
continuous time series into samples using a slicing
window of size 24, moving the window forward by one
time step to extract each subsequent sample throughout
the series.

Evaluation Criteria. Evaluating the performance of
GANs and AAEs comes with significant challenges.
Methods based on likelihood, such as Parzen window
estimates [35, 36], can produce misleading outcomes.
While human evaluation is typically viewed as the most
reliable way to assess quality, it is both impractical and
expensive. As a result, this work evaluates performance
based on three recent evaluation metrics, incorporat-
ing both qualitative and quantitative assessments of the
generated data. These include resemblance score, pre-
dictive fidelity score, and distributional alignment anal-
ysis using t-SNE and PCA visualization.

5.1 Resemblance Score. To quantitatively assess
similarity, we train a time series classifier based on
LSTM to distinguish between sequences from the orig-
inal and synthetic datasets. The LSTM classifier is
trained to separate these two categories in a typical su-
pervised learning setup. The classification error on a
separate test set is used to derive a quantitative mea-
sure, which is then subtracted from 0.5, setting the opti-
mal score to 0 rather than 0.5. This metric emphasizes
the utility of the generated data in downstream clas-
sification tasks. To ensure reliable and robust results,

1The  AVATAR  framework  is  accessible  here: €ach experiment is repeated 10 times. The mean and
https://github.com /samresume/AVATAR, std of these observations are reported in Table 1 for a
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Table 1: Resemblance scores and Predictive Fidelity
scores for various time series generation techniques
across different datasets.

Resemblance Score

Stocks Sines Energy
AVATAR 0.129 £ 0.005 0.064 £ 0.033 0.298 + 0.002
TimeGAN 0.238 + 0.007 0.166 + 0.048 0.447 £ 0.002
GAN 0.489 + 0.001 0.499 £+ 0.001 0.5 £ 0.0
AAE 0.465 + 0.011 0.487 + 0.009 0.499 + 0.001
T-Forcing 0.174 + 0.064 0.152 + 0.140 0.411 £ 0.063
P-Forcing 0.5 + 0.0 0.441 4+ 0.007 5.0 £ 0.0
Predictive Fidelity Score
Stocks Sines Energy
AVATAR 0.043 £ 0.001 0.095 £ 0.001 0.158 + 0.003
TimeGAN 0.049 + 0.001 0.128 4+ 0.003 0.206 £ 0.001
GAN 0.100 + 0.016 0.139 + 0.006 0.257 £ 0.003
AAE 0.053 + 0.006 0.121 4+ 0.003 0.302 £ 0.004
T-Forcing 0.047 + 0.002 0.112 £+ 0.002 0.188 £ 0.001
P-Forcing 0.070 + 0.002 0.115 4+ 0.001 0.281 + 0.006

comprehensive comparison. Based on the results pre-
sented in Table 1, AVATAR significantly outperforms
the baseline techniques, including the state-of-the-art
TimeGAN, across the specified three datasets. Specifi-
cally, AVATAR reduces the resemblance score by 46.86%
compared to TimeGAN. Both GANs and AAEs fail to
capture the time series characteristics effectively, lead-
ing to the production of unrealistic data. This highlights
the importance of incorporating innovative techniques
to enhance their performance in time series data gener-
ation. Additionally, T-forcing achieved a reliable score,
underscoring the effectiveness of autoregressive learning
for time series generation.

5.2 Predictive Fidelity @ Score. We expect
AVATAR to successfully capture the conditional
distributions over time. To measure this, we train an
LSTM model on the synthetic dataset for sequence
prediction, focusing on forecasting the next-step
temporal vectors for each input sequence. The
performance of the model is then evaluated on the
original dataset, with accuracy assessed using MAE.
This metric demonstrates the quality of the synthetic
data in predictive tasks, which is a key objective in
time series analysis. Similar to the evaluation of the
resemblance score, we repeated the experiments 10
times to ensure a robust assessment. As shown in Table
1, AVATAR demonstrates superior results in terms of
the predictive capability of synthetic data compared
to the baseline techniques. Specifically, AVATAR
reduces the predictive error by 20.44% in comparison
to TimeGAN. Furthermore, AVATAR exhibits signif-
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Figure 2: t-SNE visualizations illustrate the distribution
alignment between original (red) and synthetic (blue)
data samples generated by AVATAR and TimeGAN
across three datasets.

icantly greater stability compared to TimeGAN and
GAN-based techniques, consistently yielding the same
results across different training sessions. Additionally,
T-forcing achieved a stronger performance relative to
the other baseline models, highlighting the effectiveness
of autoregressive training for synthetic data generation.

5.3 Distributional Alignment. We utilize t-SNE
[37] and PCA [38] analyses on both original and syn-
thetic datasets by reducing the temporal dimension for
visualization. By doing so, we can qualitatively evalu-
ate how well the distribution of the generated samples
aligns with that of the original data in a two-dimensional
space. This method provides insight into one of the core
goals of a generative model, which is to approximate
the probability density function, p(X1 : T'), to the true
distribution p(X1 : T'). Based on Figures 2 and 3, the
distributional alignment between the original and syn-
thetic data generated by AVATAR is exceptional across
all three datasets. This highlights the model’s strength
in learning the entire data distribution of the original
datasets. Moreover, AVATAR demonstrates a more ac-
curate alignment compared to TimeGAN. This improve-
ment can be attributed to two key factors: first, the use
of autoregressive learning, which enhances the overall
quality of the synthetic data, and second, the introduc-
tion of a novel distribution loss, which enables the ag-
gregated posterior of the latent code to better match
the prior Gaussian distribution.

5.4 Contribution of Innovations. In this section,
we analyze the impact of each innovation on improv-
ing the performance of the AVATAR framework. To
evaluate their contributions, we systematically remove
each novelty and rerun the resemblance and predictive
fidelity score experiments. As shown in Table 2, re-
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Figure 3: PCA visualizations depict the alignment
in distribution between the original (red) and syn-
thetic (blue) data samples produced by AVATAR and
TimeGAN across three datasets.
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Figure 4: The figure presents four randomly selected
samples of both original (red) and synthetic data (blue)
generated by AVATAR for the Stocks dataset.

moving the joint training mechanism significantly de-
grades the framework’s performance, as key objectives,
including autoregressive learning, rely on joint training
through combined loss functions. Similarly, removing
autoregressive learning causes a substantial drop in per-
formance, as it addresses the local objective of time se-
ries generation by capturing the conditional distribution
at each time step. Additionally, excluding the regular-
ized GRU and distribution loss leads to lower scores, as
these components facilitate training and ensure align-
ment between the prior distribution and the latent code.

5.5 Visual Analysis. As shown in Figure 4, which
presents four randomly selected original and synthetic
data samples generated by AVATAR for the Stocks
dataset, the synthetic data demonstrates a strong re-
semblance to the original data. This high level of simi-
larity plays a key role in the promising results observed
across the evaluation metrics.
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Table 2: The contribution of each innovation in enhanc-
ing the performance of the AVATAR framework. “w/o”
denotes the absence of a specific component, while “AL”
refers to Autoregressive Learning, “DL” stands for Dis-
tribution Loss, “JT” represents Joint Training, and
“RG” stands for Regularized GRU.

Resemblance Score

Stocks Sines Energy
AVATAR 0.129 + 0.005 0.064 + 0.033 0.298 + 0.001
W/o AL 0.275 £ 0.01 0.138 £ 0.04 0.401 £ 0.006
W/o DL 0.181 + 0.003 0.097 + 0.032 0.354 + 0.003
W/o JT 0.334 £ 0.08 0.093 £ 0.011 0.489 £ 0.001
W/o RG 0.164 + 0.009 0.089 + 0.035 0.330 £ 0.002

Predictive Fidelity Score

Stocks Sines Energy
AVATAR 0.043 4+ 0.001 0.095 4+ 0.001 0.158 4+ 0.001
W/o AL 0.102 + 0.001 0.198 + 0.028 0.189 + 0.007
W/o DL 0.069 £ 0.003 0.123 £ 0.002 0.161 £ 0.001
W/o JT 0.086 + 0.004 0.117 + 0.001 0.204 £ 0.008
W/o RG 0.054 £ 0.001 0.145 £ 0.003 0.162 £ 0.001

6 Conclusion.

In this study, we present AVATAR, an innovative frame-
work built on top of AAEs specifically designed for gen-
erating high-quality time series data. AVATAR outper-
forms TimeGAN and other advanced methods through
a comprehensive evaluation using multiple qualitative
and quantitative metrics across diverse datasets with
varying characteristics. While previous techniques ex-
hibit variability in performance due to instability, lead-
ing to inconsistent results with each training session,
AVATAR demonstrates significant stability, consistently
achieving optimal results after each session. Key inno-
vations in AVATAR include a novel integrated autore-
gressive training, which effectively captures temporal
dynamics, a novel distribution loss that more efficiently
models the probabilistic distribution of the data, as well
as the incorporation of an improved GRU architecture
and joint training. These components collectively drive
the superior performance and stability of AVATAR. For
future work, we plan to extend the use of AAEs to de-
sign a state-of-the-art framework for time series-based
missing value imputation.
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