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Tensor time series, which is a time series consisting of tensorial observa-
tions, has become ubiquitous. It typically exhibits high dimensionality. One
approach for dimension reduction is to use a factor model structure, in a form
similar to Tucker tensor decomposition, except that the time dimension is
treated as a dynamic process with a time dependent structure. In this paper,
we introduce two approaches to estimate such a tensor factor model by us-
ing iterative orthogonal projections of the original tensor time series. These
approaches extend the existing estimation procedures and improve the esti-
mation accuracy and convergence rate significantly as proven in our theoret-
ical investigation. Our algorithms are similar to the higher-order orthogonal
projection method for tensor decomposition, but with significant differences
due to the need to unfold tensors in the iterations and the use of autocorre-
lation. Consequently, our analysis is significantly different from the existing
ones. Computational and statistical lower bounds are derived to prove the
optimality of the sample size requirement and convergence rate for the pro-
posed methods. Simulation study is conducted to further illustrate the statis-
tical properties of these estimators.

1. Introduction. Motivated by a diverse range of modern scientific applications, anal-
ysis of tensors or multidimensional arrays, has emerged as one of the most important and
active research areas in statistics, computer science and machine learning. Large tensors are
encountered in genomics (Alter and Golub (2005), Omberg, Golub and Alter (2007)), neu-
roimaging analysis (Zhou, Li and Zhu (2013), Sun and Li (2017)), recommender systems (Bi,
Qu and Shen (2018)), computer vision (Liu et al. (2012)), community detection (Anandku-
mar et al. (2014)), among others. High-order tensors often bring about high dimensionality
and impose significant computational challenges. For example, functional MRI produces a
time series of 3-dimensional brain images, typically consisting of hundreds of thousands of
voxels observed over time. Previous work has developed various tensor-based methods for
independent and identically distributed (i.i.d.) tensor data or tensor data with i.i.d. noise.
However, the statistical framework for general tensor time-series data is much less studied in
the literature.

Factor analysis is one of the most useful tools for understanding common dependence
among multidimensional outputs. Over the past decades, vector factor models have been ex-
tensively studied in the statistics and economics communities. For instance, Chamberlain and
Rothschild (1983), Bai and Ng (2002), Stock and Watson (2002) and Bai (2003) developed
the static factor model using principal component analysis (PCA). They assumed that the
common factors must have impact on most of the time series, and weak serial dependence
is allowed for the idiosyncratic noise process. Fan, Liao and Mincheva (2011, 2013), Fan,
Liu and Wang (2018) established large covariance matrix estimation based on the static fac-
tor model. The static factor model has been further extended to the dynamic factor model
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in Forni et al. (2000). In the dynamic factor model, the latent factors are assumed to fol-
low a time-series process, which is commonly taken to be a vector autoregressive process.
Fan, Liao and Wang (2016) studied semiparametric factor models through projected princi-
pal component analysis. Pefia and Box (1987), Pan and Yao (2008), Lam, Yao and Bathia
(2011) and Lam and Yao (2012) adopted another type of factor model. They assumed that
the latent factors capture all dynamics of the observed process, and thus the idiosyncratic
noise process has no serial dependence. We will adopt this approach. We note that the factor
process may have complex dynamic behavior, resulting in complex dynamics of the observed
tensor, even with white additive noise process. Of course, when all the dynamics of the ob-
served tensor process are “forced” to be included in the signal process induced by the factor
process, situations may arise in which some factors are “weak” (or have impact on a small
portion of the observed series in the tensor). This leads us to consider the “signal strength” in
our investigation.

Although there have been significant efforts in developing methodologies and theories
for vector factor models, there is a paucity of literature on matrix- or tensor-valued time
series. Wang, Liu and Chen (2019) proposed a matrix factor model for matrix-valued time
series, which explores the matrix structure. Chen, Tsay and Chen (2020) established a general
framework for incorporating domain and prior knowledge in the matrix factor model through
linear constraints. Chen and Chen (2022) applied the matrix factor model to the dynamic
transport network. Chen and Fan (2023) developed an inferential theory of the matrix factor
model under a different setting from that in Wang, Liu and Chen (2019). Chang et al. (2023),
Han and Zhang (2023), Han, Zhang and Chen (2021) studied factor models with CP type low
rank structures.

Recently, Chen, Yang and Zhang (2022a) introduced a factor approach for analyzing high-
dimensional dynamic tensor time series in the form

(1.1 Xe=M; +&,

where X, ..., Xr € RO*xdk are the observed tensor time series, M, and & are the cor-
responding signal and noise components of X;, respectively. The goal is to estimate the un-
known signal tensor M; from the tensor time series data. Following Lam and Yao (2012), it is
assumed that the signal tensor accommodates all dynamics, making the idiosyncratic noise &
uncorrelated (white) across time. It is further assumed that M; lives in a lower-dimensional
space and has certain multilinear decomposition. Specifically, we assume that M, satisfies a
Tucker-type decomposition and model (1.1) can be written as

(1.2) Xy=F x1 Al X2...xg Ag + &,

where Ay is the deterministic loading matrix of size dy x ry and ry < di, and the core tensor
F; itself is a latent tensor factor process of dimension r X - - - X rg. Here, the k-mode product
of X € R xd2x-xdK \yith a matrix U € R%*dk , denoted as X xj U, is an order K -tensor of
size di X -+ X di—1 X d}, X dg41 X --- x dg such that

di
(X Xk Uiy, iy foikgtoix = Z Xiig..ixg Ujig -

ir=1

The core tensor F; is usually much smaller than &} in dimension. This structure provides
an effective dimension reduction, as all the comovements of individual time series in X; are
driven by JF;. Without loss of generality, assume that Ay is of rank ry < d. It should be
noted that vector and matrix factor models can be viewed as special cases of our model since
a vector time series is a tensor time series composed of a single fiber (K = 1), and a matrix
times series is one composed of a single slice (K = 2).
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Chen, Yang and Zhang (2022a) proposed two estimation procedures, namely TOPUP and
TIPUP, for estimating the column space spanned by the loading matrix Ax, fork=1,..., K.
The two procedures are based on different autocross-product operations of the observed ten-
sors A; to accumulate information, but they both utilize the assumption that the noise & and
&i—n, h > 0 are uncorrelated. The convergence rates of their estimators critically depend on
d=dd;,...dg, apotentially very large number as di, k =1, ..., K, are large. Often a large
T, the length of the time series, is required for accurate estimation of the loading spaces.

In this paper, we propose extensions of the TOPUP and TIPUP procedures, motivated
by the following observation. Suppose that the loading matrices Ay are orthonormal with
A;Ak =1, and we are given A,, ..., Ag. Let

Z,:X,XzAZTX3...XKA—IE; and gt*=th2A;—X3...XKA}.
Then (1.2) leads to
(1.3) Zi=F x1 A+ &,

where Z; is a dj x rp X --- X rg tensor. Since ry < di, Z; is a much smaller tensor than
AX;. Under proper conditions on the combined noise tensor &, the estimation of the loading
space of A1 based on Z; can be made significantly more accurate, as the convergence rate
now depends on dyr; ...rg rather than dd> .. .dg.

Of course, in practice we do not know A», ..., Ax. Similar to backfitting algorithms, we
propose an iterative algorithm. With a proper initial value, we iteratively estimate the loading
space of Ay at iteration j based on

j )T nT
Zt(’]k)=X,X1;4\§j) X2 X_IA\(“ Xk+ 1Ak+l) Xk+2 - XKA(J ),

using the estimate A\(J D ,k < k' < K obtained in the previous iteration and the estimate

A\,(j), 1 <k’ < k, obtained in the current iteration. Our theoretical investigation shows that the
iterative procedures for estimating A can achieve the convergence rate as if all A, ..., Ag
are known and we indeed observe Z; that follows model (1.3). We call the procedure iTOPUP
and iTIPUP, based on the matrix unfolding mechanism used, corresponding to TOPUP and
TIPUP procedures. To be more specific, our algorithms have two steps: (i) We first use the
estimated column space of factor loading matrices of TOPUP (resp., TIPUP) to construct the
initial estimate of factor loading spaces; (ii) We then iteratively perform matrix unfolding of
the autocross-moments of much smaller tensors Z; (j ) to obtain the final estimator.

We note that the iterative procedure is related to hlgher order orthogonal iteration (HOOI)
that has been widely studied in the literature; see, for example, De Lathauwer, De Moor
and Vandewalle (2000), Sheehan and Saad (2007), Liu et al. (2014), Zhang and Xia (2018),
among others. However, most of the existing works are not designed for tensor time series.
They do not consider the special role of the time mode nor the covariance structure in the time
direction. Typically, HOOI treats the signal part as fixed or deterministic. In this paper, we
treat the signal as dynamic in the sense that the core tensor F; in (1.2) is dynamic and the rela-
tionship between F; and the lagged F;_j, is of interest. Our setting requires special treatment
although each iteration of our iterative procedures also consists of power up and orthogonal
projection operations. While HOOI applies the SVD directly to the matrix unfolding of the
iteratively projected data, in our approach the SVD is applied to the matrix unfolding of the
outer and inner autocross-product of the iteratively projected data, respectively in iTOPUP
and iTIPUP. Although the iTOPUP algorithm proposed here can be reformulated as a twist
of HOOI on the autocross-moment tensor, the iTIPUP algorithm is different and cannot be
recast equivalently as HOOI. More importantly, the theoretical analysis and theoretical prop-
erties of the estimators are fundamentally different from those of HOOI, due to the dynamic
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structure of tensor time series and the need to use the autocross-product operation between
the SVD and data projection in each iteration. Different concentration inequalities are derived
to study the performance bounds.

In this paper, we establish upper bounds on the estimation errors for both the iTOPUP and
the iTIPUP, which are much sharper than the respective theoretical guarantees for TOPUP
and TTIPUP, demonstrating the benefits of using iterative projection. It is also shown that the
number of iterations needed for convergence is of order no greater than log(d). We mainly
focus on the cases where the tensor dimensions are large and of similar order. We also cover
the cases where the ranks of the tensor factor process increase with the dimensions of the
tensor time series.

Chen, Yang and Zhang (2022a) showed that the TIPUP has a faster convergence rate in
estimation error than the TOPUP, under a mild condition on the level of signal cancellation.
In contrast, the theoretically guaranteed rate of convergence for the iTOPUP in this paper is
of the same order or even faster than that for the iTIPUP under certain regularity conditions.
Our results also suggest an interesting phenomenon. Using the iterative procedures, we find
that the increase in either dimension or sample size can improve the estimation of the fac-
tor loading space of the tensor factor model with the tensor order K > 2. We believe that
such a super convergence rate is new in the literature. Specifically, under proper regularity
conditions, the convergence rate of the iterative procedures for estimating the space of Ay is

Op(T~V/ Zd:; / 2), where d_j =[] dj, while the existing rate for noniterative procedures

is Op(T~1/2) for the vector factor model (Lam, Yao and Bathia (2011)) and the matrix/ten-
sor factor models (Wang, Liu and Chen (2019), Chen, Yang and Zhang (2022a)). While the
increase in the dimensions di (k =1, ..., K) does not improve the performance of the nonit-
erative estimators, it significantly improves that of the proposed iterative estimators.

In addition, we establish the computational lower bound for the estimation of the load-
ing spaces of tensor factor models under the hardness assumption of certain instances of
hypergraphic planted clique detection problem. It shows that the sample size requirement
(or signal to noise ratio condition) needed for using the TIPUP estimate as the initial values
for the iterative procedures is unavoidable for any computationally manageable estimation
procedure to achieve consistency, although the iterative procedures have faster convergence
rates. Furthermore, we provide a statistical lower bound that matches the convergence rates
of our iterative procedures under certain conditions, revealing a different effect of the ranks
ry (k=1,..., K) compared to tensor Tucker decomposition (Zhang and Xia (2018)).

Related work. We close this section by highlighting several recent papers on related topics.
First, we draw attention to the work of Foster (1996), Fan, Liao and Wang (2016) and Chen
et al. (2024). Chen et al. (2024) adopts an estimation precedure composed of a spectral ini-
tialization followed by an iterative refinement step, so that our methods are related to theirs.
However, due to the differences in problem setting and model assumptions, their estimation
procedures, performance bounds and analytic techniques are all significantly different from
ours. Foster (1996), Fan, Liao and Wang (2016) use the projection to the space spanned by
the sieve bases without iteration. Rogers, Li and Russell (2013) assumes the tensor factor
model in (1.2), with an additional specific AR structure on the dynamic of the factor pro-
cess. The additional model structure in their paper led to an EM type of estimation approach,
quite different from the approach we develop here. Wang, Zheng and Li (2024) concerns low
rank tensor AR model and uses a nuclear norm penalty to enforce the low rank structure and
optimization algorithms for estimation, again quite different from our approach.

The paper is organized as follows. Section 2.1 introduces basic notation and preliminaries
of tensor analysis. We present the tensor factor model and the iTOPUP and iTIPUP proce-
dures in Sections 2.2 and 2.3. Theoretical properties of the iTOPUP and iTIPUP are investi-
gated in Section 3. Section 5 provides a brief summary. Numerical comparison of our iterative
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procedures and other methods, and all technical details are relegated to the Supplementary
Material (Han et al. (2024)).

2. Tensor factor model by orthogonal iteration.

2.1. Notation and preliminaries for tensor analysis. Throughout this paper, for a vector
x=(x1,...,xp) ", define ||x||€ =+ +x})/4, g > 1. For a matrix A = (a;;) € R™*",
write the SVD as A=UZXV ', where ¥ = diag(o1(A), 02(A), ..., Omin{m,n}(A)), with sin-
gular values omax(A) = 01(A) = 02(A) = -+ = Omin{m,n}(A) = 0 in descending order. The
matrix spectral norm is denoted as ||Alls = 01(A). Write opin(A) the smallest nontrivial
singular value of A. For two sequences of real numbers {a,} and {b,}, write a, = O(by,)
(resp., a, =< by) if there exists a constant C such that |a, | < C|b,| (resp., 1/C <a, /b, <C)
for all sufficiently large n, and write a, = o(by,) if lim,_ a,/b, = 0. Write a, < b,

(resp., an = by) if there exist a constant C such that a, < Cb, (resp., a, > Cb,). Write
a A b =min{a, b} and a vV b = max{a, b}. We use C, Cy, c,cy, ... to denote generic con-

stants, whose actual values may vary from line to line.

For any two m x r matrices with orthonormal columns, say, U and U, suppose the singu-
lar values of UTU are o1 > 0y > --- >0, > 0. A natural measure of distance between the
column spaces of U and U is then

2.1) 00T —vUT|g=/1-02,

which equals to the sine of the largest principle angle between the column spaces of U and U.
For any two matrices A € R"1*"1 B € R™2*"2 denote the Kronecker product © as A ® B €
R™1M2>7172 For any two tensors A € R™1>XM2xXmK - B ¢ RMX2XXIN - denote the tensor
product ® as A ® B € RM1> XMk Xrx=xIn gych that

(-’4®B)11 ..... PRy J1seees N — (A)il,..,,iK(B)jl ,,,,,, N -

Let vec(-) be the vectorization of matrices and tensors. The mode-k unfolding (or matriciza-
tion) is defined as maty (A), which maps a tensor A to a matrix matg (A) € R™*"™—* where
m_y = ]_[ﬁék m ;. For example, if A € R™1>M2>™M3 'then

(mats (A));, (s k1) = (M2 CA) j gy -1y = (M) iomy -1y = Ak

For tensor A € R™1>m2>xxmk " the Hilbert—Schmidt norm is defined as

I Allus _\J Z Z ("4)121 ..... iK*

i1=l1 ixg=1

For a matrix, the Hilbert—Schmidt norm is just the Frobenius norm. Define the tensor operator
norm for an order-4 tensor A € R 1>X/Mm2Xm3xm4

||A||0p =rnax{ Z Uiy iy Uiz, * (A)il,iz,i3,i4 NUillas = U2 1las = 1},
i1,02,i3,14
where U1 = (u;,,i,) € R™>*™2 and Us = (uy,;,) € R™3*™4,
2.2. Tensor factor model. Again, we consider as in (1.2),
Xi=F x1 A1 x2... xx Ag + &;.

Without loss of generality, assume that Ay is of rank r;. A is not necessarily orthonormal,
which is different from the classical Tucker decomposition (Tucker (1966)). Model (1.2) is
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unchanged if we replace (Aq,..., Ak, F;) by (A1Hy,..., AxHg, F; xle Hk_l) for any
invertible ry x r; matrix Hy. Although (Ay,..., Ak, F:) are not uniquely determined, the
factor loading space, that is, the linear space spanned by the columns of A, is uniquely
defined. Denote the orthogonal projection to the column space of Ay as

(2.2) Po= Py, = Ac(A] AT AT =0 U

where Uy is the left singular matrix in the SVD Ay = Ux Ag VkT. We use Py to represent the
factor loading space of Ax. Thus, our objective is to estimate Py.
The canonical representation of the tensor times series (1.2) is written as

X[ — E(CaHO) Xf:] Uk + 5[,

where the diagonal and right singular matrices of Ay are absorbed into the canonical core
tensor ]—"fcano) =F; xK | (AxV,]). In this canonical form, the loading matrices Uy are iden-
tifiable up to a rotation in general and up to a permutation and sign changes of the columns
of Uy when the singular values are all distinct in the population version of the TOPUP or
TIPUP methods, as we describe in Section 2.3 below. In what follows, we may identify the
tensor time series in its canonical form, that is, Ay = Uy, without explicit declaration.

We do not impose any specific structure for the dynamics of the core tensor factor process
Fr € R'>XX'K beyond the independence between the core process and the noise process,
and we do not require any additional structure on the correlation among different time-series
fibers of the noise process & . Because of this generality, our estimator is based on the tensor

version of the lagged sample cross-product X, h =1, ..., ho, where
T
S _$ Xi—h ® &
(23) =2 (XI:T) = E L®t c Rdl X--Xdg xdy X---xdg

t=h+1 T —h

is an order-2K tensor. The population version of this tensor autocovariance is
T T
Xi—n ® &, Mi—p @M
Eh=E<Z i—h ® t)ZE(Z i—h ® t)l
t=h+1 T —h t=h+1 T—nh

Because M; = M, x,le Py for all ¢,

i Fin @ Fi

X=X X££1Pk=E< T 7

2K
) Xi=1 PcAk,
t=h+1

with the notation Ay = Ay_g and P, = Py_g forall k > K.

2.3. Estimating procedures. In this paper, we consider iterative estimation procedures to
achieve sharper convergence rates than the TOPUP and TIPUP procedures proposed in Chen,
Yang and Zhang (2022a). We start with a quick description of their procedures as they serve
as the starting point of our proposed iTOPUP and iTIPUP procedures. Note that the procedure
in Chen and Chen (2022) and Wang, Liu and Chen (2019) is the noniterative TOPUP.

(i) Time-series Outer Product Unfolding Procedure (TOPUP)
Let ih be the sample autocovariance of the data X1.7 = (&7, ..., A7) as in (2.3). Define
(2.4) TOPUP; = (matk(ih), h=1,...,ho),

as a dy x (dd_phg) matrix, where d = H,le di, d_y =d/dy and hg is a predetermined pos-
itive integer. Here, we note that TOPUP;, is a function mapping a tensor time series to a
matrix. In TOPUPg, the information from different time lags is accumulated, which is useful
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especially when the sample size T is small. A relatively small A is typically used, since the
autocorrelation is often at its strongest with small time lags; see Remark 3.10.
The TOPUP method performs SVD of (2.4) to obtain the truncated left singular matrices

(2.5) Ur-TOPUP(X).7, m) = LSVD,, (maty (£5(X1.7)), h = 1, ..., o),

where LSVD,, stands for the left singular matrix composed of the first m left singular vectors
corresponding to the largest m singular values. Here, Ur-TOPUP is treated as an operator
that maps a noisy tensor time series to a matrix of m columns as an estimate of the mode-k
singular space of the low-rank signal tensor time series.

By (1.2) and (2.3), the expectation of (2.4) satisfies

E[TOPUP;]

(2.6)

Fin®F,

t=h+1
so that the TOPUP is expected to be consistent in estimating the column space of Ag.

(i1) Time-series Inner Product Unfolding Procedure (TIPUP)

Similar to (2.4), define a dj; x (dih) matrix as

T T
t (X, _p)mat] (X
2.7) TIPUP = 3 mat(Ae—p)mate () ),
t=h+1 r—h

which replaces the tensor product by the inner product through (2.3) in (2.4). The TIPUP
method performs SVD:

T T
R (X, _p)mat] (X
(2.8) Uk—TIPUP(Xl;T,m)zLSVDm< 5 mat fTh)rzak( ’),h=1,...,ho>,
t=h+1 o

fork=1,..., K.Again, ﬁk -TIPUP is treated as an operator. We note that the TOPUP method
in (2.5) utilizes the entire autocross-product tensor by applying the SVD to its mode k un-
folding, whereas the TIPUP only utilizes a matrix-valued linear mapping of the autocross-
product tensor by first taking the model-k’ trace operation for all k" # k. The trace operation
cancels the noise but also possibly some signal.

(iii) iTOPUP and iTIPUP

Next, we describe a generic iterative procedure under the motivation described in Sec-
tion 1. Its pseudocode is provided in Algorithm 1. It incorporates two estimators/operators
Uy-INIT and Uy-ITER that map a tensor time series to an estimate of the loading matrix
Uk. Respectively, they stand for the procedures used for initialization and iteration. The
U-TOPUP and Up- -TIPUP operators in (2.5) and (2.8) are examples of such operators.

When we use the Uk TOPUP operator (2.5) for both Uk—INIT and Uk ITER in Algo-
rithm 1, it will be called iTOPUP procedure. Similarly, iTIPUP uses Uy-TIPUP operator (2.8)
for both Uk—INIT and Uk—ITER Bes1des these two versions, we may also use Uk -TIPUP
for Uk INIT and Uk TOPUP for Uk—ITER named as TIPUP iTOPUP. Similarly, TOPUP-
iTIPUP uses Uk TOPUP as Uk INIT and Uk TIPUP as Uk ITER. These variants are some-
times useful, because TOPUP and TIPUP have different theoretical properties as the initial-
izer or for iteration, as we will discuss in Section 3. Other estimators of the loading spaces
based on the tensor time series can also be used in place of Uk—INIT and Uk—ITER such as the
conventional high order SVD for tensor decomposition, which we refer to as the Unfolding
Procedure (UP), that simply performs SVD of the matricization along the appropriate mode
of the K + 1 order tensor (X7, ..., Xr) with time dimension as the additional (K + 1)th
mode.
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Algorithm 1 A generic iterative algorithm

1: Input: &; € R xdk for ¢t =1,..., T, ry for all k = 1,...K, theAtolerance parameter
€ > 0, the maximum number of ’i\terations J, and the Ug-INIT and Uy-ITER operators.
2: Let j =0, initiate via applying Ui-INIT on {X}.7}, for k =1, ..., K, to obtain

U(O) Up-INIT, (X117, 78).

3: repeat
Let j = j + 1. At the jth iteration, for k = 1,..., K, given previous estimates
u 1<(J+11)’ ... (j 1)) and (U(’), .. (j) s sequentlally calculate
SG—I\T 1
Zt(jk)_XZ H(O)T g (U(j)) i1 (O ") xesz - xx (O,
for t = 1,...,T. Perform ﬁk—ITER on the new tensor time series Zl(]}k =

27, 28,
0 = U-ITERy (21 1. 1v).
5: until j = J or

WD (7UNT  750G-D70G=-D\T
1I<Iia<XK”U ) =u 7w s <e

6: Estimate and output:
[’]‘]iCFinal _ f],fj), k=1,....K,
ﬁ;iFinal _ fj}i{Final(l’]‘iFinal)T, k=1,...,K,
FiFinal _ v K (UlFmal) t=1,...,T,
ElFmal X, — X, x PIIFll'lal Xo o XK P}(Fmal, t=1,...,T.

REMARK 2.1. While Algorithm 1 resembles an HOOI-type iteration of the orthogonal
projection and singular matrix estimation methods, the proposed iTOPUP and iTIPUP are
significantly different from HOOI, which iterates the operations of

orthogonal projection — matrix unfolding — SVD.
In both iTOPUP and iTIPUP, each iteration carries out the operations
2.9) orthogonal projection — autocovariance — matrix unfolding — SVD.

As the outer product is taken with TOPUPy, in (2.4), its orthogonal projection and autocovari-
ance operations are exchangeable, so that we can write

iTOPUP = HOOL(X),, h =1, ..., ho)

as long as the HOOI is modified by applying U, ) to both mode ¢ and mode K + £,0#kin
the projection operation and leaving alone the (2K + 1)th mode in the lags 1 : ig throughout.
However, for iTIPUP, the orthogonal projection and autocovariance operations in (2.9) are not
exchangeable as the projections are sandwiched inside the autocovariance. Needless to say,
the analysis of iTOPUP and iTIPUP is much more difficult than the conventional HOOI with
i.i.d. assumption due to the involvement of the autocovarinace operations in the time-axis in
the iterations.
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REMARK 2.2 (Rank determination). Here, the estimators are constructed with given
ranks rq, ..., rg, though in theoretical analysis they are allowed to diverge. In practice, exist-
ing procedures for rank determination in the vector factor model, including the information
criteria approach (Bai and Ng (2002, 2007), Hallin and Liska (2007)) and ratio of eigenvalues
approach (Lam and Yao (2012), Ahn and Horenstein (2013)) can be extended to the tensor
factor model by treating dj X - - - X di tensors as d-dimensional vectors, d = ]_[,';(:1 dk.

3. Theoretical properties. In this section, we present some theoretical properties of the
iterative procedures. We first present the additional notation needed for the discussion, and
then the error bounds for the iterative estimators under a minimum condition on the error
process & in the model. These error bounds are quite general and cover many different mod-
els. To help decipher the general results, we present two concrete signal process models (or
general sets of assumptions) with simpler and more explicit convergence rates.

3.1. Notation. Let E[-] = E[-|{F1,..., Fr}]. Define d = [[K_dy, d_x = d/dy, r =
]_[f:1 rr and r_; = r/ry. Define order-4 tensors

T
O p = Z maty (M;_;) ® matg(M;) € R xdpxdexdi

t=h+1 Tr—nh

T

3.1 Orp= Z

t=h+1

maty (F;_;) @ maty (F;)
T—h

Fie XF—j XVl XT—
e R’k kXTk h

q)(cano) XT: mat (M;—p X]le U];r) ® maty (M; X]le U];r)
T—h

T XF—j XF XT—
c R’k k XTk k’
t=h+1

with Uy from the SVD Ay = Uy Ay Vk We view dD(Cano) as the canonical version of the
autocovariance of the factor process. The noiseless version of the matrix TOPUPy in (2.4) is

(3.2) mat; (Oy.1.4,) = E[TOPUP; ] € R%>*(@d-kho)
with Ok 1.y = (Ok,n, h =1, ..., hg). The canonical factor version of (3.2) is mat; (QDI({C?H%) €
R C7kho) with @Y = (cb“am) h=1,..., ho) € RW<r—x7xr—xho_Gimilarly, define
o — i mate(My—p) maty (Mo _ pgyxdy
k.h T—h ’
t=h+1
L maty (F;—p) mat] (F)
Opp= € R,
(3.3) i T—h
(D*(cano) UkT ®Z Y Uk
_ ZT: matg (M;_p, xle UkT) mat, T (M, xk | U ) c RIEXT
t=h+1 T—h
The noiseless version of (2.7) is
(3.4) Of 1y = (Of p. h =1,..., ho) = E[TIPUP;] € R%> o),
and its canonical factor version is CIJI(Ta;(?) = (CI>*(Can°) h=1,..., ho) € Rx*Ukho) et Th.m

be the mth singular value of the noiseless version ‘of the TOPUPk matrix,

Te.n = om (EITOPUPL]) = 0,y (maty (O, 1)) = 0 (matty (@[570))).
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The signal strength for iTOPUP can be characterized as

(3.5) =y hy .

Similarly, let
% = o (E(TIPUPY) = 01 (O 14,) = o (P 1y )-
The signal strength for iTIPUP can be characterized as

(3.6) af=.[hy P

k,ri*

We note that by (3.3) and the Cauchy—Schwarz inequality,

—1)2
ME<hy / 19% 15 < ,512;;3116211”5 < [©%olls/(1 = ho/T).

3.2. General error bounds. Our general error bounds for the proposed iTOPUP and
iTIPUP are established under the following assumption for the error process.

ASSUMPTION 1. The error process & are independent Gaussian tensors conditionally on
the factor process {7, t € Z}. In addition, there exists some constant o > 0, such that

E(' vec(&))* <o?|ul3, ueR?

Assumption 1 is used in Chen, Yang and Zhang (2022a) for the theoretical investigation of
the noniterative TIPUP and TOPUP, and is similar to those on the noise imposed in Lam, Yao
and Bathia (2011), Lam and Yao (2012). The normality assumption, which ensures fast con-
vergence rates in our analysis, is imposed for technical convenience. It accommodates general
patterns of dependence among individual time-series fibers, but also allows a presentation of
the main results with manageable analytical complexity. In fact, direct extension is visible in
our analysis under the sub-Gaussian and even more general tail probability conditions. Under
Assumption 1, the magnitude of the noise can be measured by the dimension dy before the
projection and by the rank r; after the projection. The main theorems (Theorems 3.1, 3.2 and
3.3) in this section are based on this assumption on the noise alone, and cover all thereafter
discussed settings of the signal M;.

Let us first study the behavior of iTOPUP procedure. By Chen, Yang and Zhang (2022a),

the risk E[JTX TP — U,U]T 5] of the TOPUP estimator for Uy, the initialization of
1TOPUP, is no larger than a constant times

RO =3 20T V2 Jdyd_yr—| @,’ijHé/z + (Vi +/d) 1O ol gh

+ ovdid_i + odiy/d_ T~}

where d_; =[] jrdjand r_g = I j#k Tj- A variation of the Wedin (1972) perturbation the-
ory, stated in Lemma 4.1, provides a sharper bound for the TOPUP estimator as follows.

3.7

PROPOSITION 3.1.  Suppose Assumption 1 holds. Let hg < T /4. Define
— _ 1/2
Bz =0 2o TV rir—i]| ©f olls” + (Vi + rr—o) 1Ok o112

(3.8)
+o(Jdy + ) + o Jdr T2,
39 RS =%+ (RY)

If maxi<k<k R,EO) =o0(1), it holds simultaneously for all 1 <k < K that

= p© TOPUP
B[ B — Pells < RSO
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REMARK 3.1. In the rank one case (ry = 1, 1 <k < K), Proposition 1 in Ouyang and
Yuan (2022) provides the sharpness of the above bound. Additionally, for fixed rank, the
error bound for TIPUP in Chen, Yang and Zhang (2022b) was confirmed to be sharp by
Proposition 1 in Ouyang and Yuan (2022).

The aim of iTOPUP is to achieve dimension reduction by projecting the data in other
modes of the tensor time series from R% to R/, j # k. Ideally (e.g., when the true projection
matrices U; are used), this would reduce the rate given in (3.7) and (3.9) to

(3.10) R — g2 + 72,

by replacing all d; in R,EO) with r;, j # k, where

B = 2o TV der—i| 05 |5 + (Vi + ) O olI?
+oydgr— + Gdk«/”—kT_]/z}-

However, because the iteration uses the estimated Uj, j # k, of total dimension dik =
>_j#kdjrj, our analysis also involves the following additional error term:

(3.11) REY =220 (&2 + \Jd* i ).

The following theorem provides conditions under which the ideal rate is indeed achieved.

THEOREM 3.1. Suppose Assumption 1 holds. Let ho < T /4 and Py, Oy, @,”;0 and
Ak be as in (2.2), (3.1), (3.3) and (3.5), respectively. Let RO = maxj<k<k R,EO) with
the RY in (3.7), RTOPUP) — max| g RS OPOP with the R{OPOP in (3.9), Rdeah —

max <t <x Ry with the RY™ in (3.10) and R®Y = max,<t<x R with the R

in (3.11). Let f’k(m) = I/J\,Em)ﬁlfmﬂ— with the m-step estimator (/J\,fm) in the iTOPUP algorithm.

Then the following statements hold for a certain numerical constant C fTOPUP) and a constant

C fi’t[e(r) depending on K only: When

(3.12) C%TOPUP)R(O) <(1-p)/4 and Cf{tzr)(R(ideal) +R(add)) <p

with a constant 0 < p < 1, it holds simultaneously for all 1 <k < K and m > 0 that
(3.13) || ﬁk(m) ~Pg < 2C1(TOPUP)((1 — p")(1 — p)~ ' RdeaD y(ym /2) RTOPUP)Y

in an event with probability at least 1 — Zlee_dk. In particular, after at most J =
[log(maxy d—i/r—k)/log(1/p)] iterations,

3 Cl(TOPUP)
<

K
R(ideal) + Z e_dk.

(3.14) E[ max | B — Ps] =
k=1

1<k<K

REMARK 3.2. The essence of our analysis of iTOPUP is that under (3.12), each iteration
is a contraction of the error in the estimation of x j»U; in a small neighborhood of it.
The upper bound (3.13) for the error of the m-step estimator is comprised of two terms
respectively corresponding to the cumulative iteration error and the contracted error of the
initial estimator. Of course, after sufficiently large number of iterations, the first term would
dominate the second as in (3.14).
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REMARK 3.3. The constant CfTOPUP) is taken in (3.12) to guarantee sufficient accuracy

of the initialization of iTOPUP in the following sense:

(3.15) glaxEHU(o)( INT - p|)g < cTOPUP RO

with at least probability 1 — 8! Zle e~ _ The consistency of the noniterative TOPUP esti-
mator requires R® — 0 (Chen, Yang and Zhang (2022a)). However, here we do not require
the TOPUP estimator as the initial value to be consistent. For (3.13) to hold, the TOPUP
estimator is only required to be sufficiently close to the ground truth as in (3.15).

REMARK 3.4. Itis relatively easy to verify that the first part of (3.12) implies the second
part under many circumstances, including when dj are of the same order, r; are of the same
order and r < d1 17K (K > 2). In Zhang and Xia (2018), condition maxy ry < miny d,l /% s
imposed to control the complexity of the estimated U; in HOOI although their error bound
is sharp and their model is very different. In Corollaries 3.1 and 3.3 below, we prove that the
second part of (3.12) follows from the first part respectively in a general fixed rank model
and a general diverging rank model. In fact, R(ldeal) + R,Eadd) < RO typically so that the
second part of (3.12) provides a nonasymptotic lower bound for the p in (3.13), allowing
P = PT.dy.d*, .ri.r—iii — 0. In Corollary 3.1 below, p = C ﬁt}c{r)(R (ideal) 1 R(add)y s taken in

(3.12) to give (3 14) in one iteration when R(ldeal) dominates R,Eadd).

REMARK 3.5. When the loading matrices Ay and the TOPUP version of the matrix un-
folding of the autocovariance of F; all have bounded condition numbers and average squared
entries of magnitude 1, A2, ||®;0||s and [|® ollop are all of the order d x poly(ry, ..., rk).
In this case, Theorem 3.1 just requires 7" > poly(ry, ..., rg) for the initialization to achieve
through iteration the fast convergence rate 7!/ Zd:,l / 2poly(rl, ..., rk); see Corollary 3.3 for
details. This is in sharp contrast to the results of traditional factor analysis, which requires
T — oo to consistently estimate the loading spaces. The main reason is that the other ten-
sor modes provide additional information and in certain sense serve as additional samples.
Roughly speaking, we have totally dT = dyd_; T observations in the tensor time series to
estimate the diry parameters in the projection to the column space of the loading matrix Ag,
where r; << d—; T in the above “regular” case.

Now, let us consider the statistical performance of iTIPUP procedure. Again, by Chen,
Yang and Zhang (2022a) the TIPUP risk in the estimation of Py is bounded by

TIPUP 0
3.16) B[R = Pf] S RZO = () o120 ol +0\/d—k)
with d_i =[] d;, and the aim of iTIPUP is to achieve the ideal rate

(3.17) R — (1) 2o T2 /4 (|0F o|l§” + o 7—)

through dimension reduction, where r_; = [] kT As in the case of iTOPUP, our error
bound for iTIPUP involves the additional error term

(3.18) Rz(add): \/m Rz(ideal).

The following theorem, which allows the ranks r; to grow to infinity as well as dy when
T — oo, provides sufficient conditions to guarantee the ideal convergence rate for iTIPUP.
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THEOREM 3.2.  Suppose Assumption 1 holds. Let Py, @,”;0 and A} be as in (2.2), (3.3)
and (3.6), respectively. Let ho < T /4, and

R*O — max R, (0) Rr(deal) _ oy R*(ldeal) Rr@dd) _ oo gr@dd)
I<k<K I<k<K 1<k<K

with RY® in (3.16), R*(ld“‘l) in 3.17) and RF™Y in (3.18). Let B! = U™ U™ " with the

m-step estimator Uk in the iTIPUP algorithm. Then the following statements hold for a

(TIPUP)

certain numerical constant C, and a constant Cy s r) depending on K only: When

(3.19) C(TIPUP)R*(O) < min (1 —p)x* o C(iter)(R*(ideal) +R*(add)) <5
1=k=K 8]0 gls LK -

with a constant 0 < p < 1, it holds simultaneously for all 1 <k < K and m > 0 that
(320) ” ﬁk(m) _ Pk Hs < zc(TlPUP)(( )(1 o /0) 1R*(ldeal) + (10 /Z)R*(O))

in an event with probability at least 1 — Zk:l e~%_ In particular, after at most J =
log(maxy d_x/r—x)/log(1/p)] iterations,

3C (TIPUP)

K
= (/) 1 +(ideal) —d
(3.21) E[lir}chxKHPk - Pis] = 1R —I—I;e ‘.

We briefly discuss the conditions and conclusions of Theorem 3.2 as the details are par-
allel to the remarks below Theorem 3.1. By (3.3), (3.6) and the Cauchy—Schwarz inequality,
(1 —ho/ T))»*2 < ”®Z,0”S’ so that the first condition in (3.19) guarantees a sufficiently small

R*©®  which implies a sufficiently small error in the initialization of iTIPUP by (3.16). The
second condition in (3.19) again has two terms respectively reflecting the ideal rate after di-
mension reduction by the true U_; = ©;jx,U; in the estimation of Uy and the extra cost of
estimating U_y. The upper bound (3.20) for the error of the m-step estimator is also com-
prised of two terms representing the cumulative iteration error and contracted initialization

error. In Corollary 3.2 below with fixed ry, the smallest p = C\' (R*(dea) | px(add)y jg
taken in (3.19) to achieve (3.21) in one iteration when R, x(ideal) qominates Rz(add). Moreover,

Theorem 3.2 allows diverging ranks r; and convergence rate 7!/ zd:,i/ 2p01y(r1, ceesTK)
under proper conditions as discussed in Remark 3.5.

As discussed in Section 2.3, we can mix the TOPUP and TIPUP operations for the initia-
tion and iterative operations in Algorithm 1. For example, the proof of Theorems 3.1 yields
the following error bound for the mixed TIPUP-iTOPUP algorithm.

THEOREM 3.3.  Assumption 1 holds. Let R, R(4¢aD) gnd R@ID pe 4s in Theorem 3.1
and R*© be as in Theorem 3.2. Let Pk(m) =U ,Em)U ,fm)T with U ,Em) being the m-step estimator
in the TIPUP-iTOPUP algorithm. Then the following statement holds for a certain numerical

constant C I(TOPUP) and a constant C l(i’t,e;r) depending on K only: When
(3.22) CI(TOPUP)R*(O) <(- /0)/4 and Cl(i,tlir)(R(ideal) + R(add)) <p

with a constant 0 < p < 1, it holds in an event with probability at least 1 — Zle e~ that
simultaneously for all 1 <k < K and m >0

[B = Pells <207 2770 (1= p") (1 = )T RUED + (o7 /2) R*O),

We omit the statement of an analogous error bound for the TOPUP-iTIPUP algorithm.
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3.3. Fixed rank factor process. In this section, we provide the convergence rate when the
dimensions of the factors F;, or equivalently the ranks of the signal process M;, r, ..., rk,
are fixed, and the autocross-outer product of the factor process is ergodic. Formally, we im-
pose the following additional assumption.

ASSUMPTION 2. Theranks rq, ..., rg are fixed. The factor process F; is weakly station-
ary and its autocross-outer-product process is ergodic in the sense of

1

T
T—n Z Fir-n @ Fy —> E(F—p ® F;) in probability,

t=h+1
where the elements of E(F;_;, ® F;) are all finite. In addition, the condition numbers of
A;Ak (k=1, ..., K) are bounded. Furthermore, assume that A is fixed, and:

(i) (TOPUP related): E[mat (P, 1.4,)] is of rank 74 for 1 <k < K.
(ii) (TIPUP related): E[®} {5 is of rank r¢ for 1 <k < K.

Under Assumption 2, the factor process has a fixed expected autocross-moment tensor with
fixed dimensions. The assumption that the condition numbers of A,;rAk (k=1,...,K) are
bounded corresponds to the pervasive condition (e.g., Stock and Watson (2002), Bai (2003)).
It ensures that all the singular values of Ay are of the same order. Such conditions are com-
monly imposed in factor analysis.

As our methods are based on autocross-moment at nonzero lags, we do not need to assume
any specific model for the latent process JF;, except some rank conditions in Assumption 2(1)

and (ii). Since the columns of CDZ(T?,?(?) are linear combinations of those of matl(d>,(<°??,?3)

and E[mat; (P 1.4,)] and E[matl(élif??}?g)] have the same rank, Assumption 2(ii) implies
Assumption 2(i).

In order to provide a more concrete understanding of Assumption 2(i) and (ii), con-
sider the case of k =1 and K = 2. We write the factor process F; = (f;, j.1)r, xr,» and the
stationary autocross-moments @, j, i, j».h = E(fi;, j1,i—h fir, jo,1)- Hence, E[mat; (D 1.5,)]
is a ry x (r—grgr—iho) matrix, with columns being ¢. j, i, j,,n- Since E[maty (®g 1.4,)] X
E[matl(fbk,l;ho)]T is a sum of many semipositive definite r; x ry matrices, if any one of
these matrices is full rank, then E[mat;(®g 1.5,)] is of rank r4. Hence, Assumption 2(i)
is relatively easy to fulfill. On the other hand, Assumption 2(ii) is quite different. First,
the condition is imposed on the canonical form of the model as the inner product in

TIPUP related procedures behaves differently. Let }}(Cano) =U IT MU = (f, .(Cano))r1 xry» and

i,j,t
(cano) _ (cano) (cano) x(cano) 12 __ ho 1) (cano) 2
Diy ivins ok = B3 Gy r—n Sy .0 )- Then 19y 5 Plligs =22y 20006 O =1 @iy i, jon) - AS
(Cano) .. . . . . . . r (Cano)
¢i1,j,i2,j,h may be positive or negative for different iy, iy, j, i, the summation ijl ¢i1,j,i2,j,h

is subject to potential signal cancellation for # > 0. Assumption 2(ii) ensures that there is no
complete signal cancellation that makes the rank of E[QD;kff?;(?)] less than r. While the signal
cancellation rarely causes the rank deficiency, the resulting loss of efficiency may still have
an impact on the finite sample performance as our simulation results demonstrate. Of course,
complete signal cancellation is less likely with larger 4.

The following corollary is a simplified version of Theorem 3.1 under Assumption 2(i).

COROLLARY 3.1. Suppose Assumptions 1 and 2(i) hold. Let ) = ]_[le |Aklls and
r—k =r/rr. Let ho <T/4 and o fixed. Then there exist numerical constants Co g and C1 g
depending on K only such that when

dr_ d
(3.23) 32> Co xo? max ( il )
’ 1<k<K T ST der—g
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the 1-step iTOPUP estimator satisfies

Af(JC ) AZ}(J@J“/;))
Uﬁ;"ﬁr ,\\2/5/](?) —i—Ze e

REMARK 3.6. Under Assumption 2 that ry is fixed, (3.23), (3.24) and (3.25), (3.26) in
Corollary 3.2 can absorb r’s into the numerical constants. The corollaries are expressed in
this form to allow divergent ry for the purpose of facilitating comparison with the minimax
lower bound in Theorem 3.5. They also represent a specific case of Corollaries 3.3-3.5.

B|R" - Pils = o (
(3.24)

+C1,K<

Corollary 3.1 asserts that, in order to recover the factor loading space for Ay, the signal-
to-noise ratio needs to satisfy A/o > Cp x , maxka(dl/zT_l/2 + dl/zd Vap —1/4) as in
(3.23), and the ideal rate (3.24) can be achieved in one iteration. Under Assumptlons 1, 2(1),
the error bound in Proposition 3.1 yields the convergence rate

BIRY — Ailg s (D00 4 TV | (00 OBy
T\MWT AT MWT T
In comparison, the ideal rate is much sharper than the convergence rate of the noniterative
TOPUP in Proposition 3.1 when 12/62 <« ming<x {d*/3/(T'3dy), d/(T'2d;'%)}.
The following corollary is a simplified version of Theorem 3.2 under Assumption 2(ii),
which excludes severe signal cancellation in iTIPUP.

COROLLARY 3.2. Suppose Assumptions 1 and 2(i1) hold. Let . = ]_[,le |Aglls andr—i =
r/ri. Let ho < T /4 and o fixed. Then there exist constants Co gk and C1 x depending on K
only such that when

(3.25) 2> Co.x0? max
1<k<K

(7t )
Tr_g «/Ti”_k ’
the 1-step iTIPUP estimator satisfies
o+/dy
+ ) + Z ~k,
ATr_k kza/Tr

and the 1-step TIPUP-iTOPUP estimator satisfies (3.24).

(3.26) B[P — P < CLK(

Compared with the results in Corollary 3.1 for iTOPUP, the achieved ideal rate (3.26)
is the same. However, the signal-to-noise ratio requirement (3.25) is weaker but Assump-
tion 2(ii) is stronger in Corollary 3.2 for iTIPUP. Again, the ideal rate is much sharper than
the convergence rate of the noniterative TIPUP in Chen, Yang and Zhang (2022a).

3.4. Diverging ranks. The main theorems in Section 3.2 allow for the case where the
dimensions of the core factor, 7y, ..., rx, diverge as the dimensions of the observed tensor
di,...,dg grow to infinity. The following assumption provides a concrete set of conditions
that can be used to provide some insights of the properties of iTOPUP and iTIPUP in such
scenarios.

ASSUMPTION 3. For a certain 8y € [0, 1], [|®ollop < 02d! 7% /r and ||OF jlIs =<

o2d'=% /r; with probability approaching one. For the singular values, two scenarios are con-
sidered.



2656 HAN, CHEN, YANG AND ZHANG

(1) (TOPUP related): There exist some constants §; € [, 1] and ¢; > O such that with
probability approaching one (as 7 — 00) X,% >c102d" %) Jrrg, forallk=1,..., K

(i1) (TIPUP related): There exist some constants §; € [Jg, 1], ¢ > 0 and §, > 0 such
that with probability approaching one (as 7 — o0), A}(kz > c202d 1_51rk_ 1r:,‘32 for all k =
1,...,K.

Assumption 3 is similar to the signal strength condition of Lam and Yao (2012), and the
pervasive condition on the factor loadings (e.g., Stock and Watson (2002) and Bai (2003)). It
is more general than Assumption 2 in the sense that it allows ry, ..., rx to diverge and the
latent process F; does not have to be weakly stationary.

We take &g, §1 as measures of the strength of the signal process M;. They roughly indicate
how much information is contained in the signals compared with the amount of noise, with
respect to the dimensions and ranks, d, r and r. In this sense, they reflect the signal-to-noise
ratio. When 69 = §1 = 0, the factors are called strong factors; otherwise, the factors are called
weak factors.

REMARK 3.7 (Signal strength and the index §&p). We note that trace(®y o) =
trace(@Z’o) = ZZ:] I Vec(/\/lt)llg/T, and that rank(®y o) = r and rank(@,’;O) = rr when the
data is in general position, where ®y o is treated as a d x d matrix. Thus, if
Zthl || vec(M,) II% /(0%dT) = d=% is the signal-to-noise ratio, then the condition
1Ok,0llop < o2d' =% /r holds when r is the order of the effective rank of O.0 and the condi-
tion ||®F olls = o2d'=% /1 holds when ry is the order of the effective rank of ®Z o- Because
the signal M, has d elements at each ¢, the assumption Z, l VeC(M,)Ilz /(02dT) < d~%
says that the squared ratio of the elements and the noise level is d~% averaged over tlme
and space. Thus, the factor is called strong when 69 = 0. In view of (1.1) and (1.2),
M; =F; x ,le Ay, so that we may have weaker factor with §p > 0 when the loading matrices
Ay, are sparse or have some relatively small singular components. We note that by Cauchy—
Schwarz, the signal-to-noise ratio conditions also imply (1 — &/ T)2 |Ok.n ||12{S < ”®k,0”12{s <
r(o?d'=%/r)* and (1 — h/T)?|0} ;s < 19f ollfis < re(od' =% /ri)?, respectively.

REMARK 3.8 (Assumption 3(i) and the role of §;). In fact, for TOPUP, Assump-
tion 3(i) holds when (a) |E[TOPUP.]|2g = 1%, Ok l14g = hoo*d21=5D /r and (b) all
the nonzero singular values of E[TOPUP;] are of the same order. Because ||®k,h||%ls <
o4q?1—5) /r by the condition on the signal-to-noise ratio, we must have §; > 89, and d%—4

can be viewed as the order of average autocorrelation over lags h =1, ..., ho. For k =1 and
K =2, the factor process in the canonical form is F, (cano) _ g7 TM,UQ = (f; (Camo)),1 wry»> and
¢l.(l°d;1°l).2 b = S fl(lc‘;?ot) I fl(;;‘got) /(T — h) is the time average cross-product between

the factor fibers ft(ca;nol) rand f; (zcjnol) - Thus, the first condition (a) means ZZ"Zl 1011113 =

ho (cano) 2 (cano) 2 _ 4 12(1=81)
Z ”q) ”HS le J1,12, J2, h(¢11 jl?izﬂijh) ~ hOU d 1 /F.

REMARK 3.9 (Assumption 3(ii), the role of §, and signal cancellation). The points par-
allel to those in Remark 3.8 are applicable to TIPUP, but with one caveat: Beyond the av-

erage autocorrelation, an additional discount r:,fz < 1 is needed to take into account the
impact of possible signal cancellation with TIPUP and its iteration. For k =1 and K =2,

*(cano) ;2 __ r (cano) 2 . .
[ICH hllHS =Py, ||Hs = Zil,iz(zjzl ¢,~1’j’i2’j’h) and the summatlon(mm)de the square
cano

is subject to s1gnal cancellation for 2 > 0 since the autocross-moment ¢; i, j,h Can have

different signs. The additional parameter 6, measures the severity of signal cancellation in

the TIPUP related procedures. For example, when the majority of ¢.(Can°)

iy jia,j.h AT€ of the same
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sign for most of (i1, iz, k), it would be reasonable to assume 62 = 0. When ¢(Can iy i behave
like independent mean zero Variables 82 would be close to 0.5. And 2 = 0o when all the sig-
nals cancel out by the summation ¢ll I 12 j.h over j. In the case of fixed ry, the convergence
rate depends on whether 8, = 0o (severe signal cancellation) or not.

REMARK 3.10 (The role of ig). The selection of &g is a relative minor problem in prac-
tice though very complex to analyze. Theoretically, it suffices to use an 4y with A of the
right order, so that choosing a somewhat large 4y would not harm the convergence rate for
the proposed methods. In practice, a small i¢ (less than 3) is often sufficient. The impact of
the choice of /¢ on the signal and noise depends on the autocorrelation of the factor process,
as well as the loading matrices. For example, if the factor process is of very short memory
(e.g., an MA(1) process), including any lag 4 > 1 only introduces noise to TOPUP; in (2.4)
and TIPUP in (2.7) without enhancing the signal. On the other hand, including an extra lag
is the most simple and effective way to prevent signal cancellation with iTIPUP, as discussed
in the previous remark. Increasing /g includes more nonnegative terms in the signal strength
2ilia, h(Z d)l(lcdjnlz i, h)z hence potentially reducing the chance of severe signal cancella-
tion. The simulatlon results presented in the Supplementary Material provide some empirical
behavior of choosing different #y. While the choice of /1 will affect the assumptions, in prac-
tice we may compare the patterns of estimated singular values under different lag values /g
in iTOPUP and iTIPUP to evaluate the benefit of taking a larger /¢; see also the simulation
study.

We describe below the convergence rate of iTOPUP in terms of di, ry and T under As-
sumption 3(i) when the dimensions of the core factor ry, ..., rx are allowed to diverge.

COROLLARY 3.3.  Suppose Assumptions 1 and 3(i) hold. Let ho < T /4,d*; =" 4 d;jr;
andr =TI ,lerk. Suppose that for a sufficiently large Co not depending on {o, di, ry, k < K},
(327) T > CO max (d251 8(),. r d251r r k/dk)

1<k<K

Then, after J = O (logd) iterations, we have the following upper bounds for iTOPUP:
()
max | P" — P,
= XK ” s

12, 1/2 —1/2

(14 r1/27a0=50/2) 4 312,
T1/241/2+80/2-8

(1+r,/2/d1=%0)/2)

d,
(3.28) = Op(1) max (
1<k<K

<d£/2r3/2(1 +r1i/2/d(1_50)/2)>2)
T1/2d1/2+30/27‘31rk :

Moreover, (3.28) holds after at most J = O (logr) iterations, if any one of the following three
conditions holds in addition to (3.27): () dy (k =1, ..., K) are of the same order, (i1) Ay
(k=1,..., K) are of the same order, (iii) ()»k)_z\/ﬁ (k=1,..., K) are of the same order.

Note that the second part of Corollary 3.3 says that when the condition is right, iTOPUP
algorithm only needs a small number of iterations to converge, as O(logr) is typically very
small. The noise level o does not appear directly in the rate since it is incorporated in the
signal-to-noise ratio in the tensor form in Assumption 3. In Corollary 3.3, we show that
as long as the sample size T satisfies (3.27), the iTOPUP achieves consistent estimation
under proper regularity conditions. To digest the condition, we notice that (3.27) becomes
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T > Comaxy (rgr2 ) When the growth rate of r; is much slower than dj and the factors are
strong with 69 =61 =0.

The advantage of using index &, &1 is to link the convergence rates of the estimated factor
loading space explicitly to the strength of factors. It is clear that the stronger the factors are,
the faster the convergence rate is. Equivalently, the stronger the factors are, the smaller the
sample size is required.

When the ranks ry (k =1, ..., K) also diverge and there is no severe signal cancellation
in iTIPUP, we have the following convergence rate for iTIPUP under Assumption 3(ii).

COROLLARY 3.4. Suppose Assumptions 1 and 3(ii) hold. Let ho < T /4 and d*, =
>_j#k djrj. Suppose that for a sufficiently large Cy not depending on {0, di, ri, k < K},

2 2
(dyry + d‘s‘)r,%)r_%rz‘32 dfkrkr_i2 r
d1+50—231 dl—(‘io

(3.29) T > Cp max ( 5
1<k<K \ d1+380—4s; minj<x<g L 2

Then, after at most J = O (logd) iterations, the iTIPUP estimator satisfies

(dl/z 1/2 52 (1+r1/2/d(1 80)/2))

p) —
(3.30) max 1P — Pels = Op(1) max T2

<k<K
Moreover, (3.30) holds after at most J = O (logr) iterations, if any one of the following three
conditions holds in addition to condition (3.29): () dy (k =1, ..., K) are of the same order,
(i) Af (k=1,..., K) are of the same order and (iii) (AZ)_ZM (k=1,...,K) are of the
same order.

When the average autocorrelation is of unit order and the signal cancellation for TIPUP has
no impact on the order of the signal (5o = §; and §; = 0, respectively), Corollary 3.4 requires
the sampling rate T 2 ho + (dirr + d‘sor,% +d* (1 + r/d'=%))/d'=% and provides the
convergence rate (redi)V?(1 + r/dl_‘go)1/2/(le_50)1/2 For examples, T > 4ho + C; gives
the rate (redi)'/?/(Td'=%)1/2 when 8y < (K —2)/(2K) and r? < di < d'/K Vk, and the
sample size requirement can be written as T 2 ho + d‘sor2 /d' =% when r,f = r¥K < dp <
dVK vk regardless of §p € [1/K, 1]. Thus, the side condition involving R*@dd) ip the second
part of (3.19) is absorbed into the other components of (3.19).

Corollary 3.3 and Corollary 3.4 offer comparison of the iTOPUP and iTIPUP when the
ranks diverge from two perspectives: sample size requirements and convergence rates. The
lower bounds on 7 in (3.27) in Corollary 3.3 and (3.29) in Corollary 3.4 provide the sample
complexity of the iTOPUP and iTIPUP, respectively. In the case that the growth rate of ry
is much slower than dj and the factors are strong with §9 = §; = 0, the required sample
size of the iTIPUP reduces to T > 4ho + Comax j (rer>2r’ fd_y + rer®Pr; /d_ ), where
r—x =r/ry and d_y = d/dy. By comparing with the comment after Corollary 3.3, where
the sample size requirement for the iTOPUP is T > Comaxy (rkrzk) when §p =81 =0, it
can be seen that the sample complexity for the iTIPUP is smaller, if 8, is a small constant.
From the perspective of convergence rate, let us compare (3.28) in Corollary 3.3 and (3.30)
in Corollary 3.4. When ranks diverge, iTIPUP is slower than iTOPUP if 6, > 3/2, or {0 <
8<3/2,dy 2 rr2 28 ,d_p 2 rr3k252} and faster if d < rkr r 2% ho matter how strong the
factor is or what values 8o, 81 take. As expected, the convergence rate is slower in the presence
of weak factors; see the simulation for more empirical evidence.

Similar to Corollaries 3.3 and 3.4, we have the following rate for TIPUP-iTOPUP.
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COROLLARY 3.5. Suppose Assumptions 1 and 3 hold. Let ho < T/4 and d*, =
> j#kdjrj. Suppose that for a sufficiently large Co not depending on {o, di, ri, k < K},

(3.31)

253 3 2812 ,,.282 3 *
r r d=°lrz (1 r d 1Tk
T > Cp max [d*17% <—_k —_k> -k (—_k —_k> kv R )
= 015k5K< Tk dy +d7k + e d. +d3k + 7151

Then, after at most J = O (logd) iterations, the TIPUP-iTOPUP estimator satisfies (3.28).
Moreover, the above error bound holds after at most J = O(logr) iterations, if any one of
the following three conditions holds in addition to condition (3.31): (i) dx (k=1,...,K)
are of the same order, (ii) Ay (k = 1,..., K) are of the same order and (iii) (kk)_z\/d_k
(k=1,..., K) are of the same order.

Compared with Corollary 3.3, Corollary 3.5 provides the same error bound for smaller T

(possibly with bounded T 2 h¢) when riakz < r_xd_j. The side condition involving R4
in the second part of (3.22), corresponding to the last component of (3.31) involving d*,, is

absorbed into the other components of (3.22) when r,i /2 < d%1—% (r%skr1 + r% o Vk<K.
3.5. Comparisons.

3.5.1. Comparison between the noniterative procedures and iterative procedures. Theo-
rems 3.1 and 3.2 show that the convergence rates of the noniterative estimators TOPUP and
TIPUP can be improved by their iterative counterparts. Particularly, when the dimensions
ri for the factor process are fixed and the respective signal strength conditions are fulfilled,
the proposed iTOPUP and iTIPUP just need one iteration to achieve the much sharper ideal
rate R4 jn (3.10) and R*(9) in (3.17), compared with the rate (3.9) of TOPUP and
(3.16) of TIPUP derived in Chen, Yang and Zhang (2022a), respectively. The improvement
is achieved through replacing the much larger d_; by r_g, via orthogonal projection. When
the factors are strong with §o = §; = 0 and the factor dimensions are fixed, the noniterative
TOPUP-based estimators of Lam, Yao and Bathia (2011) for the vector factor model, Wang,
Liu and Chen (2019) for the matrix factor and Chen, Yang and Zhang (2022a) for tensor fac-
tor models all have the same Op(T~!/?) convergence rate for estimating the loading space.

In comparison, the convergence rate Op(T !/ 2d:,: / 2) of both iterative estimators, iTOPUP
and iTIPUP (when there is no severe signal cancellation, with bounded §), is much sharper.
Intuitively, when the signal is strong, the orthogonal projection operation helps to consolidate
signals while potentially averaging out the noises, when the projection reduces the dimension
of the mode-k unfolded matrix from d x d_j for the tensor AX; to dy x r_j for the projected
tensor Z;, resulting in the improvement by a factor of d:,i/ % in the convergence rate.

When ry are allowed to diverge, the iTOTUP and iTIPUP algorithms converge after at
most O (log(d)) iterations to achieve the ideal rate according to Theorems 3.1 and 3.2. The

number of iterations needed can be as few as O (log(r)) when the condition is right.

3.5.2. Comparison between iTIPUP and iTOPUP. The inner product operation in (2.7)
for TIPUP-related procedures enjoys significant amount of noise cancellation compared to
the outer product operation in (2.4) for TOPUP-related procedures. Compared with iTOPUP,
the benefit of noise cancellation of the iTIPUP procedure is still visible through the reduction
of r— in (3.10) to /r—¢ in (3.17) in the ideal rates. However, this post-iteration benefit is
much less pronounced compared with the reduction of d_ in (3.7) for TOPUP to /d_ in
(3.16) for TIPUP in the noniterative rates. Meanwhile, the potential for signal cancellation in
the TIPUP related schemes persists as A} and A, are unchanged between the initial and ideal



2660 HAN, CHEN, YANG AND ZHANG

rates. We note that the signal strength can be viewed as A; and A} in Theorems 3.1 and 3.2,
respectively, for TOPUP/iTOPUP and TIPUP/ATIPUP, and that severe signal cancellation
can be expressed as A; < Ax. When r_; are allowed to diverge to infinity, the impact of
signal cancellation is expressed in terms of & in Assumption 3: The iTOPUP has a faster
rate than the iTIPUP when 8, > 3/2, or {0 <8 < 3/2,dy = rr2 22, d_g > rr >}, and

slower rate when d < rkrz;%z’ in view of Corollary 3.3 and 3.4. In Corollaries 3.1 and 3.2,
iTOPUP and iTIPUP have the same convergence rate because Corollary 3.2 assumes that
signal cancellation does not change convergence rate.

Our results seem to suggest that the mixed TIPUP-iTOPUP procedure would strike a good
balance between the benefit of noise cancellation (e.g., smaller 7 for consistency) and the
potential danger of signal cancellation (e.g., A} < Ax) for the following four reasons: (1) The
benefit of noise cancellation is much larger in the initialization, in terms of d_g, in view of
the rates R\ in (3.7) and R*® in (3.16). (2) The first part of condition (3.22) for TIPUP-
iTOPUP is weaker than the first part of condition (3.19) for TIPUP-iTIPUP. (3) The signal
strength Ay of the stronger TOPUP form is retained in the rate R19@) after iTOPUP iteration.
(4) As we will prove in Section 3.6, the sample size requirement for the TIPUP initialization
is optimal in the sense that it matches a computational lower bound under suitable conditions.
Our simulation results support this recommendation, especially for relatively small »_;. Of
course, if the sample size qualitatively justifies the condition CI(TOPUP)R(O) < —p)/4in
(3.12) and/or if a possible signal cancellation is a significant concern, the TOPUP initiation
should be used.

3.5.3. Comparison with HOOI. The signal-to-noise ratio (SNR) condition, or equiva-
lently the sample size requirement is mainly used to ensure that the initial estimator has
sufficiently small estimation error. Thus, the performance of iterative procedures is mea-
sured by both the SNR requirement and the error rate achieved. Consider fixed /g in the
fixed rank case with K =3 and dpmax =< d'/X. In the fixed signal model where M; = M
is fixed and deterministic in (1.1), applying HOOI to the average of A; would require SNR
AMT'2)5) > Cod'/* to achieve the loss of the order (cr/Tl/z)d,i/z/k according to Zhang
and Xia (2018), where o/ T'/? is viewed as the noise level for HOOI as it is the standard
deviation of each element of the average tensor. In terms of the autocross-products, taking
the average over &; roughly amounts to taking the average of all 7 (T — 1) /2 lagged products
between X;_j, and X;, 1 <t — h <t < T. However, in the tensor factor model (1.1) where
the signal part is random and serial correlated, the average is taken only over T — h lagged
products for each /. Thus, while the rate of the average of the signal-by-noise cross-products
in the factor model is heuristically expected to match that of HOOI at noise level o/ T /2,
the rate of the average of the noise-by-noise cross-products in the factor model is expected to
only match that of HOOI with noise level o/ T!/4. In Corollary 3.2, the contribution of the
noise-by-noise cross-products dominates the initial estimation error as the SNR requirement
AMTYV4 /o) > Cod'/* in (3.25) matches that of HOOI with noise level o/ T!/4; at the same
time, the contribution of the signal-by-noise cross-products dominates the estimation error
after iteration as the rate (o/T"/ Z)d,i/ 2 /A in (3.26) matches that of HOOI with noise level
o/ T'/2. Thus, if there is no severe signal cancellation, the signal-to-noise ratio requirement
and convergence rate for iTIPUP and TIPIP-iTOPUP in the factor model are both compara-
ble with those of HOOI in the simpler fixed signal setting, but the rate match is achieved in
very different and subtle ways. We prove that this insight is intrinsic as the rates in (3.25)
and (3.26) are both optimal according to the computational and statistical lower bounds in
the following subsection.
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3.6. Computational and statistical lower bounds. In this subsection, we focus on the typ-
ical factor model setting that the condition numbers of A;Ak are bounded. We shall prove
that under the computational hardness assumption, the signal-to-noise ratio condition (3.25)
imposed on iTIPUP (also TIPUP-iTOPUP) in Corollary 3.2 is unavoidable for computation-
ally feasible estimators to be consistent. To be specific, we show that, if the signal-to-noise
ratio condition is violated, then any computationally efficient and consistent estimator of the
loading spaces leads to a computationally efficient and statistically consistent test for the
hypergraphic planted clique detection problem in a regime where it is believed to be compu-
tationally intractable. In addition, we establish a statistical lower bound on the minimax risk
of the estimators.

Hypergraphic planted cliqgue. An m-hypergraph G = (V(G), E(G)) is a natural exten-
sion of regular graph, where V (G) = [N] and each hyperedge is represented by an unordered
group of m different vertices i; € V(G) (j =1,...,m), denoted as e = (iy, ..., i) € E(G).
Given a m-hypergraph its adjacency tensor A € {0, 1}V XN XN ig defined as

1 ife=C(y,...,in) € E(G);
Aigooi = .
0 otherwise.

We denote by G,,, (N, 1/2) the Erd6s—Rényi m-hypergraph on N vertices where each hyper-
edge e is drawn independently with probability 1/2, by C = C(N, x) a random clique of
size k where the ¥ members are uniformly sampled from [N] and E(C) is composed of
all e = (iy,...,i,) withi; € C, and by G, (N, 1/2, k) the random graph generated by first
sampling independently G,, (N, 1/2) and C = C(N, «) and then adding all the edges in E(C)
to the set of edges in G, (N, 1/2). The Hypergraphic Planted Clique (HPC) detection problem
of parameter (N, «x, m) refers to testing the following hypotheses:

(3.32) HE :A~Gu(N,1/2) vs. HE:A~Gn(N,1/2,k).

If m =2, the above HPC detection becomes the traditional planted clique (PC) detection
problem. When « > c+/N, many computationally efficient algorithms have been developed
for PC detection; see, Alon, Krivelevich and Sudakov (1998), Feige and Krauthgamer (2000),
Feige and Ron (2010), Ames and Vavasis (2011), Dekel, Gurel-Gurevich and Peres (2014),
Deshpande and Montanari (2015), Feldman et al. (2017), among others. However, it has been
widely conjectured that when k = o(+/N), the PC detection problem cannot be solved in
randomized polynomial time, which is referred to as the hardness conjecture. Computational
lower bounds in several statistical problems have been established by assuming the hardness
conjecture of PC detection, including sparse PCA (Berthet and Rigollet (2013a,b), Wang,
Berthet and Samworth (2016)), sparse CCA (Gao, Ma and Zhou (2017)), submatrix detection
(Ma and Wu (2015), Cai, Liang and Rakhlin (2017)), community detection (Hajek, Wu and
Xu (2015)), etc.

Recently, motivated by tensor data analysis, hardness conjecture for HPC detection prob-
lem has been proposed; see, for example, Zhang and Xia (2018), Brennan and Bresler (2020),
Luo and Zhang (2022, 2020), Pananjady and Samworth (2022). Similar to the PC detection,
they hypothesized that when x = O(N!/>=%) with § > 0, the HPC detection problem (3.32)
cannot be solved by any randomized polynomial-time algorithm. Formally, the conjectured
hardness of the HPC detection problem can be stated as follows.

HYPOTHESIS I (HPC detection). Consider the HPC detection problem (3.32) and sup-
pose m > 2 is a fixed integer. If
1

. logk
(3.33) lim sup <—-—34, foranyé$ >0,
Nooo logN = 2




2662 HAN, CHEN, YANG AND ZHANG

for any sequence of polynomial-time tests {{'}y : A — {0, 1},
li]\rlnsup(]P’HOG (Y (A =1) +Pya (¥ (A) =0)) > 1/2.

Evidence supporting this hypothesis has been provided in Zhang and Xia (2018), Luo and
Zhang (2022). This version of the hypothesis is similar to the one in Berthet and Rigollet
(2013a), Ma and Wu (2015), Gao, Ma and Zhou (2017) for the PC detection problem.

For simplicity, we especially consider the factor model (1.2) with each individual series of
F: being mean 0 and independent,

(3.34) Xy =AFr x1Up xo...xg Uk + &,

where Uy € R%*%, UJUy =1 for 1 <k < K and 0 < ¢; < omn(ELNF)IT(F)) <

Omax (EI(E)IT(}})) < ¢p < 0o. The probability space we consider in this section is
P(T,d,...,dkg, 1)

=141, ..., X7 : & has form (3.34) with independent series F; ;.. ik

.....

1 T
ZEFt,il ..... iK]:t—l,il ..... ix =CO>07

(3.35) r-1.3
and {}",}thl independent of {51},T:1,
Erjrmix = N(0.07).
foran15t5T»1Sikff‘k»lijkfdk,lfkflf}.

The computational lower bound over #(T,d\,...,dg, 1) is then presented as below. In the
case of K =1, the problem reduces to PCA of the spike covariance matrix. For general K,
the autocovariance tensor is of order 2K .

THEOREM 3.4. Suppose that Hypothesis 1 holds for some 0 < 8 < 1/2 and d'/¥ < dy >
T and ry, is fixed for all 1 <k < K. If, for some ¥ > 0,

o2d1/2—?
then for any randomized polynomial-time estimators ﬁk = ﬁk(Xl, LX), 1<k<K,
~ 1 1
(3.37) liminf sup IP( min || Py — Pkll2 > —> > —,
T—00 xy . Xre?(T.di,...dg.») \=k=K 573 4

where I/’\k = Ukﬁ,:— and P, = UkU,;r.

Comparing (3.36) with (3.25), we see that the signal-to-noise ratio condition (3.25) cannot
be improved upon by a factor of d” with polynomial time complexity for any 9 > 0. The
condition d > T 1is a technical requirement to use the theoretical tools in Ma and Wu (2015)
and Brennan and Bresler (2020) for the reduction from HPC.

REMARK 3.11. Theorem 3.4 illustrates the computational hardness for factor loading
spaces estimation under the typical factor model setting that the condition numbers of AkTAk
are bounded and ranks ry are fixed, and suggests the use of TIPUP initialization with proper
fixed hg as it attains the computational lower bound under the typical factor model setting.
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REMARK 3.12. In the general r; case, the optimal signal-to-noise ratio require-
ment falls between A%/c2 > maxj<k<k Vd/(NTr_y) (by Theorem 3.4) and A%/c? >
maxi<k<x dr/(Tr—x) (by Theorem 3.5 below). It seems possible to unfold tensor into matrix
and use the results of Ma and Wu (2015) to narrow the gap; however, a complete solution to
this challenging problem is beyond the scope of our paper.

Next, we establish the statistical lower bound for the tensor factor model problem. Again,
we consider the probability space (3.35).

THEOREM 3.5. Suppose A > 0 and dy — oo as T — oo for all 1 <k < K. Then there
exists a universal constant ¢ > 0 such that for T sufficiently large,

(3.38) inf sup E|| Py — Plls = cmin(1, (02 + o A)vdr /(A2 Tr_y))

Ur Ay, ..., XrePA(T,d,..., dg,\)

forall 1 <k <K, where I/D\k = ﬁkﬁ,j and P, = UkUkT.

REMARK 3.13. The statistical lower bound for high-dimensional tensor factor models
is provided in Theorem 3.5. This bound directly matches the upper bounds in Corollary 3.2
and also matches the bounds in Corollary 3.1 when di > rr? Z and A2 > dir? T +

a’l/ 2302 /T 12 These results demonstrate that the rates obtained by our proposed iterative
procedures are minimax-optimal. Moreover, Theorem 3.5 reveals a different effect of the
ranks r; (k =1, ..., K) compared to tensor Tucker decomposition (Zhang and Xia (2018)),
further confirming the distinct nature of tensor factor models from low-rank matrix/tensor
problems.

4. A matrix perturbation bound. In Lemma 4.1 below, we provide an improvement of
the matrix perturbation bound of Wedin (1972). The lemma, proved in Appendix G in the
Supplementary Material and used to prove Proposition 3.1, is of independent interest due to
wide applications of the Wedin (1972) bound.

LEMMA 4.1. Letr <d; ANdy, M be a di x d» matrix, U and V be respectively the left
and right singular matrices associated with the r largest singular values of M, U and V| be
the orthonormal complements of U and V , and X\, be the rth largest singular value of M. Let
M=M+Abea noisy version of M, {l7 V,U., VJ_} be the counterpart of {U,V,V,,V,}
and Ar+ 1 be the (r + 1)th largest smgular value of M. Let I - || be a matrix norm satisfying
IABC| < |AllsIClsIIBl. e = |UT AV | and ea= U] AV|. Then

r+1€1 + Are2 < €1V e

4.1) ulo| < .
R
In particular, for the spectral norm || - || = || - ||s, error; = || A||s /A and errory; = €3/ A,
2
~ errory + error
(4.2) 00T —vUT|g < —1 2
1 — error;

The sharper perturbation bound in the middle of (4.1) improves the commonly used version
of the Wedin (1972) bound on the right-hand side, compared with Theorem 1 of Cai and
Zhang (2018) and Lemma 1 of Chen, Yang and Zhang (2022b). As Cai and Zhang (2018)
pointed out, such variations of the Wedin (1972) bound provide sharper convergence rate
when errory < error; in (4.2), typically in the case of d; < d», as in Proposition 3.1.
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5. Summary. In this paper, we propose new estimation procedures for the tensor factor
model via iterative projection, and focus on two procedures: iTOPUP and iTIPUP. Theoreti-
cal analysis shows the asymptotic properties of the estimators. Simulation study presented in
the Supplementary Material illustrates the finite sample properties of the estimators. While
theoretical results are obtained under very general conditions, concrete specific cases are con-
sidered. In particular, under the typical factor model setting where the condition numbers of
A;Ak are bounded and the ranks ry; are fixed, the proposed iterative procedures, iTOPUP
method and iTIPUP method (with no severe signal cancellation) lead to a convergence rate
Op((Td_;)~"/?) under strong factors settings due to information pooling of the orthogo-
nal projection of the other d_; dimensions. This rate is much sharper than the existing rate
Oop(T~V 2) in the recent literature for noniterative estimators for vector, matrix and tensor
factor models. It implies that the accuracy can be improved by increasing the dimensions,
and consistent estimation of the loading spaces can be achieved even with a fixed finite sam-
ple size T. This is in sharp contrast to the folklore based on the existing literature that only
the sample size T helps the estimation of the loading matrices in factor models. The proposed
iterative estimation methods not only preserve the tensor structure, but also result in sharper
convergence rate in the estimation of factor loading space.

The iterative procedure requires two operators, one for initialization and one for iteration.
Under certain conditions of the signal-to-noise ratio (or the sample size requirement), we only
need the initial estimator to have sufficiently small estimation errors but not the consistency
of the initial estimator. Often, one iteration is sufficient. In more complicated general cases,
at most O (log(d)) iterations are needed to achieve the ideal rate of convergence. Based on
the theoretical results and empirical evidence, we suggest to use iTOPUP for iteration when
the ranks r are small. In terms of initiation, the computational lower bound shows that the
signal-to-noise ratio condition derived from TIPUP initialization is unavoidable for any com-
putationally feasible estimation procedure to achieve consistency, while that from TOPUP
initialization is not optimal. Based on this result, we suggest the use of TIPUP initialization.
Of course, this should be done with precaution against potential signal cancellation, for exam-
ple, by using a slightly large s as our empirical results show. By examination of the patterns
of estimated singular values under different lag values ¢, using iTOPUP and iTIPUP, it is
possible to detect signal cancellation, which has significant impact on iTIPUP estimators.

The proposed iterative procedure is similar to HOOI algorithms in spirit, but the detailed
operations and the theoretical challenges are significantly different.
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SUPPLEMENTARY MATERIAL

Supplementary Material to ‘“Tensor factor model estimation by iterative projection”
(DOI: 10.1214/24-A0S2412SUPP; .pdf). In the supplementary material, we provide simula-
tion studies, the proofs of main results in the paper and some lemmas that are useful in proofs
of the paper.
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