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ARTICLE INFO ABSTRACT

Keywords: Guided wave-based structural health monitoring is an attractive option for detecting structural
Reliability assessment defects in an automated manner. In this work, we focus on the task of damage localization. Deep
Machine learning learning methods have been shown to have superior performance for damage localization. Yet,
Structural health monitoring environmental variations introduce uncertainty in the system and reduce its reliability. For this
Guided waves reason, it is crucial to assess the reliability of estimates taken from structural health monitoring
Uncertainty quantification systems. In this work, we estimate the localization reliability from a single snapshot of sparse

array guided wave measurements instead of reporting values averaged over an entire set of
test measurements. The assessment strategy can be added to any deep learning localization
model and produces both a localization and uncertainty estimate. The deep learning model is
trained using only guided wave simulations. We assess the uncertainty using both simulated
and experimental data with temperature variations. Multiple deep learning-based uncertainty
quantification methods are analyzed. Results demonstrate correlations between uncertainty,
temperature variations, and the presence of synthetic damage. We also compare with reliability
derived from delay-and-sum localization. We find that a deep ensemble learning strategy
provides the most reliable damage localization and uncertainty quantification.

1. Introduction and Background

Non-destructive testing (NDT) is routinely used across a wide variety of industries to monitor structures for defects
[1]. NDT methods are usually employed through schedule-based human inspection. Structural health monitoring
(SHM) is intended to supplement NDT through constant automated monitoring [2] to reduce manual labor and
downtime through predictive maintenance.

Guided wave SHM is a popular technique for structural damage assessment [3]. Guided waves are usually
transmitted into a structure by PZT (lead zirconate titanate) transducers, guided through the geometry of the structure,
and then received by another collection of transducers. Variations in the data across time are analyzed to detect and
locate damage. Most guided wave SHM methods depend on the measurement’s similarity with a damage-free baseline
measurement. For example, many localization algorithms process baseline subtracted data [4, 5]. Environmental and
operational variations change signals, causing differences that are unrelated to damage. Temperature is one of the
most commonly occurring environmental variations [6, 7]. It changes the velocity, amplitude, and phase [3]. Velocity
changes approximately stretch or shrink measurements, and a small change in velocity can cause a large change
in baseline subtraction. This leads to significant localization errors [8]. Common strategies for reducing baseline
subtraction errors include optimal baseline selection [9] and baseline signal stretch [10]. Yet, these methods still
produce artifacts and errors that reduce the system’s performance.

The effects of the environmental variations on SHM system performance can be quantified by the reliability of
the system. Reliability is the ability of the system to perform the same task without any failures for a given time
span [11]. As SHM relies on constant and automated monitoring of structures, variations in operating conditions over
time and space affect the performance. Measuring reliability in guided wave SHM is thus a difficult challenge. In this
paper, reliability is assessed through uncertainty quantification to provide a metric of uncertainty associated with each
localization estimate.

Initial efforts for guided wave SHM reliability assessment have focused on adopting NDT reliability assessment
techniques [12, 13]. Challenges in reliability assessment of guided wave SHM systems due to external variabilities and
contributing factors are discussed in [14]. Examples of SHM reliability assessment methods include probability density
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Figure 1: SHM reliability requirement

function (PDF) based methods [15] and model-assisted localization curves (MAPOL) [16] for damage localization.
Many of these approaches require a computationally expensive simulation study. Existing approaches then perform an
overall reliability assessment based on many different experimental measurements [16]. However, these methods do
not provide a local reliability assessment for each localization estimate as illustrated in Fig. 1. Such an ability would
enable a real-time and ad hoc assessment of uncertainty. Yet, with traditional statistics, this would require an impractical
computational effort to map a more than 1000-dimensional measurement space to a scalar reliability metric.

Simultaneously, researchers have proposed machine learning (ML) and deep neural network(DNN) based methods
for SHM [17] and NDE [18]. Empirical evidence shows that DNN methods have the ability to extract abstract
representations of the input data [19], which is crucial for learning from the dispersive guided wave data. Yet, there is
no existing discussion on guided wave-based damage localization reliability using deep learning methods.

In this work, we compare the ability of different DNN methods including ensemble, Monte-Carlo dropout, and
Gaussian likelihood networks, to obtain reliability estimates conditioned on individual localization attempts. The only
condition of the deep learning method is that it should be able to produce an uncertainty scalar estimate from the model
prediction. Three deep learning methods and one traditional signal processing localization method are evaluated. In
this paper, the deep learning methods are trained exclusively on simulated data. Each method is tested with simulated
and experimental guided wave data from an aluminum plate exposed to non-uniform temperature variations. While any
deep learning localization model can be used, we explicitly build on a previous robust deep learning-based localization
framework for guided waves [20].

The main contribution of this work is an assessment of multiple deep learning-based reliability/uncertainty
assessment methods for guided wave damage localization. Results demonstrate a correlation between our chosen
reliability/uncertainty metric with external temperature variations and the inclusion of synthetic damage. Specifically,
we derive three observations from our analysis:

1.) Deviation from the baseline temperature increases the uncertainty level in the localization estimate

2.) The localization uncertainty is lesser for measurements where damage is present as compared to the measurements
without any damage.

3.) The DNN-Ensemble method provides better damage localization reliability metrics compared to other deep learning
methods.

2. Guided Wave SHM with reliability

The presence of external temperature variations leads to uncertainty in the guided wave propagation. This
uncertainty propagates through to the prediction of the damage location. Quantifying this predictive uncertainty is
equivalent to assessing the method’s reliability. That is, a system with low predictive uncertainty is highly reliable.

Methods for SHM reliability assessment have been borrowed from the NDT literature. In NDT, probability of
detection (POD) curves [12] obtained from empirical measures and/or computational models [21] are the standard
measures for reliability assessment. POD curves capture the relationship between @ and a, where @ is the measured
sensor signal and a is the defect size [22]. The relationship between @ and a is mathematically expressed by a regression
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model that is fit using either empirical data or simulated model data [23] through a maximum likelihood procedure.
The model often assumes the relationship is distorted by zero-mean normally distributed measurement noise.

The POD curve can then be expressed as POD(a) = P(@ > a,;), where @, is a detection threshold that can be
determined through a receiver operator characteristic (ROC) curve [24]. This can be also be expressed as a cumulative
distribution function (CDF) of a normal distribution ¢ ((a -/ 8), where ji and ¢ are parameters of a normal
distribution. From this, the gold standard value of @y /95 can be obtained (flaw size can be detected with 90% probability
at the 95% confidence level). The POD curves provide a prediction of the hit/miss probability as a function of the defect
size, serving as a metric of reliability in NDT inspection.

PDF based approaches [15] require a complete sweep of model parameters, which is computationally expensive.
Model-driven methods such as MAPOL [16] require access to multiple measurements, reducing real-time applicability.
The reliability assessment approach should ideally:

1. Generate a reliability estimate conditioned on a single guided wave measurement.
2. Easily adapt to existing localization methods without major modifications.
3. Capture the effect of external and internal structural variations.

In the next section, we discuss several methods that satisfy these requirements.

3. Damage localization with deep learning

Deep learning methods have been proposed for SHM tasks, including damage detection [25] and localization [26].
Deep learning methods have shown superior performance under specific environmental conditions but without any
performance guarantee. Deep learning models learn abstract representations through cascaded hidden layers without
the need to manually craft features from inputs. This ability suits guided wave applications (dispersive input signals)
that have relevant information spread temporally. A deep neural network (DNN) consists of a series of connected
hidden layers with weights that are updated via multiple iterations of the optimization process [27].

Hidden layers can be fully connected dense layers, spatially-connected convolutional layers, or memory-based
recurrent layers. Researchers have used convolutional neural networks (CNNs) for SHM tasks such as fault diagnosis
from acoustic emission (AE) spectra [28] and guided wave damage localization [20]. We use a combination of dense and
convolutional layers to learn the inverse mapping from the spatiotemporal guided wave data to the damage location.
Every convolutional layer has filters (i.e., a matrix of trainable weights). The filter learns the same set of weights
(weight-sharing property) and hence learns global features. The filter output is the convolution of the filter with
the entire input to the convolutional layer. This is done separately for every input channel and the filter outputs are
combined. The filter weights are learned during the optimization process where each filter learns distinct features.

3.1. Reliability assessment with deep learning

The deep learning-based damage localization methods do not provide any assessment of the localization reliability
in the presence of external uncertainty sources. Assessing the reliability of damage localization is equivalent to
quantifying the uncertainty in localization estimates. Uncertainty quantification (UQ) for deep learning is a growing
research field. Many uncertainty estimation techniques in deep learning take a Bayesian approach [29, 30]. These
techniques typically choose a prior distribution and develop a scheme for approximating the posterior distribution.
The choice of prior is crucial and in cases where the underlying mathematical model is incomplete, such techniques
fail to provide the right uncertainty estimates. Computational constraints also often limit the posterior approximation
process.

Recent research in UQ for deep learning has focused on computationally scalable approaches. Researchers
have proposed techniques such as Monte-Carlo dropout [31] and deep ensembling [32], among others, to provide
uncertainty estimates. While not widely used in NDT or SHM, [33] recently used an ensemble approach for uncertainty
quantification for plane-wave NDT imaging and [34] has used Monte Carlo Dropout and deep ensembles for assessing
super-resolution guided wave imaging. We consider three deep learning methods that can provide reliability along with
damage location estimates, see Fig. 2.

3.1.1. DNN-Ensemble
Ensembling is a popular approach to training robust machine learning models [35]. Consider an ensemble of N

models, M “1°, outputting N, predictions y, " for an input x;. The mean of the ensemble predictions is taken as the
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Figure 2: Setup illustrating guided wave data simulation, deep learning model training, and damage localization with
reliability.
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The number of networks in the ensemble (V) is a hyperparameter and can be chosen so as to maximize performance.
The standard deviation of the ensemble predictions (j?,]:]:l‘*) can be used as a simple way to quantify uncertainty for the
ensemble model predictions. Indeed, DNN-Ensemble (trained on the same dataset but initialized with different weights)
is a simple method to provide an uncertainty estimate associated with the model predictions [32].

3.1.2. DNN-MCdropout

DNN-MCdropout is another easy way to quantify uncertainty with deep networks [31, 36]. Consider a model M
trained on input data samples (x;) to predict the output y;. For DNN-MCdropout, the model predictions are obtained
by dropping out DNN nodes during both train and test times according to a preset probability rate. This is equivalent
to obtaining predictions from an ensemble network (Mﬁi"lc) where the M networks have different random nodes
dropped out. The number of Monte-Carlo runs (Nyc) is a hyperparameter and we set Nyc = 100. The mean of the
Monte-Carlo predictions is taken as the model prediction:

Fmeani = 7 3 M) @)

This method has also been shown to be a Bayesian approximation [31]. Similar to the ensemble case, the standard

deviation of the MC predictions (?f"f: ,) can be used for quantifying predictive uncertainty.

3.1.3. DNN-GaussianMLE
The DNN-GaussianMLE approach involves training a DNN to output mean (x) and standard deviation (X) by
assuming that the conditional output is Gaussian distributed:

MG;1x;) ~ N (i, Z)). 3

The joint Gaussian likelihood for the training dataset, D, = [{x, ¥} ... {xp, yr}], defined as

T
=] rGi1xp. “)
t=1

is maximized. The network has output nodes for the mean () and standard deviation (o) predictions. In this work, we
estimate only o, and o, (i.e., a diagonal covariance).

3.2. Simulation Framework
The training and validation data for all deep learning localization methods are generated with a Lamb wave model
while the test data is obtained from an experimental setup, described in Sec. 4. This ensures that the deep learning
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Table 1
Lamb wave model parameters
Variable Description
Plate thickness 0.284 cm
Plate dimensions 1.2%x1.2m
Sampling frequency F,=1MHz
Frequencies Q = 4000 (uniformly spaced
between 0 to F, MHz.)
Transducers 8 Transducers (M = 56 sensor
pairs)
Input temporal length 0Q,=1000 (1 ms)

methods learn a general mapping and do not overfit to a particular data distribution. For simulation data, the Lamb
wave model for an unbounded plate at an angular frequency w and travel distance of r is the linear superposition of
different wave modes:

L(w,r) = Z K,,(lw)rs(w)e_j Kn(@r Q)

where k,(w) is the wavenumber of the Lamb waves (obtained by solving the Rayleigh-Lamb equations [37]), S(®) is
the transmitted signal, and the value of n corresponds to a Lamb wave mode. In this work, we consider the zeroth order
symmetric and anti-symmetric modes i.e., AO and SO. However, after our filtering operation, the A0 mode is dominant
in the guided wave signals. Table 1 lists the parameters chosen for the guided wave model. The parameters are chosen
to match the guided wave experimental setup.

For deep learning methods, the transducer locations are assumed to be known beforehand and a random location
within the plate dimensions (values in Table 1) is chosen as a damage location. The guided wave travels the distance
between the transducer and the chosen damage location A fixed amplitude is assumed for the damage signal. As with
traditional localization methods, the damage needs to be within the sensor array convex hull area for the best possible
localization results. A common limitation of deep learning methods is that when the test damage location is outside the
training data location distribution, the localization error also increases. Computing the localization error is not possible
at test time as the true damage locations are not known at test time. As opposed to this, our method can quantify
localization uncertainty without any ground truth requirement. Hence, using a combination of deep learning and a UQ
component as proposed in this work, it is possible to reliably use deep learning methods for damage localization.

In (5), the frequency domain guided wave signal Z is a matrix of dimensions Q X M, where Q is the number of
equally spaced frequencies (range: 0 to F;)and M is the number of sensor pairs (listed in Table 1). In our analysis,
we utilize the input signal of length @, = 1000, corresponding to a time duration of 1 ms. This signal length contains
temporal information for localization. The guided wave signal Z and corresponding damage location d form one data
sample. The simulated guided wave data forms a training and validation set (listed in Table 2) and the experimental
data forms the test set. Hence, the data is trained exclusively on simulated data. Note that boundary reflections in a
real-world setup are an issue [38]. We describe a windowing operation to mitigate these effects in Sec. 4. All guided
wave data (training, validation, and testing) is processed and filtered.

For damage localization, the received guided wave signal is assumed to be a superposition of the baseline signal
and the damage signal. The baseline signal is the signal traveling directly from the transmitter to the receiver and the
damage signal is the signal traveling from the baseline to the damage and then to the receiver. This is expressed as

L(wy,ry) =L@y, ry,) + PLy(0y, 1), ©6)

where Z,(w,, r,,) is the baseline signal, Z;(w,, r,,) is the damage signal, and f is the reflection coefficient. We train the
network with baseline subtracted data. Hence, st(a)q, r,,) is removed, but imperfectly due to temperature variations.
Hence, f affects the results, but not crucially. For our simulated training data, we chose f§ = 0.1 and the damage is
simulated at random locations across the plate.

The steps for guided wave simulation dataset generation (training data for DNN) are reiterated for clarity:
1.) The transducer locations are assumed to be known a priori and a random damage location within the plate
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dimensions (see Table 1) is chosen.

2.) With the assumed damage location and guided wave parameters (as per Table 1), generate a guided wave signal
using (5) that travels the fixed distance between transducers and random damage location.

3.) Guided wave signal recorded at the transducer is a linear superposition of the damage signal and baseline signal.
Hence, we subtract the baseline signal (explained in Sec.4).

4.) Construct a simulation dataset by repeating steps 1-3 for many different damage locations sampled randomly (this
forms the training data for DNN).

Separately, we also analyze the effect of temperature variations on simulated guided wave test data. We assume
temperature only affects the velocity of propagation. The change in velocity is the predominant factor in reducing the
effectiveness of baseline subtraction [6]. To change the velocity, we scale the wavenumber (@) by a factor of @. The
wavenumber is inversely proportional to the velocity. We will often refer to « as a stretch factor since a change in
velocity is often described as stretching the data by that factor [10]. Additional details can be found in [20].

Note that we do not apply common temperature compensation methods (such as optimal baseline selection [39]
or optimal signal stretch [10]) for the training data. These have been applied to a similar deep-learning architecture
in prior work with success [20]. We purposely do not apply these methods because (1) the DNN performance with
and without temperature compensation is relatively comparable and (2) this choice allows us to directly measure
localization uncertainty with respect to temperature. Assessing the uncertainty with temperature compensation is much
more difficult as the temperature compensation process affects the uncertainty. The goal of this paper is to assess the
effectiveness of deep uncertainty quantification for guided wave localization rather than demonstrate the best possible
localization algorithm.

3.3. Deep Learning Architecture

Table 2 specifies the network architecture used for all three comparison deep learning methods. This architecture
has been previously used in [20]. We use max-pooling operation (pooling factor = 2) to aggregate information across
multiple representations after every convolutional layer. We increase the number of filters (12 — 24) to allow the
network to learn a consecutively higher level of features. All sensor pairs share filters with kernel size = 3, and every
sensor pair is treated as a separate channel (i.e., the outputs are computed separately and summed together). After two
conv-1D layers, we have a flattening layer followed by three dense, fully connected layers. At the output, we have a
dense layer with two nodes (one node for each output space dimension) and a linear activation function. Note that the
objective of this work is to compare the potential for reliability assessment of different DNN-based methods and hence
we are not solely concerned with optimizing the DNN architecture for the best possible damage localization results.

For the DNN-MCdropout and DNN-Ensemble methods, the root mean squared error,

£(x,y) = Vx =22+ (-7, @)

is minimized, where d = [x, y] is the true location and d= [X, 3] is the predicted damage location. While for the
DNN-GaussianMLE, the joint Gaussian likelihood is maximized.
For the DNN-Ensemble method, we train N, = 10 networks (increasing the ensemble size does not produce a
significant reduction in localization error while significantly increasing training time). Each neural network in the
ensemble is trained separately with a different random weight initialization, sampled from a zero-mean Gaussian
distribution with ¢ = 0.01. We train each network in the ensemble for 40 epochs. For all the deep learning-based
methods, we use the dropout technique (dropout probability = 0.25) to counter over-fitting during training.

Let f (Z) be the damage location prediction of a deep learning model trained on guided wave data (Z). The UQ

metric is calculated as,

oy +o

vo(f@iz) = ——. ®)

where o, and o, are the standard deviations of the model predictions in the x and y output dimensions. As explained in
Sec. 3.1, the standard deviation is calculated from the ensemble and Monte-Carlo predictions for the DNN-Ensemble
and DNN-MCdropout, respectively. The standard deviation is predicted directly as a network output with DNN-
GaussianMLE. Note that the UQ metric (predictive uncertainty) can be obtained individually for every test sample

and not as a summary statistic. A higher UQ metric value signifies lower localization reliability.
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Table 2
Deep learning methods implementation
Variable Description
Inputs dim: O, xM
D, 4000 training data points

D, 1000 validation data points
Hidden layers Conv layer 1: 12x filters
Conv layer 2: 24x filters
Dense layer 1: 600
Dense layer 2: 400
Dense layer 3: 40
Dense layer 4: 2

Activation Conv layer 1-2: Rectified Linear Unit
function [40] Dense layer 1-3: Sigmoid

Dense layer 4: Linear
Opt. algorithm Adam [41]

Train-validation 80/20

data split (%)

Training iterations 200 (40 for DNN-ensemble method)
Train batch size 16

3.4. Comparison Methods

Four methods for damage localization reliability are compared in this work. Out of these, three are deep learning-
based methods. The fourth method, delay-and-sum (DAS) is often used as a baseline approach due to its widespread
use within the guided waves community [42] and other related fields [43].

1. DNN ensemble

2. DNN Monte-Carlo dropout

3. DNN Gaussian likelihood optimization
4. Delay-and-sum Monte Carlo

The deep learning methods are explained in Sec. 3.1. For delay-and-sum (DAS) imaging, a narrowband wave model
with constant group velocity is used. The data is first passed through a filter and enveloped with the Hilbert transform
to envelope the time series data and mitigate the effects of dispersion on phase. For our setup, the group velocity
¢g is set to 1947.9 m/s. The value is computed as the inverse slope of the A0 mode dispersion curve at the desired
filtering frequency f,. (due to AO mode being dominant at lower frequencies in the experimental data). The filtered and
enveloped signal received at transducers and the windowed narrow-band signal are described below:

S(@, )y = H(w)e i@/ o
Z(w,r) =W () * S(0,7),,, 10)

where o is the frequency, r is the distance traveled by the wave, and c, is the group wave velocity. H(w) is the
transmitted signal, S'(w, r),,, is the signal received at transducers. W (w) is the window used to remove boundary
reflections, * is the convolution operation, and Z(w, r) is the windowed narrow-band signal.

Note that the DAS model considers an unbounded plate without dispersion, as that is typically how it is defined. In
guided wave SHM, the DAS model further incoherently processes the data by only analyzing the envelope of the time
signals[42, 44]. As the baseline model, we expect this to perform poorly. While the data could be coherently processed
by removing the envelope and introducing dispersion information, it requires us to accurately learn the dispersion
curves[45] and do so in near real-time to address variable environmental conditions. This is very difficult with a small
number of sensors [20]. As a result, we do not consider such methods in this paper. Rather, we compare DAS with the
deep learning models trained with the simulation data generated using the Lamb wave model of an unbounded plate
with a known dispersion curve. Hence, as with DAS, dispersion curves are never explicitly estimated. Prior work has
shown that this approach achieves higher performance than dispersion curve learning frameworks when the number
of sensors is low [20].
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Figure 3: Experimental setup with 8 transducers(black squares) and damage location (red diamond).

The DAS forward model is computed for every possible grid point and compared with the data. This is
mathematically represented as an ambiguity surface,

2

M O
1
b= 5w 21 ZX(wq,m)Z(wq,rm,p> , (11)
m=1 g=
where bp is the value of the ambiguity surface at pixel p, X is the experimental data, and Z (a)q, . P) is the model
assuming a signal travels the distance corresponding to sensor pair m and the damage is at pixel p. The damage location
estimate is given by

p=argmaxb,, (12)
p
i.e., the location of the ambiguity surface maxima.
To obtain an uncertainty estimate from DAS imaging, we perturb the group-wave velocity ¢, randomly within a
6 = 0.5% range and generate M C = 50 Monte-Carlo DAS estimates. The 6 value is chosen to approximately match
the range of variations in the experimental data. This is equivalent to capturing parametric uncertainty. From the Monte
Carlo estimates, we obtain the standard deviations (o, and o). The UQ metric is then calculated as in (8).

4. Experimental setup

For testing the localization methods, 76 unique guided wave measurements are collected from an experimental
setup with non-uniform temperature variations over ~ 6 hours. The setup consists of an aluminum plate with square
dimensions (1.2x1.2m). The aluminum material has an approximate density = 2700 kg/m? and Young’s modulus of 69
GPa (gigapascal). PZT transducers are placed at random locations (array size = 8) to record guided wave measurements.
Random transducer locations are chosen to avoid localization bias due to sensor placement. Each transducer transmits
and receives signals in a round-robin manner and hence we have M = 56 total sensor pair signals.

The effect of structural damage is simulated by placing a mass at (0.5342,0.6003 m) from the 37"" measurement
onwards. The mass scatterer is a bronze cylinder of 1.5kg and Scm in diameter. The mass is coupled to the plate
with grease to allow the scattering of guided waves. While non-artificial damage would be preferable, the utilization
of a mass scatterer is common within the guided waves community [46] to achieve experimental repeatability.
Furthermore, its use should not significantly affect our assessment of uncertainty quantification methods in the presence
of temperature variations. In this work, we only consider a single damage location. Multiple damage locations lead
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Table 3
Experimental setup variations
Time (mins) Record index = Heater Damage
0-30 7 Low Absent
30 — 61 14 Off Absent
61 —108 22 High  Absent
108 — 157 34 Off Absent
157 — 166 36 Low Absent
166 — 194 40 Low Present
194 — 226 43 Off Present
226 — 261 50 High  Present
261 — 291 58 Off Present
291 — 321 65 Low Present
321 — 381 76 Off Present
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Figure 4: Stretch factor and temperature trends.

to an additional layer of uncertainty since some damage locations are more difficult to localize than others. Assessing
location-specific uncertainty is sufficiently complex to merit its own paper and is a topic for future work.

A heating fan is placed inside a heat chamber beneath the plate specimen. The fan speed is toggled between 3
power levels periodically to create temporal temperature variations. The fan is kept pointed towards the top-left corner
of the plate to create a spatial temperature gradient in addition to the temporal temperature variations. The temperature
variations are measured at 5 distinct locations on the plate using a handheld laser IR thermometer. The heating fan is
toggled 10 times creating 5 heating-cooling cycles. The heating fan variations are given in Table. (3). The temperature
variations are noted to be between 4°C to 19°C above the room temperature of 20°C.

Every transducer transmits a 10V peak-to-peak chirp signal with a frequency sweep of 50 kHz to 500 kHz and a
duration of 100 us. Pulse compression is performed to remove dependence on the phase of guided wave signals and
compress the measurement [47]. The transducers record signals for 4ms (4000 samples at a sampling rate of 1MHz).
The first 40 pus are set to be zero to avoid cross-talk due to electromagnetic interference in the data collection setup.
Finally, we pass the signal through a Gaussian filter. The Gaussian filter has a center frequency f, = 37.5 kHz and
bandwidth BW = 30 kHz. Note that although the filtered frequency is below the original chirp frequency range, there
is significant energy at these frequencies due to side bands and weak attenuation at low frequencies. We use these
frequencies for two reasons. First, they provide a relatively good resemblance between simulated and experimental
guided wave signals. Second, the reflections from the mass are empirically strong at these low frequencies, improving
our ability to locate the mass.

A deep learning model should be able to use the complete bandwidth. However, this requires a priori or learned
knowledge of the dispersion curves, which includes the frequency-dependent wavenumbers, magnitudes, and phases
for each mode). This knowledge is difficult to obtain, which is one reason DAS typically only considers narrowband,
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Figure 5: Correlation coefficient between signals recorded over the experiment duration and a reference signal (without
temperature variations) corresponding to three distinct transducer pairs.

enveloped signals[42]. As previously mentioned, such information can be learned but requires a significant number of
sensors. Our deep learning avoids the need to learn dispersion curves directly and instead aims to achieve invariance
to the narrowband velocity.

The effect of temperature variations on guided waves is generally approximated as a stretch operation (i.e., higher
temperature leads to a decrease in wave velocity, and hence the signal stretches in time). Note that the plate is unevenly
heated and therefore produces a surface temperature gradient, and asynchronous temperature measurements were only
taken during a single heating session. Therefore, we cannot provide a full description of the surface temperature.
However, we can approximate the temperature at one point based on the minimum and maximum temperatures and
the knowledge that the scale factor is linearly correlated to temperature [10]. This approximation is shown in Fig. 4 for
a point near the heating fan. The figure shows the variations in stretch factor values (left Y axis) computed between
three transducer pair signals and a reference signal (at ambient temperature) as well as the approximate temperature
trends (curve with cross marks - right Y axis) over the entire experiment duration. We see the repeating pattern in stretch
factor values indicating the heating fan toggling. Similarly inFig. 5, the correlation coefficient between signals recorded
over the experiment duration and a reference signal (without temperature variations) corresponding to three distinct
transducer pairs is shown. Any significant deviation from the ambient temperature leads to a significant change in the
recorded guided wave signal. In the experiment, the heating fan is periodically toggled (refer to Table 3) leading to
periodic temperature variations. This shows up as an apparent inversion in the correlation coefficient trends throughout
the experiment duration.
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Figure 6: Post baseline subtraction after the filtering operation (f, = 37.5 KHz)

: (a) Before velocity window, (b) after velocity window.

Baseline subtraction is often imperfect due to temperature variations. Hence, there are multiple strategies to
compensate for temperature variations, such as optimal baseline subtraction (OBS) or baseline signal stretch (BSS).
OBS chooses from a set of baseline measurements while BSS stretches the baseline by a factor to approximate the
effect of temperature. We use a strategy that combines optimal baseline selection and baseline signal stretch using the
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scale transform [10]. The scale transform, a variant of the Fourier transform has been used before to approximate the
effect of temperature variations on guided waves. Two signals recorded at different temperatures can be denoted as x(t)
and s(f) = x(at) where « is the stretch factor obtained using the scale transform. For implementation details, we refer
the reader to [48]. The baseline subtraction strategy is described below:
1.) We form a template bank T by selecting a measurement each from the damaged set (template signal: #,) and
undamaged set of experimental signals (global baseline: #,). This can be considered as an extension of the validation
dataset.
2.) For each test measurement (x), the template bank signal that minimizes residual energy is chosen (¢*).
3.) Next, the stretch factor a,, between each transducer pair signal of the measurement (x(m)) and the corresponding
transducer pair signal of the chosen template bank signal (£*(m)) is calculated.
4.) Each transducer pair signal of the measurement is stretched using the scale transform x**(m)[10] by a,, (calculated
in Step 3) to best match the chosen template signal, (¢*).
5.) The global baseline signal (Z,) is subtracted from the stretched signal to obtain the baseline subtracted signal.
Note that the temperature compensation strategies at the baseline stage still do not help in quantifying the effect
of external variations on the localization performance. The Lamb wave model described in (5) is for an unbounded
plate. In an experimental setup, there are multiple unmodeled boundary reflections. We mitigate the effect of these
reflections by applying an exponentially tapering window to the guided wave signal. The velocity window is defined
with a chosen velocity value (v,,;,) and an attenuation constant (a). The velocity window is a rectangular window that
tapers exponentially with the chosen attenuation constant (a) after the arrival of a hypothetical signal with the assumed
window velocity (v;,). In this work, we set v,,;, = 1500 m/s and an exponential decay factor of a = 100. The window
velocity value is chosen based on the assumed group velocity of 1947 m/s for the experimental data.Fig. 6 shows the
baseline subtracted and filtered signal before and after the application of the tapering window.

5. Results and discussion

In this section, we discuss the results of our four different uncertainty quantification methods using both simulation
data and experimental data. We first demonstrate results with simulation data to establish relationships between
uncertainty and velocity variations and then validate this with experimental data.

5.1. Simulation validity

The reliability of the localization methods is first evaluated with simulated data ( Fig. 7). The temperature variations
affect the wave group velocity (v,), which can be modeled as a multiplicative perturbation (a) to the wavenumber
(x). To simulate this variation, a dataset with random damage locations within the plate dimensions and a repeating
pattern of the wavenumber perturbation factor («) is generated (0.99 — 1.00 — 1.01), see the red curve in Fig. 7. This
trend simulates a repeating temperature variation (low: 0.99, no change: 1.0, and high: 1.01). With DNN-Ensemble
and DNN-MCDropout, (Fig. 7(a-b)), when a = 1, there are low uncertainties while deviations from this « value
produce high uncertainties. But, DNN-Ensemble has a much bigger range of values (0.01 to 0.14) as compared to
DNN-MCDropout (0.08 to 0.02). For DNN-Gaussian MLE and DAS-MC (Fig. 7(c-d)), there are a lot of fluctuations
with no apparent trends.

Variability in the results shown in Fig. 7 comes from 2 sources apart from the wavenumber perturbations: random
damage locations, and the uncertainty inherent in the methods themselves. Since DNN-Ensemble is a collection of
deterministic models, the only variability in this case is due to the random damage locations. Whereas, with DAS, the
method is run 50 times with perturbed group wave velocity values (discussed in Sec. 3.4). The standard deviation of the
Monte-Carlo location estimates is used to calculate uncertainty. Similarly, DNN-MCDropout and DNN-Gaussian MLE
rely on randomly dropped-out nodes and probabilistic loss functions to provide a UQ metric. Hence, DAS-MC, DNN-
Gaussian MLE, and MCDropout have an added level of uncertainty. This explanation is validated by the approximately
similar UQ metric values for the same perturbation levels with DNN-Ensemble (Fig. 7(a)) as compared to the other
algorithms (Fig. 7(b-d)). DNN-Ensemble provides the most intuitive UQ metric correlating with the wavenumber
perturbations as compared to the other methods. Note that, uncertainty due to random damage locations is an added
level of complexity observed for all methods and is not discussed in this work.

While different methods provide different levels of uncertainty, lower levels do not necessarily imply better results.
Ideally, the UQ metric should reflect the true uncertainty in the data. However, interpreting UQ metrics from the deep
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Figure 7: Localization reliability assessment for data with a simulated wavenumber perturbation for (a) DNN-Ensemble,
(b) DNN-MCDropout, (c) DNN-Gaussian MLE, and (d) delay-and-sum. UQ metric is in meters since it describes the
localization uncertainty.

learning strategies is a topic of considerable research [49]. We will discuss some interpretations in the next subsection
when comparing the localization error with the UQ metric.

5.2. Experimental validity

To quantify the localization reliability, metrics are compared for all the methods on the experimental data.
The experimental data has 36 measurements without damage followed by 41 measurements with damage (i.e.,
T,, = 36; T, = 41). The evaluation metrics include:

Average loc. error (m) |: Localization error averaged over all test samples with damage:

Ty
1 ~ ~
ALE(m = 7 3 VR S 5% (13)
i=1
Average UQ metric (m): UQ metric value (as in (8)) averaged over all test samples with damage:
|
UQu = 7 2, UQ; (14)
d j=1
AUQ) value 1: The percent difference between UQ metrics averaged over samples with and without damage:

A(UQ) =

Tnd
1 1
_— UQ, | -UQ (15)
UQaug Tnd Z; l e
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Table 4
Localization performance and reliability analysis for all comparison methods
Method Loc. error (m) | Uug,, (m) A(UQ) value t Acc. 1
DNN-Ensemble 0.092 0.142 39.4% 0.947
DNN-MCDropout 0.113 0.017 41.2% 0.880
DNN-Gaussian MLE 0.160 0.103 7.2% 0.947
DAS-MC 0.448 0.070 8.7% 0.520
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Figure 8: Localization reliability trends with experimental data for (a). DNN-Ensemble, (b). DNN-MCDropout, (c) DNN-
Gaussian MLE, and (d) delay-and-sum Monte Carlo. The UQ metric has units of meters since it describes the uncertainty
in localization.

Acc. 1: The accuracy (the number of true positive plus true negative classifications divided by the total number of
measurements) of detecting damage, given a UQ metric threshold that optimally separates the damage and no damage
data. That is, if the UQ metric falls below this threshold, we identify damage. If the UQ metric falls above this threshold,
we identify no damage.

The overall metrics from our experimental results are shown in Table 4. We discuss these metrics in depth in the
following subsections.

5.2.1. Uncertainty over time

The methods are evaluated with the experimental data having repeating variations in external temperature
(approximated by stretch factor), see the red curve in Fig. 8. Note that the stretch factor values fall in the range of
(0.998 to 1.003), which correspond to temperature variations of 4°C to 19°C.

We also analyze the change in UQ metric before and after the damage is introduced. Ideally in the absence of
any damage, a localization method should have a very high UQ metric as there is no damage to localize. Yet, due to
the approximate nature of temperature compensation strategies, a residual signal remains, which produces erroneous
localization results even when no damage is actually present. The UQ metric is expected to drop when the damage is
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introduced (time ~ 180 min denoted by the dashed black line in Fig. 8). This trend is observed with the deep learning-
based methods, see Fig. 8(a-c). In contrast, the UQ metric based on delay-and-sum imaging shows no discernible
change, see Fig. 8(d). Out of all the methods, DNN-Ensemble and DNN-MCDropout have the highest drop in UQ
metric (A(UQ)) after damage introduction (39.4% and 41.2%, respectively), whereas the DNN-Gaussian MLE and
DAS-MC have significantly lower A(U Q) values (7.2% and 8.7%) respectively. Note that while both DNN-Ensemble
and DNN-MCDropout have similar relative drops, the DNN-Ensemble UQ metric has a better absolute separation
between the two classes.

Further, out of all methods, DNN-Ensemble shows sensitivity to the temperature variations after the damage is
introduced, see Fig. 8(a). The UQ metric variations are correlated with the stretch factor variations. When the stretch
factor deviates from a value of 1, the UQ metric rises and drops when the stretch factor is close to 1. This is similar to
the trends we observed with the wavenumber perturbation simulation results in Fig. 7(a). These results demonstrate that
the DNN-Ensemble method is the most capable of representing the effect of temperature variations on the localization
performance for both simulated and experimental data.
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Figure 9: Reliability metric variation with localization error for (a). DNN-Ensemble, (b). DNN-MCDropout, (c) DNN-

Gaussian MLE, and (d) delay-and-sum Monte Carlo.

5.2.2. Uncertainty versus localization error

In Fig. 9, the individual values of UQ metric are plotted versus the corresponding localization error values as a
scatter plot. Note that when there is no damage, we still compute the error as if the damage is located at the same location
as this provides some interesting relationships within the data. However, it is important to note that the localization
error should have no physical meaning when no damage is present.

The main point of comparison is the ability of each method to distinguish between no-damage and damage state
of the plate solely based on the UQ metric value. To that end, DNN-Ensemble shows the most distinct separation
between the damage states. Both DNN-Ensemble and DNN-Gaussian MLE have a damage detection accuracy of
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94.7% followed by DNN-MCDropout with an accuracy of 88%. DAS-MC has the lowest detection accuracy out of all
due to its sensitivity to external temperature variations. This indicates that out of the deep learning models considered,
DNN-Ensemble is a more appropriate choice to distinguish between the damage and no-damage state using the UQ
metric as a detection statistic.

All three deep learning methods provide relatively reasonable localization (errors under 0.2m) when applied to data
with damage, whereas delay-and-sum Monte-Carlo has a high variance in localization errors (range of 0.2 to 0.7m) as
a result of the simulated perturbations in the group wave velocity (c,) added to measure its uncertainty. Even with the
choice of group velocity to match the narrow band spectrum under consideration, the high localization error of 0.7m is
a result of using delay-and-sum (DAS) without temperature compensation, which is well known to perform extremely
poorly[50]. As mentioned earlier, we still include DAS as a baseline approach due to its widespread use within the
guided waves community [42] and other related fields [43].

For each of the DNN methods, the localization error range (errors under 0.2m) is approximately equivalent to the
A0 guided wave pulse width (= 100 ps) translated into space (100 us times v, ~ 1947.9 m/s is 0.195 m). Hence, the
deep neural networks appear to have similar resolution limitations as delay-and-sum imaging (with correct velocity
calibration). Note that UQ metric for DNN-Ensemble also has approximately the same range as the localization error
when damage is present, indicating a relationship between the UQ metric and localization error.

When no damage is present, the results from DNN-MCDropout and DNN-Gaussian MLE visually show a
correlation between the error and the UQ metric (i.e., the points with high localization error also tend to have low
uncertainty). However, as previously stated, the localization error has no physical meaning when there is no damage
present. Instead, the correlation occurs due to a correlation between uncertainty and the distance from the center of
the plate, (i.e., the average value of the labels in the training data). Hence, the DNN-MCDropout and DNN-Gaussian
MLE UQ metrics are biased by the training labels. When no damage is present, DNN-Ensemble’s UQ metric shows
no clear bias, but its localization error is instead biased since the estimate is an average of effectively random guesses,
which tends toward predicting the damage at the center of the plate.

5.3. Reliability comparison

An ideal localization method should have a low localization error, physically relevant UQ metric, a large A(UQ),
and complete separation between the damage and no damage in the UQ metric (indicating that damage can be detected
accurately with the UQ metric). These values are all reported together in Table. 4. Overall, DNN-Ensemble satisfies
these requirements the best.

The localization error with DNN-Ensemble is the lowest out of all of the methods. While the average UQ metric
is higher for DNN-Ensemble than other methods, its overall range corresponds most closely with the method’s
localization error. Finally, it has the second highest A(UQ) value and the highest damage detection accuracy, indicating
the best separation in the UQ metric. Every other method has a flaw that prevents the UQ method from relating to the
reliability of our localization method.

While DNN-Ensemble’s prediction is biased when there is no damage, this is not measurable at the time of the test.
The uncertainty bias found in DNN-MCDroupout and DNN-Gaussian MLE is more likely to lead to incorrect decisions.
In addition, the UQ metrics from DNN-MCDropout and DNN-MLE do not occur within a physically justifiable range.
Finally, The UQ metric from delay-and-sum Monte Carlo shows no separation between the damage and no damage
scenarios.

6. Conclusion

In this work, we have motivated the need to assess the reliability of guided wave damage localization systems.
There has been prior work in reliability assessment for NDE systems. Yet, the transfer of those methods to SHM is not
straightforward. There are unique challenges in developing scalable reliability assessment schemes for SHM damage
localization. We connect the fields of reliability assessment and uncertainty quantification and propose a UQ metric
for reliability assessment with localization methods.

The damage localization reliability is analyzed with both simulated and experimental data with non-uniform
temperature variations. A simple UQ metric is computed to quantify localization reliability corresponding an individual
guided wave measurement as opposed to reported average statistics over an entire set of measurements. We define
multiple metrics to quantify the damage localization reliability. These metrics can compare the reliability of different
methods both with and without the knowledge of test-time damage location.
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The DNN-Ensemble model provides better damage localization reliability assessment compared to other deep
learning methods. This is demonstrated in terms of sensitivity to temperature variations and the ability to distinguish
between damage states. Other deep-learning methods show much lesser sensitivity to temperature variations. This
indicates that the DNN-Ensemble method can represent the uncertainty in the model predictions due to the external
variations much better than other deep learning methods. Finally, DNN-Ensemble also shows better localization
performance than other deep learning methods. Within deep learning models, DNN-Ensemble supported by prediction
reliability metrics is a better choice for reliable damage localization. A limitation of this work is the assumption of the
simplistic guided wave propagation model. In the future, this work can be extended to composite structures improving
the real-world applicability.
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