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Abstract. We consider solutions of the repulsive Vlasov–Poisson system which are a combina-
tion of a point charge and a small gas, i.e., measures of the form ı.X.t/;V.t// C �2dxdv for some
.X;V/WR ! R6 and a small gas distribution �WR ! L2

x;v, and study asymptotic dynamics in the
associated initial value problem. If initially suitable moments on�0 D�.t D 0/ are small, we obtain
a global solution of the above form, and the electric field generated by the gas distribution � decays
at an almost optimal rate. Assuming in addition boundedness of suitable derivatives of �0, the elec-
tric field decays at an optimal rate, and we derive modified scattering dynamics for the motion of the
point charge and the gas distribution. Our proof makes crucial use of the Hamiltonian structure. The
linearized system is transport by the Kepler ODE, which we integrate exactly through an asymp-
totic action-angle transformation. Thanks to a precise understanding of the associated kinematics,
moment and derivative control is achieved via a bootstrap analysis that relies on the decay of the
electric field associated to �. The asymptotic behavior can then be deduced from the properties of
Poisson brackets in asymptotic action coordinates.

Keywords: kinetic equations, Vlasov–Poisson, plasma physics, modified scattering, two-body
problem, action-angle variables.
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1. Introduction

This article is devoted to the study of the time evolution and asymptotic behavior of
a three-dimensional collisionless gas of charged particles (i.e., a plasma) that interacts
with a point charge. Under suitable assumptions, a statistical description of such a sys-
tem is given via a measure M on R3

x � R3
v that models the charge distribution, which is

transported by the long-range electrostatic (Coulomb) force field generated by M itself,
resulting in the Vlasov–Poisson system

@tM C divx;v.MV/ D 0; V D v � rx Crx�M � rv; �x�M D

Z
R3

v

M dv: (1.1)

The Dirac massMeq D ı.0;0/.x;v/ is a formal stationary solution of (1.1), and we propose
to investigate its stability. We thus consider solutions of the form1

M.t/ WD qcı.X.t/;V.t//.x; v/C qg�
2.x; v; t / dxdv;

representing a small, smooth charge distribution �2dxdv (with mass-per-particlemg > 0

and charge-per-particle qg > 0) coupled with a point charge located at

.X;V/W Rt ! R3
� R3

1Here the initial continuous particle distribution function f0 D �2
0 is assumed to be non-

negative, a condition which is then propagated by the flow and allows us to work with functions �
in an L2 framework rather than a general non-negative function f in L1 – see also the previous
work [28] for more on this.
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(of mass Mc > 0 and charge qc > 0). Equations (1.1) then take the form�
@t C v � rx C

q

2

x � X

jx � Xj3
� rv

�
�CQrx� � rv� D 0;

�x� D % D

Z
R3

v

�2 dv;
dX

dt
D V ;

dV

dt
D Qrx�.X; t /;

(1.2)

for positive constants q D
qcqg

2��0mg
, Q D

q2
g

�0mg
, Q D

qgqc

�0Mc
. This system couples a sin-

gular, nonlinear transport (Vlasov) equation for the continuous charge distribution �2 to
an equation for the trajectory of the point mass .X;V/ via their electrostatic Coulomb
interaction through a Poisson equation.

Remark 1.1. (1) The physically relevant setting for these equations relates to electron
dynamics in a plasma, when magnetic effects are neglected. In this context, our sign con-
ventions correspond to a non-negative distribution function of a negatively charged gas.
In this spirit, we will denote the electric field of the gas by E D rx�, a slightly unconven-
tional choice that allows us to save some minus signs in the formulas.

(2) The crucial qualitative feature of the forces in (1.2) is the repulsive nature of inter-
actions between the gas and the point charge, i.e., the fact that q > 0. Our analysis can also
accommodate the setting where the gas-gas interactions are attractive. This corresponds
to replacingQ> 0 by �Q< 0 in (1.2), so that (up to minor algebraic modifications) these
two cases can be treated the same way. We shall henceforth focus on (1.2) with Q > 0,
as above. (We refer to the discussion of future perspectives below in Section 1.4 for some
comments regarding the attractive case.)

1.1. Main result

Our main result concerns (1.2) with sufficiently small and localized initial charge distri-
butions �0. We establish the existence and uniqueness of global, strong solutions and we
describe their asymptotic behavior as a modified scattering dynamic. While our full result
can be most adequately stated in more adapted “action-angle” variables (see Theorem 1.8
below), for the sake of readability we begin here by giving a (weaker, slightly informal)
version in standard Cartesian coordinates.

Theorem 1.2. Given any .X0; V0/ 2 R3
x � R3

v and any initial data �0 2 C 1
c ..R

3
x n

¹X0º/ � R3
v/, there exists "� > 0 such that for any 0 < " < "�, there exists a unique

global strong solution of (1.2) with initial data

.X.t D 0/;V.t D 0// D .X0;V0/; �.x; v; t D 0/ D "�0.x; v/:

Moreover, the electric field decays pointwise at the optimal rate, and there exist a modified
point charge trajectory, an asymptotic profile �1 2 L2..R3 n ¹0º/ � R3/ and a La-
grangian map .Y;W/WR3 � R3 � R�

C ! R3 � R3 along which the particle distribution
converges pointwise

�.Y.x; v; t /;W.x; v; t /; t/! �1.x; v/; t ! 1:
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Remark 1.3. (1) Our main theorem is in fact much more precise and requires fewer
assumptions, but is better stated in adapted “action-angle” variables. We refer to Theo-
rem 1.8. In particular, we allow initial particle distributions with positive measure in any
ball around the charge .X0;V0/ and with noncompact support supp.�0/ D R3

x � R3
v .

(2) Under the weaker assumption that �0 2 C 0
c , we still obtain in Proposition 1.7

a global solution with almost optimal decay of the electric field.

(3) The charge trajectory and the Lagrangian map can be expressed in terms of the
asymptotic “electric field profile” E1, the asymptotic charge velocity V1 and the asymp-
totic charge position shift X1. As t ! C1, we have that

X.t/ D X1 C tV1 � Q ln.t/E1.0/CO.t�1=10/;

V.t/ D V1 �
Q

t
E1.0/CO.t�11=10/;

Y.x; v; t / D
�
at �

1

2

q

a2
ln

� ta3

q

��
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
� ln

� ta3

q

�
QE1.a/C V1t CO.1/;

W.x; v; t / D a
�
1 �

q

2ta3

�
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
C V1 CO.ln.t/t�2/;

where we used the following abbreviations to allow for more compact formulas:

a2
D jvj2 C

q

jxj
; L D x � v; L D jLj; R D v � L C

q

2

x
jxj
;

and a is defined in (2.7) below (these quantities are conservation laws for the linearized
problem associated to (1.2)).

In the dynamics of the point charge, the term Q ln.t/E1.0/ (resp. Q
t

E1.0/) corre-
sponds to a nonlinear modification of a free trajectory with velocity V1. In addition, the
first term in the expansion of Y (involving the factor at ) derives from conservation of the
energy along trajectories, the second term (involving a first logarithmic correction ln. ta3

q
/)

is a feature of the linear trajectories. The term tV1 reflects a centering around the position
of the point charge, and the remaining logarithmic term is a nonlinear correction to the
position. This can be compared with the asymptotic behavior close to vacuum in [28, 48]
by setting q D Q D Q D 0 and ignoring the motion of the point charge.

(4) It would be interesting to track the dependence of "� on the various physical
parameters (Q, Q and q). Although we keep q in Section 2, partly as a way to track down
the homogeneity of the formulas, we have chosen to not pursue this in later sections in
order not to overburden the presentation of the ideas and methods involved in the proof of
Theorem 1.2.

1.1.1. Prior work. In the absence of a point charge, the Vlasov–Poisson system has been
extensively studied and the corresponding literature is too vast to be surveyed here appro-
priately. We focus instead on the case of three spatial and three velocity dimensions, which
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is of particular physical relevance. Here we refer to classical works [2, 19, 37, 52, 54] for
references on global well-posedness and dispersion analysis, to [11, 17, 28, 48] for more
recent results describing the asymptotic behavior (see also [6,49] for recent, related results
in the Vlasov–Maxwell setting), to [18, 53] for book references and to [3] for a historical
review.

The presence of a point charge introduces singular force fields and significantly com-
plicates the analysis. Nevertheless, when the gas-point charge interaction is repulsive,
global existence and uniqueness of strong solutions when the support of the density is
separated from the point charge has been established in [40], see also [8] and references
therein. Global existence of weak solutions for more general support was then proved
in [13] with subsequent improvements in [35, 36, 44], and a construction of “Lagrangian
solutions” in [12]. For attractive interactions, strong well-posedness remains open, even
locally in time, but global weak solutions have been constructed [9, 10]. Concentration,
creation of a point charge and subsequent lack of uniqueness were studied in a related sys-
tem for ions in dimension one, see [39, 57]. To the best of our knowledge, the only work
concerning the asymptotic behavior of such solutions is the recent [50], which studies the
repulsive, radial case using a precursor to the asymptotic action method we develop here.

The existence and stability of other (smooth) equilibriums has been considered for the
Vlasov–Poisson system, most notably in connection to Landau damping near a homoge-
neous background in the confined or screened case [1, 4, 15, 24, 47], with recent progress
also in the unconfined setting [5, 25, 29, 30]. In the case of attractive interactions or
in the presence of several species, there are many more equilibriums and a good final
state conjecture seems beyond the scope of the current theory. However, there have been
many outstanding works on the linear and orbital (in-)stability of nontrivial equilibria
[20, 21, 33, 34, 46, 51]. We further highlight [14, 20, 22, 23] which use action-angle coor-
dinates to solve efficiently an elliptic equation in order to understand the spectrum of the
linearized operator.

Finally, we note that the recent work [26] studies the interaction of a fast point charge
with a homogeneous background satisfying a Penrose condition, for a variant of (1.2) with
a screened potential (see also the related [1] on Debye screening). Towards the dynamics
near attractive charges, we also note the recent works [55, 56], which study small data
dynamics in the presence of a harmonic potential and stationary states for given fixed
background charges, respectively. We also refer to [27] which addresses the stability of
a Dirac mass in the context of the two-dimensional Euler equation.

1.2. The method of asymptotic action

We describe now our approach to the study of asymptotic dynamics in (1.2), which is
guided by their Hamiltonian structure.2

2We refer the reader to the recent work [42] for a derivation of this Hamiltonian structure from
the underlying classical many-body problem.
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Brief overview. We first study the linearized problem, i.e., the setting without nonlinear
self-interactions of the gas (i.e., we ignore the contributions of �). There the point charge
moves freely along a straight line, while the gas distribution is still subject to the elec-
trostatic field generated by the point charge and thus solves a singular transport equation
which can be integrated explicitly through a canonical change of coordinates to suitable
action-angle variables. Upon appropriate choice of unknown 
 in these variables, we can
thus reduce to the study of a purely nonlinear equation, given in terms of the electrostatic
potential �. This potential and the derived electric field can be conveniently expressed
(thanks to the canonical nature of the change of coordinates) as integrals of 
 over phase
space, and we study their boundedness properties. In particular, assuming moments and
derivatives on 
 , we establish that electrical functions decay pointwise. With this, we show
how to propagate such moments and derivatives, relying heavily on the Poisson bracket
structure. Finally, this reveals the asymptotic behavior through an asymptotic shear equa-
tion that builds on a phase mixing property of asymptotic actions.

Next we present our method in more detail. It is instructive to first consider the
case where the point charge is stationary, i.e., that .X.t/;V.t// � .0; 0/ in a suitable
coordinate frame. This happens naturally, e.g., if .X.0/;V.0// D .0; 0/ and the initial
distribution is symmetric with respect to three coordinate planes, which is already a non-
trivial case. In practice, (1.2) then reduces to an equation for the gas distribution alone,
which (starting from its Liouville equation reformulation) can be recast in Hamiltonian
form as

@t� � ¹H; �º D 0; H D
1

2
H2 � H4;

H2.x; v/ WD jvj2 C
q

jxj
; H4.x; v; t / WD Q�.x; t /;

(1.3)

where the Poisson bracket for functions defined on the corresponding phase space Px;v is
given by

¹f; gº D rxf � rvg � rvf � rxg; Px;v WD ¹.x; v/ 2 R3
� R3

W jxj > 0º:

This simplified setting facilitates the presentation of the main aspects of the quantitative
analysis of the gas distribution dynamics. We will subsequently explain the (numerous)
modifications needed to incorporate the point charge motion in Section 1.3.

1.2.1. Linearized equation and asymptotic actions. We start by considering the lineariza-
tion of (1.3),

2@t� � ¹H2; �º D 0; H2.x; v/ WD jvj2 C
q

jxj
: (1.4)

This is nothing but transport along the characteristics of the well-known repulsive two-
body system,

Px D v; Pv D
q

2

x
jxj3

; (1.5)

which is, in particular, completely integrable. Due to the repulsive nature of (1.5), its
trajectories are hyperbolas (and thus open), with well-defined asymptotic velocities.
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Our first main result is the construction of asymptotic action-angle variables which
provide adapted, canonical coordinates for the phase space. We denote the phase space in
these angles # and actions a by

P#;a WD ¹.#; a/ 2 R3
� R3

W jaj > 0º

and have the following statement.

Proposition 1.4. There exists a smooth diffeomorphism T WPx;v!P#;a, given by .x;v/ 7!
.‚.x; v/;A.x; v// with inverse .#; a/ 7! .X.#; a/;V.#; a//, which

(1) is canonical, i.e.,
dx ^ dv D d‚ ^ dA; (1.6)

(2) is compatible with conservation of energy and angular momentum

H.x; v/ D jAj
2; x � v D ‚ � A;

(3) linearizes the flow of (1.5) in the sense that .x.t/; v.t// solves (1.5) if and only if

‚.x.t/; v.t// D ‚.x.0/; v.0//C tA.x.0/; v.0//;
A.x.t/; v.t// D A.x.0/; v.0//;

(1.7)

(4) satisfies the “asymptotic action property”

jX.# C ta; a/ � taj D o.t/; jV.# C ta; a/ � aj D o.1/ as t ! C1: (1.8)

The asymptotic action property (4) will be crucial to the asymptotic analysis. In short,
it ensures that a parameterizes the trajectories that stay at a bounded distance from each
other3 as t ! 1 and connects in an effective way the trajectories of (1.5) to those of the
free streaming Rx D 0. Put differently, different trajectories of (1.5) asymptotically diverge
linearly with time and their difference in a, a property sometimes referred to as “shearing”
or “phase mixing”.

General dynamical systems are not, of course, completely integrable, and when they
are, there are many different action-angle coordinates. Here the asymptotic action prop-
erty fixes the actions and helps restrict the set of choices. Besides, since the actions are
defined in a natural way (as asymptotic velocities, see (1.8)), one can aim to find T

through a generating function �.x; a/ by solving the following scattering problem.

Scattering problem (See Figure 1). Given an asymptotic velocity v1 DW a 2 R3 and
a location x0 2 R3, find (if they exist) the trajectories .x.t/; v.t// through x0 with asymp-
totic velocity a.

Once such a trajectory has been found, one can define V.x;a/ as the velocity along the
trajectory at x, and look for a putative � such that V.x;a/D rx� . By classical arguments

3This is a similar idea to the Gromov boundary, see also [38] where this is developed for the
Jacobi–Maupertuis metric.
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v1

x0

Fig. 1. The scattering problem: Given a point x0 and asymptotic velocity v1, how to determine
trajectories (one possibility dashed in blue) through x0 with asymptotic velocity v1?

(see, e.g., [41, Chapter 8]), setting # WD rv� then yields a (local) canonical change of
variables.

We note that there are two related difficulties with this approach in the present context,
namely,

(i) that given a, there are points x0 through which no trajectory as above passes, and

(ii) when the scattering problem can be solved, there are in general two different trajec-
tories (and thus two different “velocity” maps V˙.x; a/) through a given point x0.

In fact, the set of trajectories with a given asymptotic velocity has a fold.4 Once we iden-
tify the correct projection (in phase space) of this fold, we are able to define a smooth
gluing of the functions V˙ to obtain a globally smooth choice of generating function � .

Remark 1.5. (1) In the present setting, we find a generating function by calculating
trajectories. It is interesting to note that a reverse approach, solving Hamilton–Jacobi
equations to obtain trajectories through a point with prescribed asymptotic velocity, has
been used to construct families of asymptotically diverging trajectories in the more gen-
eral N -body problem [38].

(2) We note that a common way to obtain a generating function is by solving a Hamil-
ton–Jacobi equation H.x;rx�.x; a// D const. Here we recover families of solutions and
observe that these solutions develop a singularity in finite time, so that the full generating
function is obtained by gluing two such solutions along each trajectory.

The action-angle property (1.7) allows us to conjugate the linearized equation (1.4) to
the free streaming for the image particle distribution x� WD � ı T �1, i.e.,

.@t C a � r#/x� D 0; x�.‚.x; v/;A.x; v/; t/ D �.x; v; t /;

4One can think of the set of trajectories associated to a given a and angular momentum direc-
tion L

L
as a (planar) sheet of paper R2, flatly folded over a curve � (the fold), so that away from �

every point x corresponds to either 0 or 2 trajectories, depending on the side of the fold.
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which can then be easily integrated to give @t .x� ıˆ�1
t / D 0, where

ˆt .#; a/ D .# � ta; a/: (1.9)

1.2.2. Choice of nonlinear unknown. We next integrate explicitly the linear flow as above
and introduce the nonlinear unknown 
 WD � ı T �1 ıˆ�1

t ,


.#; a; t / D �.X.# C ta; a/;V.# C ta; a/; t/;
�.x; v; t / D 
.‚.x; v/ � tA.x; v/;A.x; v/; t/;

(1.10)

which satisfies a purely nonlinear equation

@t
 C ¹H4; 
º D 0; H4 WD Q .zX; t /; zX.#; a/ D X.# C ta; a/: (1.11)

Equation (1.11) involves the electric potential  through the electric field E D r , both
of which can be expressed as integrals over phase space, both in terms of � and – since T

and ˆt are canonical – also conveniently in terms of 
 as

 .y; t / WD �
1

4�

“
1

jy � xj
�2.x; v; t / dxdv

D �
1

4�

“
1

jy � X.# C ta; a/j

2.#; a; t / d#da;

Ej .y; t / WD
1

4�

“
yj � xj

jy � xj3
�2.x; v; t / dxdv

D
1

4�

“
yj � Xj .# C ta; a/
jy � X.# C ta; a/j3


2.#; a; t / d#da:

(1.12)

1.2.3. Analysis of the (effective) electric field and weak convergence. The proper analysis
of the electric field E in terms of 
 requires precise kinematic bounds on the (inverse of
the) asymptotic action-angle map .X;V/ and its derivatives.

Using moment bounds on 
 alone, one can reduce the question of its pointwise decay
to control of an effective electric field Eeff (see (4.4)), which captures the leading order
dynamics. This in turn can be bounded in terms of moments on 
 , at the cost of some
logarithmic losses, which yields almost optimal decay of the electric field. More precisely,
we note that as per (1.12), the nonlinear evolution is governed by various integrals of the
measure 
2d#da on phase space, and we thus aim to prove its weak convergence. Using
a variant of the continuity equation (an argument somewhat related to [37]), we can obtain
vague, scale-localized convergence of this measure, i.e.,

h'iR.y; t / WD
“

'.R�1.y � zX.#; a///
2.#; a; t / d#da ! h'i1R .y/; t ! 1;

uniformly in y, R. For particle distributions 
 solving (1.11), this allows us to obtain
uniform control on the (scale-localized) effective electric field, and, after resummation of
the scales, almost optimal control on the effective electric field Eeff.
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To obtain optimal decay bounds and to extract the precise asymptotic behavior of the
electric field, we need to control extra regularity on 
 . This turns out to be significantly
more involved than moment control, as described below.

1.2.4. Moment propagation and almost optimal decay. In order to propagate moments,
we use the Poisson bracket structure (1.11) and the fact that for any weight function
wWPx;v ! R or wWP#;a ! R it holds that

@t .w
/C ¹H4; .w
/º D ¹H4;wº
 D QEj ¹
zXj ;wº
;

together with bounds on the electric field and some classical identities such as°
x;

jvj2

2
C

q

jxj

±
D v; ¹x; jLj2º D L � x; L D x � v:

Choosing as weight functions the conserved quantities for the linear equation a WD
p

H2

respectively � WD qa�1 and � WD jLj, as well as the dynamically evolving quantity

� WD
�a
q

�
# � a;

this enables a bootstrap argument that leads to almost optimal moment bounds and electric
field decay, assuming only initial moments control.

Our first global result for the dynamics then reads as follows.

Theorem 1.6 (See Theorem 5.1). Letm� 30, let "0 > 0 be sufficiently small, and assume
that the initial density �0 D 
0 satisfies

khai2m�0kLr C kh�i2m�0kLr C kh�i2m�0kLr C kh�im�0kL1 � "0; r 2 ¹2;1º:

Then there exists a global weak solution 
 2 C 0
t .L

2 \ L1/ to (1.11) that satisfies the
bounds for r 2 ¹2;1º,

khai2m
.t/kLr C kh�i2m
.t/kLr � 2"0;

kh�i2m
.t/kLr � 2"0.ln.2C t //2m;

kh�im
.t/kL1 � 2"0.ln.2C t //2m;

and the associated electric field decays as

kE.t/kL1
x

.
"2

0 ln.2C t /

hti2
:

The weak solutions we construct are not guaranteed to be unique. The large number of
moments required,m� 30, is mostly technical and could be reduced at the expense of the
readability of the proof. To highlight the conceptual aspects of the control of the electric
field, we have chosen to accept moment losses (e.g., using (4.2)), while our arguments also
need to pass back and forth between different coordinate system, which leads to iterated
losses.
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1.2.5. Derivative propagation. In order to obtain bona fide, unique classical solutions,
we need to propagate bounds on the gradient of 
 . This requires considerable care, notably
because the kinematic formulas are rather involved and some derivatives produce large
factors of t . To minimize the presence of “bad derivatives”, we make use of the fact that
the two-body problem is superintegrable: this allows us to express all kinematically rel-
evant quantities in terms of a set of “superintegrable coordinates SIC”, of which all but
one scalar variable are constant under the flow of the two-body problem (1.5) (and thus
constant along the characteristics of the linearized problem (1.4)). A natural such choice
is the reduced basis .�; �; u; L/, where u D a�1a, L 2 R3, �; � 2 R (see also (1.16)
below), and only � evolves in the linear problem. This collection has a built-in redun-
dancy, as u � L D 0. In order to work with such an overdetermined set of coordinates, we
take advantage of the symplectic structure to propagate Poisson brackets with respect to
a spanning family SIC, i.e., a collection .¹f; �º/f 2SIC which spans the cotangent space.
Letting

SIC WD ¹�; �;u;Lº;

we then obtain a system for such derivatives of 
 that reads

@t¹f; 
º C ¹H4; ¹f; 
ºº D �¹¹f;H4º; 
º

D �QFjk¹
zXj ; 
º¹f; zXk

º �QEj ¹¹f; zXj
º; 
º;

where F Dr2 denotes the Hessian of the electric potential. Since SIC is a spanning set,
we can then resolve ¹zX; 
º in terms of .¹f; 
º/f 2SIC, leading to a self-consistent system
for bounds on the Poisson brackets

@t j¹f; 
ºj .
X

g2SIC

mfg j¹g; 
ºj:

Here the coefficients mfg have formally enough decay, but are ill-conditioned in the sense
that they do not admit bounds uniformly in the coordinates outside of a compact set.
To remedy this, we introduce a set of weights wf and manage to propagate appropriate
bounds on wf j¹f; 
ºj. To account for the fact that the past (t !�1) and future (t !1)
asymptotic velocities of a linear trajectory may differ drastically in direction, we will need
to work with two different sets of spanning functions in different parts of phase space:
“past” asymptotic action-angles in an “incoming” region and “future” asymptotic action-
angles in an “outgoing” region. For simplicity, we thus prefer to work with pointwise
bounds on the above symplectic gradients.

Altogether, a slightly simplified version of our result concerning global propagation
of derivatives is the following.

Proposition 1.7 (Informal version of Proposition 5.5). Let 
 be a global solution of (1.11)
as in Theorem 1.6, and assume that for the selection of weights wf as below in (5.23) it
holds that X

f 2SIC

k.�5
C ��8/wf ¹f; 
0ºkL1 . "0: (1.13)
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Then if "0 is sufficiently small, we have that 
 2 C 1
t;#;a is a classical solution andX

f 2SIC

kwf ¹f; 
.t/ºkL1 . "0 ln2.2C t /: (1.14)

Moreover, the electric field E decays at the optimal rate

kE.t/kL1 . "2
0hti

�2:

We comment on three points:

(i) Control of one derivative of 
 allows us to resum the scale-localized effective elec-
tric unknowns, which implies optimal decay of the electric field (see Proposition 4.4
below) and lays the foundation for a quantitative understanding of the asymptotic
behavior.

(ii) There is a “loss” of weights in � when we change coordinates between past and
future asymptotic actions, which is reflected by the extra factors in � we require on
the initial data in (1.13) as compared to the propagated derivatives in (1.14).

(iii) Derivative control also implies uniqueness of solutions.

1.2.6. Asymptotic behavior. As mentioned above, derivative control is tied to obtaining
optimal decay for the electric field, through bounds on the effective electric field defined
in (4.4). Roughly speaking, once we control a derivative of the particle density 
 , we can
sum the uniform bounds obtained on the scale-localized effective field and obtain conver-
gence of the effective electrical functions, which allows us to deduce that

 .zX; t / D
1

t
‰1.a/CO.t�1�/; Ej .zX; t / D

1

t2
@j‰

1.a/CO.t�2�/: (1.15)

The additional ingredient we use is that, for large scales, we can perform an integration
by parts that replaces a derivative on the Coulomb kernel with a bound on the Poisson
bracket with a constant of motion for the asymptotic flow5 Rx D 0: for a function '.x/ of x
only, it holds that

@x' D t�1
¹z; 'º; z WD x � tv:

Since z is constant along free streaming, we can show that it only increases logarithmically
along the flow of (1.5).

From (1.15), we easily obtain the asymptotic behavior: the main evolution equation
for the gas distribution function 
 reads

@t
 C
Q

t
¹‰1.a/; 
º D O.t�1�/:

5Recall that a constant of motion denotes an expression of the form F.x;v; t /which is conserved
along the flow, as opposed to an integral of motion of the form F.x; v/ which is a function on phase
space alone.
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To leading order, 
 is thus transported by a shear flow, which can be integrated directly
to obtain convergence of the particle distribution along modified characteristics:


.# � ln.t/Qr‰1.a/; a; t /! 
1.#; a/; t ! C1:

This leads us to our final result (stated here in a version without point charge dy-
namics).

Theorem 1.8 (Informal version of Theorem 6.1). Let 
 be a global solution of (1.11) as
in Proposition 1.7. Then there exist an asymptotic electric field profile E1 2L1.R3/ and

1 2 L1

#;a such that


.# � ln.t/QE1.a/; a; t /! 
1.#; a/; t ! C1:

1.3. Accounting for the motion of the point charge

In general, the point charge will not remain stationary, as RX ¤ 0. However, accounting
for its motion brings in significant complications.

Using the macroscopic conservation laws (akin to the introduction of the reduced
mass for the classical two-body problem), at the cost of the introduction of a non-Galilean
frame we can reduce the analysis to a problem for the gas distribution alone, which is then
transported by a self-consistent Hamiltonian flow (see Section 1.6). Hereby, it is natural
to center the phase space for the gas distribution around the point charge, so that the new
position coordinates are given simply by the distance from the point charge X.t/. For the
velocity, we have two natural options:

(a) Center around the asymptotic velocity V1 of the point charge: This leads to an equa-
tion for a re-centered particle distribution function �,

@t� � ¹H; �º D 0; H D
1

2
H2 � H4; H4.x; v; t / D Q .x; t /C .V.t/ � V1/ � v;

with same linearized Hamiltonian as in (1.4), but adjusted perturbative term H4 that
incorporates the asymptotic velocity through V1 of the point charge. We note that
this induces a (small) uncertainty on the velocity W.t/D V.t/�V1, but no acceler-
ation. This is well adapted to describing the dynamics far away from the point charge
(jxj � 1), and we thus refer to it as the “far formulation”.

(b) Center around the instantaneous velocity V.t/ of the point charge: This is related to
a Hamiltonian equation for the new particle distribution function �0,

@t�
0
� ¹H; �0º D 0; H0

D
1

2
H2 � H0

4; H0
4.x; v; t / D Q .x; t / � PV � x:

This formulation introduces the acceleration PV , which (although small) does not have
any spatial decay and becomes too influential when paired with jxj � 1. We thus
refer to this as the “close formulation”, and will invoke it for comparatively small
jxj . 1.
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In practice, we will thus have to work with both formulations and their associated
nonlinear unknowns (and their respective sets of asymptotic action-angle variables), see
Section 2.3. In particular, we will split phase space into “close” and “far” regions �cl

t

and �far
t , in which we work with the corresponding close and far formulations and prop-

agate separately moment and derivative control, with a transition between them when
a given trajectory passes from one region to the other. We emphasize that by construction
each type of transition (far to close and close to far) happens at most once per trajectory.
Although each such transition introduces some losses in � weights (similarly to the case
of past vs. future asymptotic actions), this is simple to account for.

In conclusion, analogous results to Theorem 1.6 and Proposition 1.7 can be estab-
lished also for any initial condition on the point charge position and velocity. In particular,
one sees that its acceleration is given by an electric field that decays like t�2 to leading
order, resulting in a logarithmically corrected point charge trajectory in our final result
Theorem 6.1 below.

1.4. Further remarks and perspectives

We comment on some more points of relevance.

(1) The role of superintegrability: The Kepler problem is superintegrable and as such
admits five independent conserved quantities. In many computations, it is very advan-
tageous to isolate to the largest extent possible those conserved coordinates from the
dynamical ones, since for quantities associated to the former one may hope to obtain
uniform in time bounds. This is particularly true when computing derivatives, where the
dynamical evolution can lead to large derivatives and rapid growth. Thus we do many
computations using superintegrable coordinates6 which are derived from the asymptotic
action-angle as follows:

� WD
q

a
; � WD

a

q
# � a; u WD

a
a
; L WD # � a; (1.16)

and we note that the linear flow is simple in these coordinates: .�.t/; �.t/; u.t/;L.t// D
.�0; �0 C tq2��3;u0;L0/ and only one scalar coordinate changes over time (out of seven).

(2) Types of trajectories: It is worth distinguishing several types of trajectories in the
linearized problem with respect to the above close and far regions of phase space �cl

t D

¹jxj � 10htiº and �far
t D ¹jxj � htiº. For relatively small actions a, particles remain far

from the point charge and move slowly. In particular, depending on their initial location,
they may start in the far or close region, but will end up in the close region. In contrast,
for large velocities, trajectories may start far away with high velocity, come close to the
point charge and then speed off again, passing from�far

t to�cl
t and back to�far

t . Together
with the distinction between incoming/outgoing dynamics, this gives four dynamically
relevant, distinct regions of phase space (see also Remark 5.8).

6These are related to the Delaunay variables, see, e.g., [16].
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(3) Possible simplifications: We emphasize that as discussed, the analysis simplifies
significantly if the charge has no dynamics, i.e., if .X.t/;V.t//� .0; 0/. In a similar vein,
if the initial gas distribution has compact support (and the support of velocities is thus
bounded from below and above), it suffices to work with either close or far formulation.
This shows a clear benefit and drastic simplification if an assumption of compact support
is made.

Future perspectives. We hope that the methods introduced in this work provide a template
for the analysis of a large class of (collisionless) kinetic problems, for which the linearized
equation is given as transport by a completely integrable ODE whose trajectories are
open.7

To be concrete, we highlight some examples to this effect and further related open
problems, on which we hope the analysis developed here can shed some new light.

(1) The gravitational case of attractive interactions between the point charge and gas
is of great importance in astrophysics. Despite this, as briefly hinted at above its mathe-
matical investigation is in its infancy. In this case, the linear energy is no longer coercive
and strong solutions are not even known to exist locally in time, only global weak solu-
tions have been constructed [9,10]. In addition, a key mathematical challenge for the study
of the asymptotic behavior lies in the presence of trapped trajectories, which already arise
in the linearized system and drastically hinder the stabilization effect of dispersion. In this
context, we expect Proposition 1.4 to extend in the region of positive energy, while the
transition to zero and negative energies (with parabolic or elliptic orbits) introduces sig-
nificant new challenges. This work should also inform on the modifications needed to
account for the geometry of such trajectories.

(2) Along similar lines, the case of several species would also be relevant in plasma
physics and may pose related challenges. On the other hand, even for repulsive inter-
actions it would be interesting to consider a perturbation of several point charges, i.e.,
a solution to the N -body problem to which a small, smooth gas distribution is added. The
natural starting point here is the case of two charges surrounded by a gas, which already
at the linear level brings the (restricted) 3-body problem into play. We refer to [7, 32] for
works in this direction for Vlasov–Poisson and related equations.

(3) We believe that the Vlasov–Poisson evolution of measures which are not abso-
lutely continuous with respect to Lebesgue measure is an interesting general problem
which merits further investigation. Here and in [8, 9, 12, 13, 35, 36, 40, 50], the case of
a sum of pure point and smooth density is considered, but it would be interesting to have
examples where the support of the measure has (say) intermediate Hausdorff dimensions
(as suggested, e.g., by some models of star formation, see, e.g., [45, Section 9.6.2]).

7In the case of more complicated (e.g., non-integrable) ODEs, the linear analysis may already
be very challenging, and even for systems relatively close to the 2-body problem one would need to
account for Arnold diffusion (see, e.g., [31]).



B. Pausader, K. Widmayer, J. Yang 16

1.5. Organization of the paper

We conclude this introduction by showing in Section 1.6 how to reduce equations (1.2)
to a problem on the gas distribution alone. Section 2 then studies the dynamics in the
linearized problem, starting with more explanations on the method of asymptotic action
(Section 2.1). Following this we discuss the Kepler problem (Section 2.2) and solve the
related scalar scattering problem (Section 2.2.1), which then allows us to introduce the
asymptotic action-angle variables (Section 2.2.2). Building on this, further coordinates
are introduced in Section 2.3.

Section 3 establishes quantitative bounds on some of the kinematically relevant quan-
tities, including in particular their Poisson brackets with various coordinates.

The electric functions are studied in Section 4. We first show that they are well
approximated by simpler effective functions (Proposition 4.1), and obtain convergence
on effective fields (Proposition 4.4), building on the available control of moments and
derivatives.

Section 5 establishes the main bootstrap arguments for the propagation of moments
and derivative control. We introduce the main nonlinear unknowns in Section 5.1, and first
close a bootstrap involving only moment bounds in Section 5.2. Building on this, a second
(and much more involved) bootstrap then yields control of derivatives in Section 5.3.

Finally, in Section 6 we derive the asymptotic behavior of the gas distribution function
and prove our main Theorem 6.1.

In Appendix A, we collect some auxiliary results.

Notation. We will use the notation A . B to denote the existence of a constant C > 0

such that A � CB , when C > 0 is independent of quantities of relevance, and write
A .p B to highlight a dependence of C on a parameter p. Moreover, to simplify some
expressions we shall use the slight modification of the standard Japanese bracket as hri WD
.9C r2/1=2, r 2 R, so that in particular 1 . lnh0i.

1.6. Reduction to a problem for the gas distribution alone

System (1.2) can be transformed into a system that better accounts for the linear dynam-
ics and is more easily connected to the case of radial data already investigated in [50].
For this, it will be convenient to recenter the phase space at the point charge.

1.6.1. Conservation laws. In a similar way as for the standard 2-body problem, one can
simplify the system somewhat by using the conservation laws. In order to study conserved
quantities, it is convenient to observe that, when� solves (1.2), for any function !.x;v; t /,
it holds that

d

dt

“
�2!dxdv

D

“
�2

�
@t C v � rx C

�q
2

x � X

jx � Xj3
CQrx�

�
� rv

�
! dxdv: (1.17)
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By testing with various choices of !, one can obtain conservation laws. We will do this
for the first three moments in v.

The total charge is conserved and using ! D 1 in (1.17) leads to conservation of the
0-moment,

d

dt
Mg.�/ D 0; Mg.�/ WD mg

“
�2 dxdv:

The total momentum is conserved and using ! D v in (1.17) leads to conservation of the
1-moment,

d

dt
P.�/ D 0; P.�/ WD mg

“
�2v dxdv CMcV :

Finally, the total energy is conserved and this leads to conservation of the 2-moment,

d

dt
E.�;X;V/ D 0;

E.�;X;V/ D mg

“
�2.jvj2 � 2Q�/ dxdv C

�
Mc jV j

2
� 2

qcqg

�0

�.X; t /
�
:

1.6.2. Modulation and reduced equations. Since the Vlasov–Poisson system is invariant
by Galilean transformation, we can choose a frame where the total momentum vanishes:
P.�/ D 0. This determines the motion of the point charge in terms of the motion of
the gas,

V.t/ WD �
mg

Mc

“
�2v dxdv:

As explained in Section 1.3, we will need a “close” and a “far” chart, which we introduce
next.

Far formulation. Given a solution � on some time interval Œ0; T �/, we define

V1 WD lim
t!T �

V.t/; W.t/ WD V.t/ � V1; (1.18)

and we introduce the new unknowns

y WD x � X.t/; w WD v � V1;

�.y;w; t / WD �.y C X.t/;w C V1; t /;

�.x; v; t / D �.x � X.t/; v � V1; t /:

(1.19)

The new equation for terms of �.y;w; t / becomes self-consistent with a parameter V1,�
@t C w � ry C

q

2

y
jyj3

� rw

�
� CQry � rw� D W.t/ � ry�;

 .y; t / D �.y C X.t/; t/ D �
1

4�

“
1

jy � rj
�2.r;�; t /drd�;

W.t/ D �
Mg CMc

Mc

V1 �
mg

Mc

“
w�2.y;w; t / dydw:

(1.20)
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We introduce the Hamiltonians

H D
1

2
H2 � H4; H2.y;w/ WD jwj

2
C

q

jyj
;

H4.y;w; t / D Q .y; t /C W.t/ � w:
(1.21)

Note that H2 is independent of the unknown � and will give the linearized equation,
while H4 D O.�2/ and decays in time. The density � is transported by the corresponding
Hamiltonian vector field in (1.21) in the sense that the first equation in (1.20) is equiva-
lent to

@t� � ¹H; �º D 0:

Lemma 1.9. Given C 1 functions .�; �;X;V/ on a time interval Œ0; T �/ and a constant
V1 2 R3, related by (1.18)–(1.19). The functions .�;X; V/ solve (1.2) if and only if
.�;V1/ solves

@t� � ¹H; �º D 0; lim
t!T �

W.t/ D 0;

with H defined in (1.21).

Proof. We recall that dX
dt

D V . With notations in (1.19), we have

ry�.y;w; t / D rx�.x; v; t /; rw�.y;w; t / D rv�.x; v; t /;
@t�.y;w; t / D .@t C V.t/ � rx/�.x; v; t /; ry .y; t / D rx�.x; t /:

Then in terms of �, x, v, the first equation in (1.20) becomes

.@t C .v C V.t/ � V1/ � rx C
q

2

x � X.t/

jx � X.t/j3
� rv/�CQrx� � rv�

D .V.t/ � V1/ � rx�;

which is exactly the first equation in (1.2).

Close formulation. Close to the point charge or for large velocities, we will prefer to
center our coordinate frame around the instantaneous velocity of the point charge, and
thus let

y0 D y D x � X.t/; w0
D v � V.t/ D w � W.t/:

This can be obtained by means of the generating function S.y0;w; t / D y0 � .w � W.t//

and leads to the new Hamiltonian

H0.y0;w0/ D H.y;w/ � @tS

D
1

2
H2.y0;w0/ �Q .y0; t /C PW.t/ � y0 �

1

2
jW.t/j2: (1.22)

We also note for further use that

PW.t/ D Qry .0; t/:
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We let
�0.y0;w0; t / WD �.y0 C X.t/;w0

C V.t/; t/:

Then equation (1.2) is equivalent to

@t�
0
� ¹H0; �0º D 0;

or �
@t C w0

� ry0 C
q

2

y0

jy0j3
� rw0

�
�0 CQry0 � rw0�0 D Qry0 .0; t/ � rw0�0;

 .y0; t / D �.y0 C X.t/; t/:

2. Analysis of the linearized flow

In this section, we solve the linearized equation (1.4) using asymptotic action-angle vari-
ables and introduce various other adapted coordinates.

2.1. General comments on the asymptotic action-angle method

2.1.1. Overview of the method of asymptotic actions. There is no general way to find
“good choices” of action-angle variables .‚;A/ besides trial and error; however, a few
guidelines can be useful.

(1) It is desirable that the change of variables .x; v/ 7! .#; a/ is canonical, i.e., dx ^

dv D d# ^ da. This in particular ensures that the Jacobian of the change of variables
is 1. A good way to enforce this is to use a generating function S.x; a/ such that v D rxS

and # D raS . In this case,

0 D ddS D d
� @S
@xj

dxj
C
@S

@aj
daj

�
D d.vdx C #da/:

Such functions are however often difficult to find explicitly.

(2) Since we are concerned with longtime behavior, we choose a such that it cap-
tures the dispersive nature of the problem, i.e., that trajectories corresponding to differ-
ent choices of a diverge as tıa. In scattering situations, one has a natural Hamiltonian
at 1, often H1 D

jv1j2

2
and a useful choice is a D v1. In this case, in the simplest situa-

tion, one needs to solve a scattering problem to define v D V.x;v1/ (i.e., compute the full
trajectory knowing the incoming velocity and the position at one time), then integrate V
to recover the generating function

V.x; v1/ D .rxS/.x; v1/;

and then deduce the angle # .

Note that this leads to a cascade of Hamiltonians which describe various components
of the dynamics: H 7! H2 to describe solutions to the perturbed problem as envelopes of
solutions to the linearized problem, and H2 7! H1 to describe solutions of the linearized
problem via their asymptotic state.
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2.1.2. The case of radial data. The strategy laid out above can be most easily carried out
for the case of radial data, a problem already treated in [50]. Starting from the energy,
we can express the outgoing velocity as a function of a and r ,

V.r; a/ D

r
a2 �

q

r
D a

r
1 �

q

ra2
; (2.1)

and integrating in r , we find the generating function

S.r; a/ D
q

a
K

�ra2

q

�
D arminK

� r

rmin

�
;

@S

@r
D V;

where K is defined in (2.2) below. This gives a formula for the angle

‚ D
@S

@a
D �

q

a2
K

�ra2

q

�
C 2r

r
1 �

q

ra2
D �

q

a2
K

�ra2

q

�
C 2r

V

a
:

This simplifies to

‚ D �rminK
� r

rmin

�
C 2

rv

a
D �rminK

� r

rmin

�
C 2

rvq
v2 C

q
r

;

and since rmin, a are invariant along the trajectory, we can verify that

P‚ D �PrK 0
� r

rmin

�
C 2

Prv

a
C 2

r Pv

a
D �

v2

a
C 2

v2

a
C

q

ra
D a;

where we have used that

K 0
� r

rmin

�
D

r
1 �

rmin

r
D
v

a
; Pr D v; Pv D

q

2r2
:

In the discussion above, we have used the function K defined by

K 0.s/ D
h
1 �

1

s

i1=2

; K.1/ D 0; K.s/ WD
p
s.s � 1/ � ln.

p
s C

p
s � 1/: (2.2)

Since we can verify that

G.s/ D 2
p
s.s � 1/ �K.s/; G0.s/ D

h
1 �

1

s

i�1=2

; G.1/ D 0;

we see that, in the outgoing case v > 0, this gives a similar choice of unknown as in [50],
but through a different approach. In the incoming case v < 0, we need to change sign
in (2.1), and this leads to the new generating function

Sin.r; a/ WD �
q

a
K

�ra2

q

�
;

and in turn we obtain

‚ D rminK
� r

rmin

�
� 2r

r
1 �

q

ra2
D

v

jvj

h
�rminK

� r

rmin

�
C 2r

jvj

a

i
D rmin

v

jvj
G

� r

rmin

�
:
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We thus see that, in the radial case, the scattering problem is degenerate in the sense that
there are, in general, two trajectories that pass through r at time t and have asymptotic
velocity a (one incoming, one outgoing). This fold degeneracy can be resolved by intro-
ducing a function � D

v
jvj

D
�
j� j

and defining

Stot D �
q

a
K

�ra2

q

�
with a choice of sign that is not expressed in terms of .r; a/ alone.

2.2. Action-angle coordinates for the Kepler problem

We want to study the Kepler system (1.5), which we recall here:

dx
dt

D v;
dv
dt

D
qx
2jxj3

(2.3)

in the repulsive case q > 0. All the orbits are open and can be described using the conser-
vation of energy H , angular momentum L and Runge–Lenz vector R,

H WD jvj2 C
q

jxj
; L WD x � v; R WD v � L C

q

2

x
jxj
: (2.4)

In the following formulas, it will be very useful to keep track of the homogeneity, and we
note that8

JH K D
JxK2

JtK2
D JvK2

D
JqK
JxK

; JqK D JRK D JxKJvK2; JLK D JxKJvK: (2.5)

The conservation laws (2.4) give five functionally independent conservation laws, al-
though of course only three of these can be in involution. A classical choice is ¹H; jLj;L3º

which leads to the classical solution of the 2-body problem by reducing it to a planar prob-
lem. Indeed, if one chooses the z axis such that L1 D L2 D 0, then they remain 0 for all
time and the motion remains in the plane ¹z D 0º. This allows us to exhibit a convenient
action-angle transformation satisfying the asymptotic action property (1.8).

We define the phase space to be

Px;v WD ¹.x; v/ 2 R3
� R3

W jxj > 0º; P#;a WD ¹.#; a/ 2 R3
� R3

W jaj > 0º;

where the angles # and actions a will have the dimension of length J#KD JxK and velocity
JaK D JvK.

Our main result in this section is the construction of asymptotic action-angle variables
in Proposition 1.4 which will provide adapted coordinates for the phase space. This will be
proved later in Section 2.2.2 after we have solved a scattering problem. Here we highlight

8Here JxK denotes the dimension of spatial length, JtK the dimension of time, JvK D JxKJtK�1

the dimension of velocity and JqK D JxK3JtK�2 the dimension of an electric charge.
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that by construction as a canonical transformation, the change of variables T preserves
the Liouville measure

det
@.‚;A/

@.x; v/
D det

@.X;V/
@.#; a/

D 1:

Remark 2.1. Using that (2.3) is superintegrable, one can express five of the six coor-
dinates of a trajectory in terms of conserved quantities. The last one corresponds to the
“trace” of time and cannot be deduced by the conservation laws alone. In our case, a good
proxy for the “trace” of time are the quantities x � v and # � a. That this measures time
lapsed is obvious in action-angle coordinates from (1.7). For the physical variables, this
follows from virial-type computations

d

dt

jxj2

2
D x � v;

d

dt
.x � v/ D jvj2 C

q

2jxj
D

jvj2

2
C
1

2
H: (2.6)

Although not very illuminating, we can obtain explicit expressions using (2.18)
and (2.19),

A.x; v/ D
2q

p
H

4HL2 C q2
R C

4H

4HL2 C q2
L � R;

‚.x; v/ D
�

2
jxjK 0.�/

� x
jxj

C
a
jaj

�
C

jxj
2

� x
jxj

�
a
jaj

�
� �.�/

a
jaj3

; a D A.x; v/;
(2.7)

where K is defined in (2.2), and

� D sign
�

x � v C

p
HL2

q

�
; � D �� ln.

p
�C

p
� � 1/;

� D

p
H

2q

�
jxj

p
H C

1

4HL2 C q2
.4HL2x � v C q2

p
H jxj C 2qL2

p
H/

�
:

This follows by combining (2.17) and (2.19) for �, (2.27) for � and (2.15) and (2.23) for �.
In the radial case, L D 0, � D

r
rmin

, and we recover the formulas from the paper [50].
Explicit expressions for X.#; a/, V.#; a/ will be most useful and are given in (2.25)
and (2.26) below.

2.2.1. Planar dynamics. To study the geometry of trajectories in the Kepler problem
(2.3), we note that by the conservation laws (2.4) we may choose coordinates such that
the motion takes place in the xy-plane with angular momentum .0; 0;L/ for some L > 0
(see also Figure 2). Switching to polar coordinates .r; �/,9 we find that

H D Pr2
C r2 P�2

C
q

r
; L D r2 P�; R D

�L2

r
C
q

2

�
er � PrLe� ;

and these can be used to integrate the equation.

9Note that x D r.cos �; sin �; 0/. We recall vectors er D .cos �; sin �; 0/ and e� D .� sin �;
cos�; 0/ in the basis.
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L � R

˝ L

RO
�mid

v�1

v1

v

Fig. 2. A sample trajectory of the Kepler problem (in blue), with conserved quantities (in red).

More precisely, we have that

dv
dt

D
q

2r2
.cos�; sin�; 0/; L D r2 d�

dt
)

dv
d�

D
q

2L
.cos�; sin�; 0/;

and hence
v.�/ D

q

2L
.sin�;� cos�; 0/C .c1; c2; 0/;

where c D .c1; c2; 0/ is the constant of integration. Thus v moves along a circle (the so-
called “velocity circle”, see, e.g., [43] and Figure 3) with center c and satisfies v � c ? x,
with periapsis in direction �c?.10 As is well known, in the repulsive case (q > 0,H > 0)
the trajectories are hyperbolas, and asymptotic velocities v˙1 are thus well defined.11

Scattering problem. In order to obtain our asymptotic action, we need to understand to
which extent knowledge of x and v1 allows us to determine the full trajectory, i.e., to
solve the following problem: Find the trajectories passing through x at time t and whose
(forward) asymptotic velocity is v1.

Inspecting the behavior of the conservation laws at 1 and at periapsis, we find that12

H D
L2

r2
min

C
q

rmin
D jv1j

2; R D

� L2

rmin
C
q

2

�
yxp D

q

2
yv1 � jv1j � Lyv?

1; (2.8)

and in particular

2R D

p
4HL2 C q2;

1

rmin
D

p
q2 C 4HL2 � q

2L2
; rmin D

q C
p
q2 C 4HL2

2H
;

10For a vector c D .c1; c2; 0/, we denote c? D .�c2; c1; 0/.
11In the present formulation, this can be seen, for example, by assuming that the velocity circle is

centered on the positive y-axis, i.e., c1 D 0, c2 D � �
q

2L
� 0, so that from the equation .0; 0;L/ D

x � v it follows that rD 2L2

q
1

� cos ��1 , where � > 1 is the eccentricity of the hyperbola.
12Here and in the following, given a nonzero vector v, we denote by yv D

v
jvj its direction vector.
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v1

v�1

x.t/

v.t/

v.t/

Fig. 3. An illustration of a sample trajectory of the Kepler problem with associated velocity circle
(in blue) and asymptotic velocities v�1 and v1 (in red).

so that only the direction of R will be important (and we recover rmin D
q
H

in the radial
case).

For the sake of definiteness, for a given v1 let us further rotate our coordinates such
that v1 D .

p
H; 0; 0/ is parallel to the (positive) x-axis (see also Figure 1). Then the

possible trajectories in this setup all lie in the lower half-plane ¹y � 0º, and the center c
of the velocity circle is determined by the requirement that v.2�/ D .

p
H; 0; 0/, i.e.,

v.�/ D
q

2L
.sin�;� cos�; 0/C

�p
H;

q

2L
; 0

�
; (2.9)

and periapsis lies in direction �c? D . q
2L
;�

p
H; 0/. The quantity

�.r; �/ WD
rH

2q
.1C cos�/ (2.10)

plays a key role for the dynamics, as illustrated by the following lemma (see also Fig-
ure 4).

Lemma 2.2. Let x0 D r0.cos�0; sin�0; 0/ be given with r0 > 0 and �0 2 .�; 2�/.

(1) If �.r0; �0/ < 1, there does not exist a trajectory through x0 with asymptotic ve-
locity v1.

(2) If �.r0; �0/ D 1, there exists exactly one trajectory through x0 with asymptotic veloc-
ity v1. If v0 denotes the instantaneous velocity, it holds that x0 � v0 D �

p
HL2

q
< 0.

(3) If �.r0;�0/ > 1, there are two trajectories h˙ through x0 with asymptotic velocity v1,
corresponding to values 0 < L� < LC for the angular momentum.

Besides, in case .3/, we have that, locally around .x0; v0/, � decreases along h� and
increases along hC.

Proof. On the one hand, since .0; 0; L/ D x � v, we obtain directly that

L D r
�
�
q

2L
C

q

2L
cos� �

p
H sin�

�
, L2

C Lr
p
H sin� C

rq

2
.1 � cos�/ D 0: (2.11)
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v1

x0

h�hC

¹� D 1º

Fig. 4. An illustration of Lemma 2.2 with two trajectories h� (red) and hC (blue) with asymptotic
velocity v1 through a given point x0, and their corresponding velocity circles. The green line is the
level set ¹� D 1º.

This has real solutions if and only if

rH.1C cos�/ � 2q , �.r; �/ D
rH

2q
.1C cos�/ � 1;

and they are given by

L D � sin�
r
p
H

2

�
1˙

s
1 �

1

�.r; �/

�
: (2.12)

Since each choice of L leads to a trajectory by (2.9), this yields the claimed trichotomy.
Along a trajectory, we see from (2.11) that

r D �
L2

L
p
H sin� C

q
2
.1 � cos�/

;

and therefore,

@�r.�/ D
qL2

2ŒL
p
H sin� C

q
2
.1� cos�/�2

�2LpH
q

cos� C sin�
�
D
r

L
c � x D

r

L
v � x:

Using (2.10) and (2.12), we see that

� tan
��
2

�
D

� sin�
1C cos�

D
L
p
H

q

1

�˙
p
�.� � 1/

D

p
HL

q

h
1�

s
1 �

1

�

i
; (2.13)

and therefore, when � D 1, we can plug in the equation above and obtain @�r < 0. Deriv-
ing both side of (2.13), we obtain

�
1

2

�
1C tan2

��
2

��
D �

L
p
H

q

1

2�
p
�.� � 1/

d

d�
Œ�.r.�/; �/�;
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p
H

�p

�p

z�

q
2L

Fig. 5. An illustration of the utility of the velocity circle.

which is enough since we know that, along a trajectory, P� D r�2L > 0.

From the proof, we observe that, via the velocity circle, we can directly compute the
angle from periapsis to asymptotic velocity as �p D

�
2
� z�, where tan z� D

q

2L
p

H
(see

also Figure 5).
In addition, by (2.11) and (2.9) it holds that

v.�/ D �
q

2L
e� C

�p
H;

q

2L
; 0

�
D �

�p
H C

sin�
1 � cos�

L

r

�
er C

L

r
e� : (2.14)

This can be integrated using that, with K as defined in (2.2), and (2.12), it holds that

L

r
D �

p
H

2
sin�Œ1˙K 0.�.r; �//�D

1

r

@

@�

h
˙

q
p
H
K.�.r; �//C

r
p
H

2
cos�

i
;

� sin�
1�cos�

L

r
D

p
H

2
.1C cos�/Œ1˙K 0.�.r; �//�

D
@

@r

h
˙

q
p
H
K.�.r; �//C

r
p
H

2
.1C cos�/

i
;

so that, using (2.14), we can write

v D rxS.r; �/; S.r; �/ D ˙
q

p
H
K.�.r; �// �

r
p
H

2
.1 � cos�/:

2.2.2. Towards action-angle variables. In general geometry, for a given “action” a D v1
(with jaj2 D H ) the dimensionless (see (2.5)) function � generalizes as

�.x; a/ D
jaj
2q
.jxjjaj C a � x/; (2.15)

and by the above we have established the following lemma.
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Lemma 2.3. The functions

�˙.x; a/ D ˙
q

jaj
K

�
jaj
2q
.x � a C jxjjaj/

�
�

jxjjaj � x � a
2

with K defined in (2.2) are generating functions in the sense that if x; a 2 R3 are given
with �.x; a/ � 1, then v˙ D rx�˙ define velocities corresponding to trajectories of the
ODE (2.3) passing through x with asymptotic velocity a. Moreover, these are the only
such velocities.

In addition, the generating functions preserve the angular momentum in the sense that
for the aforementioned trajectories their angular momenta are given by

L˙ D x � rx�˙ D ra�˙ � a; (2.16)

and we have that jLCj � jL�j.

We are now ready to prove Proposition 1.4.

Proof of Proposition 1.4. We first give the explicit definition of the change of variables,
with some additional explicit formulas.

The fold. Lemma 2.3 gives us two local diffeomorphisms defined through the scattering
problem. We also see from Lemma 2.2 that the mapping .x;a/ 7! v has a fold, but we can
hope to define a nice change of variables on either side �p , �f of the set � defined by

� WD

°
x � v D �

p
HL2

q

±
; �p WD

°
x � v < �

p
HL2

q

±
;

�f WD

°
x � v > �

p
HL2

q

±
;

(2.17)

and we choose the generating function �� in �p and the generating function �C in �f .
From Lemma 2.2, we see that this corresponds to selecting the trajectory in the past of �
when .x; v/ 2 �p , and the trajectory in the future of � when .x; v/ 2 �f . Note also that
since, along trajectories, d.x�v/

dt
> H

2
, each trajectory meets �p and �f exactly once.

Construction of T . To construct our action-angle variables, we note that for given .x;v/ 2
R3 � R3, we can use the conservation laws to find the corresponding asymptotic velocity
and thus action A.x; v/ D v1. Using (2.8), we see that jAj D

p
H , that L � A D 0 and

that R � A D
q
p

H
2

, so that (since L � R D 0)

A.x; v/ D
2q

p
H

4HL2 C q2
R C

4H

4HL2 C q2
L � R: (2.18)

By Lemma 2.2, �.x;A.x; v// � 1 and we can define the corresponding angle as

‚.x; v/ WD

´
ra��.x;A.x; v// for .x; v/ 2 �p;

ra�C.x;A.x; v// for .x; v/ 2 �f :
(2.19)
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This is well defined by Lemma 2.3 and extends by continuity to � to give a mapping
.x; v/ 7! .#; a/ continuous13 on Px;v.

Rescaling of the generating function. Looking at the action of scaling on the generating
function,

��.�x; ��1a/ D � �
q

jaj
K

�
��1 jaj

2q
.x � a C jxjjaj/

�
�

x � a � jxjjaj
2

; � 2 ¹C;�º;

and differentiating at � D 1 yields that

x � v � a � # D �
q

jaj
ŒK.�/ � �K 0.�/�: (2.20)

Noting that

d

dx
ŒK.x/ � xK 0.x/� D �xK 00.x/ D �

1

2
p
x.x � 1/

; K.1/ �K 0.1/ D 0;

it follows that if �.x;A.x; v// > 1, then´
x � v � # � a < 0; � D C;

x � v � # � a > 0; � D �;
(2.21)

whereas x � v D # � a if and only if � D 1, in which case �C D ��. The function � D

. jaj
q
/.x � v � # � a/ will be used to resolve the fold degeneracy corresponding to the choice

of � 2 ¹C;�º.

Inverse of T . We can now define T �1 on either side of the (image of the) fold, consistent
with (2.17) and (2.21):

� WD

°
# � a D

�aL2

q

±
; �� WD

°
a � # < �

aL2

q

±
; �C WD

°
a � # > �

aL2

q

±
;

so that (for points with �.x; a/ � 1)

.v; #/ D

´
.rx��.x; a/;ra��.x; a// when .#; a/ 2 ��; .x; v/ 2 �p;

.rx�C.x; a/;ra�C.x; a// when .#; a/ 2 �C; .x; v/ 2 �f :
(2.22)

We now compute the inverse transformation .#; a/ 7! .X;V/. This is more challeng-
ing since both X and V evolve over the trajectory, while the only trace of “time” in .#; a/
variables follows from # � a. Using the conservation laws, we can already express trajec-
tories in terms of the “time-proxy” x � v. We have that

A � x D
1

4HL2 C q2
Œ4HL2x � v C q2

p
H jxj C 2qL2

p
H�;

A � .L � x/ D
L

4HL2 C q2
Œ�2q

p
HLx � v C 2qHLjxj C 4HL3�;

(2.23)

13In fact, any choice of sign for �˙ on �f or �p would give a continuous mapping, smooth
away from the fold � , but our choice will give a smooth gluing at the fold.
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and since

H D jvj2 C
q

jxj
; L2

D jxj2jvj2 � .x � v/2 ) L2
D jxj2H � qjxj � .x � v/2;

we can express jxj in terms of .x � v/ D # � a C . q
jaj /� as

jxj D
q

2a2

h
1C

s
4a2L2 C q2

q2
C 4

a2

q2
.x � v/2

i
; (2.24)

which gives a first formula for X as

X D
q

a2

h1
2
C

q2

.2R/2

s
a2

q2
.x � v/2 C

.2R/2

4q2
C
4a2L2

.2R/2
a

q
.x � v/

i a
a

� 2
h1
2
C

q2

.2R/2

�s
a2

q2
.x � v/2 C

.2R/2

4q2
�
a

q
.x � v/

�iL � a
a2

: (2.25)

To give explicit formulas for V, we use that by the conservation laws it holds

v � A D
q2

.2R/2
a.x � v/
jxj

C
4a2L2

.2R/2

�
a2

�
q

2jxj

�
;

v � .L � A/ D
qaL2

.2R/2

�
2a2

�
q

jxj
�
2a.x � v/

jxj

�
;

so that since v � L D 0, we obtain

V D

h q2

.2R/2
x � v
jxj

C
4a2L2

.2R/2
.a �

q

2ajxj
/
i a
a
C

2q2

.2R/2

h
a �

q

2ajxj
�

x � v
jxj

iL � a
q

D a �
q2

.2R/2
ajxj � x � v

jxj

h a
a
� 2

L � a
q

i
�

q2

.2R/2
q

2ajxj

h4a2L2

q2

a
a
C 2

L � a
q

i
;

which together with (2.24) yields

V D a � a
q2

.2R/2

q
a2

q2 .x � v/2 C
a2L2

q2 C
1
4
�

a
q
.x � v/C 1

2q
a2

q2 .x � v/2 C
a2L2

q2 C
1
4
C

1
2

h a
a
� 2

L � a
q

i
�

q2

.2R/2
a

2
q

a2

q2 .x � v/2 C
a2L2

q2 C
1
4
C 1

h4a2L2

q2

a
a
C 2

L � a
q

i
: (2.26)

Global functions. We can now introduce the function

�.#; a/ WD
a

q
.x � v � # � a/ D �ŒK.�/ � �K 0.�/� D �� ln.

p
�C

p
� � 1/;

.#; a/ 2 ��:

(2.27)
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In particular, j� j defines � uniquely and vice versa, which shows that � can indeed be
defined as a function of .#; a/ or as a function of .x; v/. We obtain the global function

X.#; a/ D # C
q

a2

�1
2
C �

� a
a
C

q

a2

q2

.2R/2
D

�a
q
# � a C �

�
�
2R
q
;

D.y/ WD

s
y2 C

.2R/2

4q2
� y:

(2.28)

Properties of T . Having given the detailed construction of the diffeomorphism T , we can
quickly deduce the properties listed in Proposition 1.4: by construction via a generat-
ing function, we directly have (1.6) and the change of variables is canonical as in (1).
The compatibility with conservation laws (2) follows from the definition. For a trajectory
.x.t/; v.t// of the Kepler problem (2.3), we note that by (2.18) A.x.t/; v.t// is indepen-
dent of time, whereas by (2.22) we have

@t‚j .x.t/; v.t// D @t@aj
S�.x.t/;A.x.t/; v.t///

D @xk
@aj
S�.x.t/;A.x.t/; v.t///@xk

S�.x.t/;A.x.t/; v.t///

D
1

2
@aj

�
A.x.t/; v.t//2 �

q

jx.t/j

�
D Aj .x.t/; v.t//;

and (3) is established. Finally, the asymptotic action property (4) follows from (2.25)
and (2.26) after some more quantitative bounds on � below in Lemma 2.5.

2.2.3. The functions �, � and x � v. As we saw in Section 2.2, the function � of (2.15)
plays an important role. It is naturally defined in terms of the mixed variables .x; a/,
but we can estimate it in terms of .#; a/ through an implicit relation. We introduce the
functions, defined for y � 1,

G.y/ WD
p
y.y � 1/C ln.

p
y C

p
y � 1/;

P˙.y/ WD 2y � 1˙ 2
p
y.y � 1/;

(2.29)

and note that G appears naturally in the study of the radial case in [50], where

�rad D
a2r

q
D

r

rmin

plays an important role.

Lemma 2.4. The functions

� D
a

2q
.x � a C jxjjaj/ and � D

a

q
# � a (2.30)

are related by the equation

� � �G.�/C �2P��.�/ D 0 in ��; � WD
aL

q
; � 2 ¹C;�º: (2.31)

All three quantities �, �, � are dimensionless, as can be seen from (2.5).
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Proof of Lemma 2.4. We start with an expression for � which follows from its definition
in (2.15) via the first line in (2.23) and (2.24):

� D
1

2
C

2a2L2

4a2L2Cq2
�
a

q
.x � v/C

2a2L2Cq2

4a2L2Cq2

s
a2

q2
.x � v/2 C

4a2L2Cq2

4q2
: (2.32)

In order to simplify the computations, we introduce the notations ˇ, k such that

ˇ D ln
�2R
q

�
; sinh.�ˇ C k/ D

2q

2R

a

q
.x � v/;

so that

cosh.ˇ/ D
2a2L2 C q2

q
p
4a2L2 C q2

; sinh.ˇ/ D
2a2L2

q
p
4a2L2 C q2

;

and (2.32) gives that

� � 1 D
cosh.k/ � 1

2
D sinh2

�k
2

�
: (2.33)

Finally, we can rewrite the equation defining k to get

a

q
.x � v/D

1

2
eˇ sinh.�ˇC k/D

e2ˇ C1

2
sinh

�k
2

�
cosh

�k
2

�
�
e2ˇ �1

4

�
2cosh2

�k
2

�
� 1

�
:

Plugging in (2.33) and using that cosh2.k
2
/ D �, we get that

a

q
.x � v/ D ˙

e2ˇ C 1

2

p
�.� � 1/ �

e2ˇ � 1

4
.2� � 1/:

Furthermore, we recall from (2.20) that it holds

a

q
.x � v � # � a/ D �� ln.

p
�C

p
� � 1/ in ��;

so that combining the two equations above, we finally find that for two choices of signs
�1; �2 2 ¹C;�º (both of which can a priori change depending on the region ��, �C)

� D �1 ln.
p
�C

p
� � 1/C �2

p
�.� � 1/ �

e2ˇ � 1

4
.2� � 1 � �22

p
�.� � 1//:

Now we observe that when ˇ D 0, we are in the radial case and, in this case, we know
that we must have �1 D �2.

We can now verify that � and � are well-defined functions on phase space.

Lemma 2.5. For �D aL
q

, relation (2.31) defines aC 1 map �.�;�/, with ���.��2; �/D1.
For fixed � � 0, � 7! �.�; �/, R ! Œ1;1/ is two-to-one, decreasing for �1 < � < ��2

and increasing for � � ��2.
Moreover, we have the following estimates: On �C D ¹� > ��2º, it holds

1

4
.� C �/ � � � 1C �2

C � .�j�j � �2; 1 � � � 1C �; when � �2
� � � 0/
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while on �� D ¹� < ��2º, we have

1

4

j�j

1C �2
� � �

1C j�j

1C �2
:

As a consequence, the function �.�; �/ D �� ln.
p
� C

p
� � 1/ is well defined, and

for fixed � � 0, � 7! �.�; �/ is a bijection on R, and we have the bounds

j� j � ln.1C 2
p
j�j C 2�/;

.�C �/j@�� j C .� C ��1/j@�� j . 1;

.�C �/2j@2
�� j C h�i.�C �/j@�@�� j

2
C h�i2

j@2
�� j . 1:

(2.34)

Besides, on �C, we obtain slightly improved bounds

j@�� j .
�

�2 C �2
; j@2

�� j .
1

�2 C �2
: (2.35)

Proof. With the functionsG,P� of (2.29), we define the implicit functionF�WR� Œ0;1/�

Œ1;1/! R by

F�.�; �; y/ WD � � �G.y/C �2P��.y/;

so that per (2.31), � is defined by F�.�; �
2; �/ D 0 on ��, � 2 ¹�;Cº. We note that

G.1/ D 0; G0.y/ D

r
y

y � 1
;

P�.1/ D 1; P�.y/PC.y/ D 1; P 0
� .y/ D �

P�.y/p
y.y � 1/

;

(2.36)

and we have the bounds (see [50, Lemma 2.2])

y � 1 � G.y/ � y C ln.2
p
y/ � 2y;

.4y/�1
� P�.y/ � y�1

� P�.1/ D 1 D PC.1/ � y � PC.y/ � 4y:
(2.37)

Hence we see that when F� D 0, we have � D ��2 if and only if y D 1. For � < ��2,
we see that

F�.�; �; 1/ D �C �2 < 0; lim
y!C1

F�.�; �; y/ D C1;

and similarly with reversed signs for FC when � > ��2, so F� D 0 has at least one
solution for � < ��2 and FC D 0 has at least one solution for � > ��2. We now compute
the derivatives

@�F� D 1; @�F� D 2�P��.y/;

and by (2.36)

@yF� D ��

r
y

y � 1

h
1C �2P��.y/

y

i
;
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so that by (2.37)

�@yFC �

h
1 �

1

y

i�1=2h
1C

� �
2y

�2i
; @yF� �

h
1 �

1

y

i�1=2

Œ1C �2�:

This shows that F�.�; �; y/ D 0 has a unique solution and gives the bounds on the first
derivatives in (2.34). Explicitly, we have that

@�� D
1

�G0.�/ � �2P 0
��.�/

D �

p
�.� � 1/

�C �2P��.�/
; @�� D 2�P��.�/@��;

@�� D �
1

2.�C �2P��.�//
; @�� D �

�P��.�/

�C �2P��.�/
;

(2.38)

which shows that the gradient of � vanishes at the “curve of surgery” � D ¹� D 1º and
that the gradient of � is smooth there.

The estimates for � follow from the bounds

�C �2y C y � 1 � F�.�; �; y/ � �C 4�2y C 2y;

�C
�2

4y
� 2y � FC.�; �; y/ � �C

�2

y
C 1 � y;

which in turn follow from the definitions of F� and bounds (2.37).
Finally, we compute the second-order derivatives of � by deriving (2.38) one more

time. This gives

@2
�� D

��2P��.�/C �
p
�.� � 1/

2.�C �2P��.�//3
; @�@�� D �

1C P��.�/

2.�C �2P��.�//3
;

@2
�� D �

P��.�/

.�C �2P��.�//3
.�2

� �2.1C P��.�// � �
4P 2

��.�//;

and direct computations give the bounds on the second derivatives in formula (2.34).
Bounds (2.35) follow by direct inspection using that � D C.

Remark 2.6. It follows from (2.38) that the only smooth matching of action-angle vari-
able at � is the one that changes the sign of �˙. See also Figure 6 for illustration.

2.3. Further coordinates

In order to parametrize the trajectories of (2.3), further choices of coordinates will be
important.

2.3.1. Superintegrable coordinates. The Kepler problem (2.3) is superintegrable, and
therefore in an appropriate system of coordinates, only one scalar function evolves
along a trajectory. When we consider derivatives, it will be crucial to use this simplifi-
cation.
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L D 4

L D 2

L D 1 L D
1

2
L D

1

4

p
H D 1

p
H D 4

p
H D 2

p
H D 1

p
H D

3

4

p
H D

1

2

L D 1

Fig. 6. A foliation of planar dynamics of (2.3) near a given trajectory (in black) with
p
H D 1,

asymptotic velocity v1 D .1; 0; 0/ and L D 1. Left: trajectories (in red) for fixed
p
H D 1, v1 D

.1; 0; 0/, varying L. Right: trajectories (in blue) for fixed L D 1, varying
p
H (and thus v1 D

.
p
H; 0; 0/).

Inspecting (1.7), we see that such a system can be obtained from our asymptotic
action-angle coordinates by using .�; �; �;u;L/, where14

� WD
q

a
; � WD

a

q
# � a; � WD L; u WD

a
a
; (2.39)

and L is the angular momentum, for the direction of which we write l D L
L

. In particular,
note that � , � and L have dimension15 JxKJvK, while � and u are dimensionless (com-
pare (2.5)). Only � evolves along a trajectory of (2.3), namely as

� 7! �C t
q2

�3
; (2.40)

and using that # ? L (see, e.g., (2.16)), we can recover our action-angle variables from
the superintegrable coordinates via

# D
�2

q
�u �

�

q
L � u; a D

q

�
u: (2.41)

Remark 2.7. Clearly, the collection .�;�;�;u;L/ is not independent (since, e.g., �DjLj),
and in a strict sense only gives coordinates modulo further conditions. However, the slight
redundancy is convenient in that it provides relatively simple expressions for kinematic
quantities, and satisfies favorable Poisson bracket properties – see, for example, (3.11)
below.

14These are related to the Delaunay variables, where � would correspond to the “total orbital
action” and � to the “mean anomaly”, see, e.g., [16].

15So that their Poisson brackets are dimensionless, e.g., J¹�; f ºK D Jf K.
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Moreover, with (2.8) and (2.31) we can write

� D
�

�
;

2R
q

D u � 2�l � u:

With the notations

D.�; y/ WD

r
y2 C �2 C

1

4
� y;

N.�; y/ WD

r
y2 C �2 C

1

4
C
1

2
D D.�; y/C y C

1

2
;

(2.42)

we can then use (2.25), (2.28) and (2.26) to see that with � D �.�; �/ as in Lemma 2.5 it
holds

X D
�2

q

�
�C � C

1

2
C
D.�; �C �/

1C 4�2

�
u �

�

q

�
1C

2D.�; �C �/

1C 4�2

�
L � u;

V D
q

�

�
1 �

1

2N.�; �C �/
�

1

1C 4�2

D.�; �C �/

N.�; �C �/

�
u

C
q

�2

2

1C 4�2

D.�; �C �/

N.�; �C �/
L � u:

(2.43)

2.3.2. Past asymptotic action. The action-angle variables of Section 2.2 are constructed
such that the asymptotic action property (1.8) holds for the “future” evolution, i.e., as
t ! C1. However, we will also need to resolve the earlier “past” part of a trajectory,
for which the direction can differ markedly from its evolution in the long run (see, e.g.,
Figure 2). For this, we will need the past asymptotic action-angle coordinates .#.�/;a.�//,
with inverse .X.�/;V.�// defined in a similar way, except that we require instead that

lim
t!�1

V.�/.#.�/
C ta.�/; a.�// D a.�/:

Using that the trajectory is symmetric under reflexion from the plane spanned by L, R,
we easily see that the past asymptotic velocity is given by

a.�/
D �

2q
p
H

4HL2 C q2
R C

4H

4HL2 C q2
L � R:

We can proceed as before using the solutions of the Hamilton–Jacobi equation �˙. More
precisely, we define the change of variables on

�.�/
� WD

°
x � v < L2

p
H

q

±
and �

.�/
C WD

°
x � v > L2

p
H

q

±
to be given by the generating functions �

.�/
� .x; a.�// D ����.x;�a.�//, thus

A.�/.x; v/ WD �
2q

p
H

4HL2 C q2
R C

4H

4HL2 C q2
L � R;

‚.�/.x; v/ WD

´
ra�C.x;�A.�/.x; v// for .x; v/ 2 �.�/

� ;

ra��.x;�A.�/.x; v// for .x; v/ 2 �.�/
C ;
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and similarly define .X.�/;V.�//. We will need to understand the properties of the transi-
tion map .#; a/ 7! .#.�/; a.�//. Using the conservation laws, we see that

a.�/
D a; L.�/

D #.�/
� a.�/

D L; �.�/
D �;

2R
q

D �
a.�/

a
�
2

q
L � a.�/;

and taking the dot product of the last equality with a and L � a, we find that

a.�/ � a
a2

D
4�2 � 1

4�2 C 1
;

and therefore
a.�/

a
D
4�2 � 1

4�2 C 1

a
a
C

4�

4�2 C 1

l � a
a
:

Once again, looking at the action of scaling, we observe that, in �.�/
� ,

x � v D #.�/
� a.�/

� �
q

a
ln.

q
�.�/ C

q
�.�/ � 1/;

�.�/.x; a.�// D �.x;�a.�// D
a

2q
.jxjja.�/

j � a.�/
� x/:

Since we will transition between the past and future asymptotic actions at periapsis,
we compute that

a
a
�

x
jxj

D �
a.�/

a
�

x
jxj

D cos�p D
1

p
1C 4�2

; sin�p D
2�

p
1C 4�2

;

�p D �.�/
p D

.r C 1
r
/2

4
; r D .1C 4�2/1=4;

��p D �p D �
1

4
ln.1C 4�2/ D � .�/

p D ��.�/
p :

Together with their favorable Poisson bracket properties (see (3.48) below), this motivates
the following definition of the new coordinates as

�.�/
WD ��; �.�/

D ��C
1

2
ln.1C 4�2/; �.�/

D �;

u.�/
WD

1 � 4�2

4�2 C 1
u �

1

�

4

4�2 C 1
L � u D

�a.�/

a
; l.�/

D l;
(2.44)

and thus

L.�/
� u.�/

D
1 � 4�2

4�2 C 1
L � u C �

4�2

4�2 C 1
u:

Moreover, we see that the evolution of (2.3) in these coordinates reads

�.�/.t C s/ D �.�/.t/C
sq2

.�.�//3
;

and using that

�.�C �/ D x � v D �.�/.�.�/
C � .�//;
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we also verify that for the formulas in (2.43), we have

X.�; �; �; u;L/ D X.�.�/; �.�/; �.�/;u.�/;L.�//;

V.�; �; �; u;L/ D �V.�.�/; �.�/; �.�/;u.�/;L.�//:
(2.45)

2.3.3. Far and close formulations. To control weights and derivatives, we will have to
work with the far and close formulations of Section 1.6.2 in terms of � (resp. �0). The
associated nonlinear unknowns (see also (1.10)) are then


 WD � ı T �1
ıˆ�1

t ; 
.#; a; t / D �.X.# C ta; a/;V.# C ta; a/; t/;

 0 WD �0 ı T �1

ıˆ�1
t ; 
 0.#; a; t / D �.X.# C ta; a/;V.# C ta; a/C W.t/; t/;

with T defined in Proposition 1.4 and ˆt defined in (1.9). These unknowns 
 and 
 0

satisfy the purely nonlinear equations (compare (1.21), respectively, (1.22))

@t
 C ¹H4; 
º D 0; 
.t D 0/ D �0; H4 D Q .zX/ � W � zV; (2.46)

@t

0
C ¹H0

4; 

0
º D 0; 
 0.t D 0/ D �00; H0

4 D Q .zX/ � PW � zX; (2.47)

with, as in (1.20),

 .y; t / D �
1

4�

“
1

jy � zX.�; ˛/j
.
 0/2.�; ˛; t/ d�d˛

D �
1

4�

“
1

jy � zX.�; ˛/j

2.�; ˛; t/ d�d˛;

PW D Qrx .0; t/; W.t/ �!
t!T �

0:

With the notation

†uW Px;v ! Px;v; .x; v/ 7! .x; v C u/; u 2 R3;

by construction in (2.47), we have that


 0 D 
 ı Mt ; Mt WD ˆt ı T ı†W.t/ ı T �1
ıˆ�1

t ; (2.48)

and Mt WP#;a ! P#;a is a canonical diffeomorphism.
This distinction is relevant when zX D X ıˆ�1

t is relatively small or large, i.e., in the
“close” and “far” regions

�cl
t WD ¹.#; a/ W jzX.#; a/j � 10htiº; �far

t WD ¹.#; a/ W jzX.#; a/j � htiº;

which decompose phase space P#;a D �cl
t [�far

t . We note that

zX ı Mt D
zX; (2.49)

so ��
t , � 2 ¹cl; farº are invariant under Mt , and in particular“

��
t

F.zX.#; a//
2.#; a/ d#da D

“
��

t

F.zX.#; a//.
 0/2.#; a/ d#da:
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Remark 2.8. We highlight that the close formulation (2.47) provides an initial value
problem for 
 0, for which only PW (and not W ) is involved. Different choices of normal-
ization of W a priori correspond to different solutions 
 in the far formulation, which
however all share the same electric potential, as is clear from (2.49). On a given time
interval Œ0; T ��, it is the choice of normalization of W such that W.t/!t!T � 0 which
yields the equivalent far formulation in terms of 
 .

If wWP#;a ! R is a weight function, then we have that

w
 0 D .w0
/ ı Mt ; w0
WD w ı M�1

t ; (2.50)

and we have the following bounds between primed and unprimed weights (in the super-
integrable coordinates (2.39) of Section 2.3.1).

Lemma 2.9. Let .a0; � 0; �0; �0/ WD .a; �; �; �/ ı M�1
t . Then

ja � a0j C
qj� � � 0j

�� 0
. jW.t/j . 1; (2.51)

and on �cl
t , it holds that

j� � �0j . htijW.t/j;

j� � �0j . htijW.t/j.a2
C .a0/2 C aC a0/C ln.1C 2

p
.aC a0/htijW.t/j/:

In particular, moments in a on 
 , 
 0 are comparable in the sense that

khaip
1kLr � 2khaip
2kLr C CpjW.t/jpk
2kLr (2.52)

for 
1; 
2 2 ¹
; 
 0º, p � 0, r 2 ¹2;1º.

Proof. We have that

a2
� .a0/2 D jVj

2
C

q

jXj
� jV � W.t/j2 �

q

jXj
D 2W.t/ � V � jW.t/j2; (2.53)

and thus (e.g., by distinguishing whether a � jW.t/j or a > jW.t/j)

ja � a0j . jW.t/j:

The bound for � D q
a

follows directly, whereas we compute that

j� � �0j . jzX � zV � zX � .zV � W.t//j . htijW.t/j:

Finally, we have by (2.27) that � D a
q
# � a D

a
q
.X � V/ � � , and thus

�C t
a3

q
D � ıˆ�1

t D
a

q
.zX � zV/ � � ıˆ�1

t ;

�0 C t
.a0/3

q
D � ıˆ�1

t ı M�1
t D

a0

q
.zX � .zV � W.t/// � � ıˆ�1

t ı M�1
t ;
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so that

� � �0 D t
.a0/3 � a3

q
C
a � a0

q
.zX � zV/C

a0

q
.zX � W.t//

C .� ıˆ�1
t ı M�1

t � � ıˆ�1
t /: (2.54)

The first three terms are bounded directly, whereas for the last one we observe that (as can
be seen directly from definition (2.15) of � in terms of x and a) it holds that

j� ıˆ�1
t ı M�1

t � � ıˆ�1
t j . ja � a0j.aC a0/hti;

and thus from (2.27) we obtain

j� ıˆ�1
t ı M�1

t � � ıˆ�1
t j D

ˇ̌̌
ln

� p
�C

p
� � 1

p
�0 C

p
�0 � 1

�ˇ̌̌
.

ˇ̌̌
ln

�
1C

2.� � �0/

.
p
�C

p
�0/.

p
� � 1C

p
�0 � 1/

�ˇ̌̌
. ln.1C 2

p
ja � a0j.aC a0/hti/:

Now the equivalence of norms (2.52) follows from the bounds in (2.51) using (2.50)
as well.

Furthermore, we need to detail how the linear trajectories interplay with the close/far
regions. The following lemma shows that a trajectory of the linearized system (2.3) can
enter or exit the close region �cl

t at most once.

Lemma 2.10. Let .X.t/; V.t// be a trajectory of (2.3). Assume that for t1 < t2, we
have that X.t1/ 2 �cl

t1
n �far

t1
and X.t2/ 2 �far

t2
n �cl

t2
. Then for all t � t2, it holds that

X.t/ 2 �far
t .

Proof. We recall from Remark 2.1 that

d2

dt2
jX.t/j2 D jV.t/j2 CH;

d

dt
jX.t/j2 D 2X.t/ � V.t/;

d

dt
jV.t/j2 D q

X.t/ � V.t/
jX.t/j3

;

(2.55)

so that t 7! jX.t/j2 is convex, and in particular has at most one minimum, and jXj and jVj

have same monotonicity.
To prove the claim, we assume that 0 � t1 < t2 and

jX.t1/j D ht1i; jX.t2/j D 10ht2i:

Since jX.t2/j > jX.t1/j, we have that the periapsis occurs before t2, and thus jV.t/j is
monotone increasing on Œt2;1/.

By convexity, we see that jX.s/j � jX.t2/j for t1 � s � t2, and by conservation of
energy, this implies that jV.s/j � jV.t2/j. If jV.t2/j � 9, we obtain that

jX.t2/j � .t2 � t1/jV.t2/j C jX.t1/j � 9.t2 � t1/C ht1i < 10ht2i;



B. Pausader, K. Widmayer, J. Yang 40

which is impossible. Now, since jV.t/j is increasing on .t2;1/, integrating twice the first
equation in (2.55), we find that, for t � t2,

jX.t/j2 � jX.t2/j2 C
.jV.t2/j2 CH/.t � t2/

2

2
� 92

�
1C t22 C

.t � t2/
2

2

�
� 3.1C t2/;

and thus X.t/ 2 �far
t .

3. Some kinematics and Poisson brackets

We now develop quantitative estimates on some dynamically relevant quantities. We recall
from (2.43) the expressions of X and V in terms of the superintegrable coordinates as

X D X1.�; �; �/u CX3.�; �; �/L � u;
V D V1.�; �; �/u C V3.�; �; �/L � u

(3.1)

with

X1.�; �; �/ D
�2

q

�
�C � C

1

2
C

D

1C4�2

�
; X3.�; �; �/ D �

�

q

�
1C

2D

1C4�2

�
;

V1.�; �; �/ D
q

�

�
1 �

1

2N
�

1

1C 4�2

D

N

�
; V3.�; �; �/ D

q

�2

2

1C 4�2

D

N
;

(3.2)

where we abbreviated

D D D.�; �C �/ and N D N.�; �C �/:

Since only � evolves along a trajectory of (2.3), with (2.40) we directly obtain the corre-
sponding expressions

zX D X.�; �C tq2��3; �;u;L/;
zV D V.�; �C tq2��3; �;u;L/:

In the following, it will be useful to recall some simple bounds on the functions
involved in the formulas defined in (2.42):

0 � D.�; y/ � 2

r
y2 C �2 C

1

4
;

1¹y>0ºD.�; y/ �
�2 C

1
4q

y2 C �2 C
1
4

;

@yD.�; y/ D �
D.�; y/q
y2 C �2 C

1
4

;

@�D.�; y/ D
�q

y2 C �2 C
1
4

D @�N.�; y/;

max¹1; jyj; �º � N.�; y/ � 1C jyj C �;

�1 � @yN.�; y/; @�N.�; y/ � 1;

(3.3)
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and

@2
yD.�; y/ D @2

yN.�; y/ D
D.�; y/

y2 C �2 C
1
4

q
y2 C �2 C

1
4
C yq

y2 C �2 C
1
4

;

@�@yD.�; y/ D @�@yN.�; y/ D �
y�

.y2 C �2 C
1
4
/3=2

;

@2
�D.�; y/ D @2

�N.�; y/ D
y2 C

1
4

.y2 C �2 C
1
4
/3=2

:

(3.4)

Estimates on X. Looking at (2.24) at periapsis (when x � v D 0), we find that

jXj �
�2

2q
h�i (3.5)

but we need more precise bounds.

Corollary 3.1. We have the uniform bounds

1

10

r
�2 C �2 C

1

4
�

s
a2

q2
.x � v/2 C �2 C

1

4
� 10

r
�2 C �2 C

1

4
(3.6)

and

ta

100
� 100 �

h
1C

q

a2
.j�j C �/

i
� jX.# C ta; a/j

� 100taC 100 �
h
1C

q

a2
.j�j C �/

i
: (3.7)

Proof. Bounds (3.6) follow from (2.34) since

x � v D �C �:

The bound for X�1 follows from estimates (3.3). The bound on jXj follows from the first
formula in (2.25). If x � v > 0, or if 4�2 … Œ1

2
; 2�,

jX
ˇ̌̌
�

ˇ̌̌
X �

a
a
j �

q

a2

h1
2
C

q2

.2R/2

s
a2

q2
.x � v/2 C

.2R/2

4q2
C
4a2L2

.2R/2
a

q
.x � v/

i
�
q

a2

�
1C

a

q
jx � vj

�
;

while if x � v < 0 and 1
2
� 4�2 � 2, we use the orthogonal direction to get

jXj �

ˇ̌̌
X �

L � a
aL

ˇ̌̌
�
2aL

a2

h1
2
C

q2

.2R/2

�s
a2

q2
.x � v/2 C

.2R/2

4q2
�
a

q
.x � v/

�i
�

q

2a2
j�j �

L

a
j� j:
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3.1. Poisson brackets

We will make extensive use of the properties of the Poisson bracket

¹f; gº D rxf � rvg � rvf � rxg:

Recalling that by construction the change of variables T W .x; v/ 7! .A; ‚/ in Proposi-
tion 1.4 is canonical, we see that T leaves the Poisson bracket invariant: for any func-
tions f , g, we have that

¹f; gº D ¹f ı T ; g ı T º ı T �1
D ¹f ı T �1; g ı T �1

º ı T :

In other words, we can compute Poisson brackets in either system of physical .x; v/ or
action-angle coordinates .#; a/, and will slightly abuse the notation by simply writing
this as

¹f; gº D rxf � rvg � rvf � rxg D r#f � rag � raf � r#g:

Two further useful facts are the Leibniz rule and the Jacobi identity

0 D ¹f; ¹g; hºº C ¹g; ¹h; f ºº C ¹h; ¹f; gºº; (3.8)

which can be verified by straightforward computations. Finally, the nonlinear analysis
will exploit in important ways that the integral of a Poisson bracket vanishes“

¹f; gº dxdv D 0; (3.9)

provided that the derivatives of the functions have appropriate decay.
Moreover, the Poisson brackets define symplectic gradients which we will use as vec-

tor fields to control regularity.

Remark 3.2. Not all vector fields are symplectic gradients (symplectic gradients are
divergence-free), but the canonical basis is made of symplectic gradients. In addition,
we have a few distinguished vector fields:16

¹�; a2
º D

°
�; jvj2 C

q

jxj

±
D 2v � rx C 2q

x
jxj3

� rv;

¹�;Lj
º D 2

jkl#k@#l C 2
jkl ak@al ;

¹�; # � aº D # � r# � a � ra:

We recognize that the first vector field above is nothing but the Hamiltonian vector field
associated to the linearized dynamics, while the next two are the Noether vector fields as-
sociated to the invariance of the equations under rotations .x;v/ 7! .Rx;Rv/, R 2 SO.3/
and to the invariance of the equation under rescaling .x; v/ 7! .�x; ��1v/, � 2 RC.

16Here and in what follows, we use 2jkl to denote the Levi-Civita-symbol in three dimensions.
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A crucial first Poisson bracket identity is the one showing that the Kepler problem is
integrable, i.e.,

¹a2;Lº D ¹H;Lº D 0:

We have several nice properties in coordinates .x; v/, in which the nonlinearity has a sim-
ple expression,

¹x; aº D
1

2a

°
x; jvj2 C

q

jxj

±
D a�1v; ¹x; Lº D l � x;

¹v; aº D
q

2a

x
jxj3

; ¹v; Lº D l � v:
(3.10)

Both classical coordinates .x;v/ and action-angle coordinates .#;a/ satisfy the canon-
ical Poisson bracket relations

¹#j ; #k
º D ¹aj ; ak

º D 0 D ¹xj ; xk
º D ¹vj ; vk

º; ¹#j ; ak
º D ıjk D ¹xj ; vk

º:

While the superintegrable coordinates (2.39) are better adapted to the linear evolution,
their Poisson bracket relations are not canonical anymore, but still relatively convenient:
we have that

¹�; �º D 1; 0 D ¹�; �º D ¹�;uº D ¹�;Lº D ¹�; �º D ¹�;uº D ¹�;Lº D ¹�;Lº;

¹�;uº D �l � u; ¹uj ;uk
º D 0; (3.11)

¹Lj ;uk
º D 2

jkaua; ¹Lj ;Lk
º D 2

jkaLa;

and ¹.L � u/a;Lbº D Laub � Lbua.

Remark 3.3. Note that Poisson brackets with � follow from those with L, since for any
scalar function � it holds that

¹�; �º D lj ¹�;Lj
º:

However, for some computations it is useful to keep treating the Poisson bracket with �
separately.

3.1.1. Estimates on derivatives of X and V. In treating the nonlinear terms, Poisson
brackets of the kinematic quantities zX and zV with the superintegrable coordinates arise.
With (3.10), we can explicitly compute some of the relevant Poisson brackets:

¹a; zXº D �

zV
a
; ¹�; zXº D

�2

q

zV
a
; ¹�; zXº D �l � zX;

¹a; zVº D �
�

2

zX
jzXj3

; ¹�; zVº D
�3

2q

zX
jzXj3

; ¹�; zVº D �l � zV:
(3.12)

As a consequence,

¹¹�; zXj
º; �º D

�2

q2

�
3zVj

¹�; �º C �¹zVj ; �º
�
;

¹¹�; zVj
º; �º D 3

�2

2q

zXj

jzXj3
¹�; �º C

�3

2q

1

jzXj3

h
¹zXj ; �º � 3

zXj zXk

jzXj2
¹zXk ; �º

i
:

(3.13)
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More generally, for a vector of the form U D U1.�; �; �/u C U3.�; �; �/L � u (such
as X and V in (3.1) and (3.2)), and ˛ 2 ¹�; �; �º, we slightly abuse notation by writing
@˛U D @˛U1u C @˛U3L � u, and can then use the chain rule and the Poisson bracket
relations (3.11) to resolve Poisson brackets of a scalar function � with U as

¹U j ; �º D ¹U j ; �º¹�; �º � ¹U j ; �º¹�; �º C @�U j
¹�; �º C U1¹uj ; �º

C U32
jcd Lc

¹ud ; �º C U32
jcd ud

¹Lc ; �º; (3.14)

where we have used that @�U D ¹U ; �º and @�U D �¹U ; �º.
We now collect bounds on the Poisson brackets. From (3.12), it directly follows that

j¹�; zXºj �
�2

q
; j¹�; zXºj D jzXj; j¹�; zVºj �

�3

2q

1

jzXj2
; j¹�; zVºj D jzVj: (3.15)

Furthermore, we have the following.

Lemma 3.4. We have the following bounds for first-order Poisson brackets:

j@�
zXj . ��1�h�i�2

jzXj; j¹zX; �ºj . ��1
jzXj C tq��2;

j@�
zVj . q��2�h�i�3; j¹zV; �ºj . q��2.1C t�jzXj

�2/;
(3.16)

and for second-order Poisson brackets for zX:

j¹¹zX; �º; �ºj .
��2

q

�3

� jzXj
�2;

j¹¹zX; �º; �ºj .
�

q
� .1C t�jzXj

�2/;

j¹¹zX; �º; �ºj . ��2
jzXj C tq��3

C t2q��2
jzXj

�2;

j@2
�
zXj . ��2

h�i�2
jzXj; j@�¹�; zXºj .

�

q
� �h�i�3;

j@�¹
zX; �ºj . ��2

h�i�1.jzXj C tq��1/;

(3.17)

and for second-order Poisson brackets for zV:

j¹¹zV; �º; �ºj .
�5

q2
� jzXj

�3; j¹¹zV; �º; �ºj .
�2

q
� jzXj

�2
�
1C

tq

�jzXj

�
;

j¹¹zV; �º; �ºj . q��3
C tq��2

jzXj
�2

C t2q2��3
jzXj

�3;

j@2
�
zVj . qh�i�3��3; j@�¹�; zVºj .

�2

q
�h�i�2

jzXj
�2;

j@�¹
zV; �ºj . q��3

h�i�1.h�i�1
C t�jzXj

�2/:

(3.18)

Proof. We begin by noting that we can rewrite (2.43) as

X D
�2

q

� N

1C 4�2
C

4�2

1C 4�2

�
�C � C

1

2

��
u �

�2

q
�
�
1C

2D

1C 4�2

�
l � u;
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and therefore (e.g., by distinguishing whether � > 1
4

or � �
1
4

and using the bound on N
in (3.3)),

�2

q
h�i.1C h�i�2D/ . jXj; (3.19)

and in particular jX3j . ��1h�i�1jXj. Moreover, since � D
�
�

and � essentially only
depends on �.�; �/ (see (2.27)), we have that

��@�� D �@�� D �; ��@�� D �@�� D �@��;

and thus forD DD.�; �C �/, we have that ��@�D D �@�D, .�@�/
2D D .�@�/

2D and

�@�D D @�D C @��@yD;

.�@�/
2D D @2

�D C 2@��@�@yD C .@��/
2@2

yD C @2
��@yD;

�@�N D @�D C @��@yN;

.�@�/
2N D @2

�D C 2@��@�@yD C .@��/
2@2

yN C @2
��@yN:

(3.20)

Using (2.34) and (3.3)–(3.4), we obtain that

�j@�Dj .
�

N
.1C h�i�2D/; h�ij.�@�/

2Dj . 1; (3.21)

and similarly

�j@�N j . �.h�i�2
C
1

N
/ .

�

h�i
; h�ij.�@�/

2N j . 1: (3.22)

Step 1: First-order derivatives. We are now ready to prove (3.16). From (3.2), we have
that

@�X1 D
�

q

�
@�� C

�@�D

1C 4�2
�

D

1C 4�2

8�

1C 4�2

�
;

@�X3 D �
2

q

� �@�D

1C 4�2
�

D

1C 4�2

8�

1C 4�2

�
;

(3.23)

and thus
j@�X1j C �j@�X3j . ��1�h�i�3

jXj;

so that
j@�Xj . ��1�h�i�2

jXj:

Since

�@�X1 D 2X1 � �@�X1; �@�X3 D X3 � �@�X3; (3.24)

it directly follows that
j�@�Xj . jXj:

Moreover, we have that

¹zX; f º D ¹X; f ıˆtº ıˆ
�1
t ;
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and thus in particular, using (3.12),

¹zX; �º D ¹X; � � tq2��3
º ıˆ�1

t D @�X ıˆ�1
t � 3t��1 zV; (3.25)

which gives the bound

j¹zX; �ºj . ��1
jzXj C tq��2:

For V, we compute that

@�V1 D
q

�2

� 1

2N

�@�N

N
�

1

1C 4�2

D

N

��@�D

D
�
�@�N

N
�

8�

1C 4�2

��
;

@�V3 D
q

�3

2

1C 4�2

D

N

��@�D

D
�
�@�N

N
�

8�

1C 4�2

�
;

(3.26)

and thus, using (3.21) and (3.22),

j@�Vj . q��2�h�i�3:

With
�@�V1 D �V1 � �@�V1; �@�V3 D �2V3 � �@�V3; (3.27)

we obtain the bound
j�@�Vj . q��1: (3.28)

Using (3.12), we have

¹zV; �º D ¹V; � � tq2��3
º ıˆ�1

t D @�V ıˆ�1
t �

3

2
tq��1

zX
jzXj3

; (3.29)

and we deduce that
j¹zV; �ºj . q��2.1C t�jzXj

�2/:

Step 2: Second-order derivatives. We now turn to (3.17). The double Poisson brackets
involving � follow from (3.13) and (3.15)–(3.16). From (3.23), we have that

@2
�X1 D

1

q

�
@2

�� C
�2@2

�
D

1C4�2
� 2

�@�D

1C4�2

8�

1C4�2
�

D

1C4�2

8

1C4�2

1 � 12�2

1C4�2

�
;

@2
�X3 D �

2

q�

� �2@2
�
D

1C 4�2
� 2

�@�D

1C 4�2

8�

1C 4�2
�

D

1C 4�2

8

1C 4�2

1 � 12�2

1C 4�2

�
;

(3.30)

and using (2.34) and (3.21)–(3.22), then (3.19), we obtain

j@2
�Xj . ��2

h�i�2
jXj;

which, deriving once more the equality in (3.24), also implies that

h�ij@�@�Xj C j@2
� Xj . ��2

jXj:
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By (3.25), we have that

¹¹zX; �º; �º D ¹@�X; � � tq2��3
º ıˆ�1

t � ¹3t��1 zV; �º

D @2
� X ıˆ�1

t � 3t��2.2zV C �@�V ıˆ�1
t / � 3t��1

¹zV; �º;

where we have used that ¹@�X; �º D @�¹X; �º D �@�.�
3q�2V/. Hence by (3.16), it holds

that
j¹¹zX; �º; �ºj . ��2

jzXj C t��3q C t2��2qjzXj
�2:

From (3.25), it also follows that

@�¹
zX; �º D @�@�X ıˆ�1

t � 3t��1@�
zV; (3.31)

which gives the bound

j@�¹
zX; �ºj . ��2

h�i�1.jzXj C tq��1/:

The bounds on zV in (3.18) are obtained similarly. The Poisson brackets involving � follow
from (3.13) and (3.15)–(3.16). For the other bounds, we compute from (3.26) that

@2
�V1 D

q

�3

h 1

2N

�2@2
�
N

N
�
1

N

��@�N

N

�2

�
1

1C 4�2

D

N

��@�D

D
�
�@�N

N
�

8�

1C 4�2

�2

�
1

1C 4�2

D

N

�
�

��@�D

D

�2

C
�2@2

�
D

D
C

��@�N

N

�2

�
�2@2

�
N

N

C
8

1C 4�2

1 � 4�2

1C 4�2

�i
; (3.32)

@2
�V3 D

q

�4

2

1C 4�2

D

N

h��@�D

D
�
�@�N

N
�

8�

1C 4�2

�2

�

��@�D

D

�2

C
�2@2

�
D

D

C

��@�N

N

�2

�
�2@2

�
N

N
C

8

1C 4�2

1 � 4�2

1C 4�2

i
;

and thus, observing that the terms involving . �@�D
D

/2 cancel in each terms, and using
(3.21)–(3.22),

j@2
�Vj . qh�i�3��3;

which, deriving (3.27), also implies that

h�i2
j@�@�Vj C j@2

� Vj . q��3:

By (3.29), we have that

¹¹zV; �º; �º D ¹@�V; � � tq2��3
º ıˆ�1

t �
3

2
tq

°
��1

zX
jzXj3

; �
±

D @2
� V ıˆ�1

t �
3

2
tq��2

�
2

zX
jzXj3

C �@�

� X
jXj3

�
ıˆ�1

t

�
�
3

2
tq��1

° zX
jzXj3

; �
±
;
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and hence
j¹¹zV; �º; �ºj . q��3

C tq��2
jzXj

�2
C t2q2��3

jzXj
�3:

Note that (3.29) also gives

@�¹
zV; �º D @�@�V ıˆ�1

t �
3

2
tq��1@�

� zX
jzXj3

�
; (3.33)

and thus
j@�¹

zV; �ºj . qh�i�2��3
C tq��2

h�i�1
jzXj

�2:

3.2. Improvements in the outgoing direction

In addition, we can obtain an improvement in the “bulk region”

B WD

°
.#; a/ 2 P#;a W aC � �

q

hqi

t1=4

10
; �j�j C � � 10�3ta2

±
; (3.34)

which will be important for obtaining precise bounds on the electric field as in Proposi-
tions 4.1 and 4.4.

Lemma 3.5. In the bulk region, it holds that zZ WD zX � t zV and zV satisfy better bounds

jzZj .
�2

q
lnhti C

�2

q
.1C j�j C �/; jzV � aj .

�2

q

1

hti
; (3.35)

and in particular

jzX � taj .
�2

q
lnhti C

�2

q
.1C j�j C �/: (3.36)

Proof. Using (2.43), we directly express

zZ D
�2

q

�
�C z� C

1

2
C
ta3=q

2N

�
u �

�2

q
�.l � u/C

�2

q

D

1C 4�2
�

�
1C

ta3=q

N

�
�
2R
q
;

zV � a D �
q

2N

�
u C

D

1C 4�2

2R
q

�
D �

q

2N

��
1C

D

1C 4�2

�
u � 2

�D

1C 4�2
l � u

�
;

and using Corollary 3.1, we find that, in the bulk,

jzXj . ta; jz� j . lnhti; N &
tq2

�3
; D . 1:

Hence (3.35) follows by direct inspection and directly implies (3.36).

Remark 3.6. In fact, using the equations above, one can push the asymptotic develop-
ment further

zZ D
�2

q

�
�
1

2
ln

� ta3

q

�
C �C ln

�e
2

�
�
1

4

ln. ta3

q
/

ta3

q

�
u �

��

q
.l � u/CO

��2

q

�2 C h�i

ta3

q

�
;
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and in particular, we have the asymptotics of trajectories

zX D

�
at �

1

2

q

a2
ln

� ta3

q

��
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
CO.1/;

zV D a
�
1 �

q

2ta3

�
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
CO.t�2/:

Along the “future” part of a trajectory, i.e., after periapsis (roughly speaking), some
important improvements for the � derivatives in these bounds are possible.

Lemma 3.7. In the region ¹X � V > ��h�iº, we have the bounds

jX3j C j@�Xj . �
�

q

�2

qjXj
.
�

q

�

h�i
; j@2

�Xj .
1

q

�2

qjXj
;

jV3j C j@�Vj .
�2

q

1

jXj2

�

h�i
; j@2

�
zVj .

�

q
h�i�1 1

jzXj2
;

j@�¹X; �ºj .
�5

q3

�

h�i
jXj

�2; j@�¹V; �ºj .
�4

q2

�

h�i
jXj

�3:

(3.37)

Moreover, for t � 0 we also have that, in the region ¹zX � zV > ��h�iº,

j@�¹
zX; �ºj .

�

qjzXj

��h�i
q

C
t

jzXj

�
; j@�¹

zV; �ºj .
1

jzXj2

� �
q
C

t

jzXj

�
: (3.38)

Remark 3.8. Along the “past” part of a trajectory, i.e., in the region ¹X � V < ��h�iº, we
can use the past asymptotic actions of Section 2.3.2 to obtain the same, improved bounds:
this follows from the fact that the expressions of X and V are identical (see (2.45)), and
satisfy the same Poisson bracket relations (see (3.48)).

Proof of Lemma 3.7. We treat separately the regions ¹jX � Vj � h�i�º and ¹X � V> h�i�º.

(1) The region ¹jX � Vj � h�i�º. Since by formula (2.6) along a trajectory of (2.3) it
holds

d

dt
X � V �

1

2
a2;

a trajectory passes through the region ¹jX � Vj � h�i�º in time at most

2�h�i � 2a�2
D 4q�2�3

h�i:

Letting tp denote the time of periapsis (where by (2.24), jX.tp/j � �2

q
h�i), we thus have

by (2.6) that in this region

�4

q2
h�i2

� jXj
2
� jX.tp/j2 C

Z t

tp

ˇ̌̌ d
dt

jX.s/j2
ˇ̌̌
ds .

�4

q2
h�i2:

The claimed bounds then follow from those in Lemma 3.4.
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(2) The region ¹X � V > h�i�º. Here the claim follows from the bounds on D, N and
their derivatives in (3.3). (Here again, we write D D D.�; �C �/ and N D N.�; �C �/

if not specified otherwise.) To begin, we observe that since �C � D ��1X � V > h�i > 0,
we can use the bound from (3.3),

1y�0D.�; y/ D 1y�0

�2 C
1
4q

y2 C �2 C
1
4
C y

�
�2 C

1
4q

y2 C �2 C
1
4

;

to deduce from (3.2) the bounds

1

2

�2

q
N � jX1j � 2

�2

q
N;

�

q
� jX3j � 2

�

q
: (3.39)

Since moreover

D .
h�i2

N
. h�i;

we can strengthen (3.21) and (3.22) to

�j@�Dj .
�

N
; �j@�N j .

�

h�i
: (3.40)

Furthermore, we note from (2.30) that, after periapsis, � & q��2jXj and using (2.35), we
see that

j@�� j . ���1 . �
�2

qjXj
:

From (3.23) and (3.39)–(3.40), it thus follows that

j@�X1j .
�

q
�
�2

qjXj
; j@�X3j .

1

q

�

h�i2

1

N
.
1

q

�

h�i2

�2

qjXj
; (3.41)

and this gives the first and second bounds in (3.37). From (3.2), we have that

jV1j .
q

�
; jV3j .

q

�2

1

N 2
;

and by (3.26), we obtain

j@�Vj � j@�V1j C �j@�V3j .
q

�2

1

N 2

�

h�i
.
�2

q

1

jXj2

�

h�i
; (3.42)

where we used that jXj . �2

q
N by (3.39).

Inspecting (3.20), (3.3)–(3.4) with the improved bound in (2.35), we obtain the bound
j.�@�/

2Dj . N�1, and we obtain from (3.30) that

j@2
�X1j . h�i�1 1

q

�2

qjXj
; j@2

�X3j .
1

q�

1

h�i2

1

N
.

1

q�

1

h�i2

�2

qjXj
;

which gives

j@2
�Xj .

1

q
h�i�1 �2

qjXj
:
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Similarly, deriving (3.24), we obtain that

j@�@�Xj .
h�i

q

�2

qjXj
;

and using (3.31) and (3.42), we obtain (3.38). Similarly, starting from (3.32), we obtain
the improved bound

j@2
�Vj .

q

�3
h�i�1 1

N 2
.
�

q
h�i�1 1

jXj2
;

and deriving (3.27) and using (3.42), we find that

j@�@�Vj .
�

q

1

jXj2

�

h�i
;

and thus the second bound in (3.38) follows from (3.33).

We can now compute some bounds which will be instrumental for the propagation
of moments and derivatives in Section 5. We begin with some Poisson brackets that are
simple to compute.

Corollary 3.9. We have the general bounds

j¹zX; aºj .
q

�2
jzXj; j¹zV; aºj .

q2

�3h�i2
;

while in the bulk region, we have the stronger bounds

1B j¹zX; aºj . 1; 1B j¹zV; aºj .
�3

q2
hti�2; 1B j¹zV; �ºj .

q

�2
;

and the more precise formula

1B j@�
zX � 2zXj �

�2

q
� � jzXj: (3.43)

Proof. Using (3.12) and (3.11), we compute that

¹zXj ; ak
º D ¹zXj ; aºuk

C a zX32
jmn

¹Lm;uk
ºun

D a�1 zVj uk
� a zX3.ı

jk
� uj uk/;

¹zVj ; ak
º D ¹zVj ; aºuk

C a zV32
jmn

¹Lm;uk
ºun

D
�

2

zXj

jzXj3
uk

� a zV3.ı
jk

� uj uk/:

The first four bounds follow by inspection using (3.2) and (3.19). The bound on ¹zV; �º
follows using (3.28) and (3.29). For (3.43), we observe that by (3.24) we have

�@�
zX D 2zX � �@�

zX1u � . zX3 C �@�
zX3/L � u;

which we can estimate in the bulk B with (3.39) and (3.41) from the proof of Lem-
ma 3.7.

We will also need some derivative bounds.



B. Pausader, K. Widmayer, J. Yang 52

Lemma 3.10. We have the general derivative bounds

j¹zX; 
ºj C j¹zZ; 
ºj .q Œt .�
�1

C ��3/C 1C �4
C j�j2 C �2� �

X
f 2SIC

wf j¹f; 
ºj;

j¹a; 
ºj C j¹zV; 
ºj .q

h
1C ��3

C
t C ��1

jzXj

i
�

X
f 2SIC

wf j¹f; 
ºj;

(3.44)

and in the bulk, we have the more precise bounds

1B j¹zZ; 
ºj . h�i2 lnhti �
X

f 2SIC

wf j¹f; 
ºj;

1B j¹zV � a; 
ºj .
� C �3

t
�

X
f 2SIC

wf j¹f; 
ºj:

(3.45)

Proof. For control of ¹zX; 
º, we use (3.14) to get

¹zX; 
º D
�2¹zXj ; �º

1C �
w�¹�; 
º �

.1C �/¹zXj ; �º

�2
w�¹�; 
º

C .1C ��1/@�
zXj lk � wL¹Lk ; 
º C zX1wu¹uj ; 
º

C zX32
jcd .Lc

� wu¹ud ; 
º C ud .1C ��1/ � wL¹Lc ; 
º/;

and using (3.15) and (3.16) with (3.7), this gives the bound on ¹zX; 
º in (3.44). The
general bounds for ¹zV; 
º follows similarly, while the improved bounds follow from
Corollary 3.9. In addition,

¹a; 
º D �
q

�2
¹�; 
ºu C

q

�
¹u; 
º:

The estimates of ¹zZ; 
º follow along similar lines. Starting with

zZ D zZ1u C zZ3L � u;

zZ1 D
�2

q

�
�C z� C

�1
2
C

zD

1C 4�2

��
1C

tq2

�3 zN

��
;

zZ3 D �
2�

q

�1
2
C

zD

1C 4�2

��
1C

tq2

�3 zN

�
;

where zD D D.�; �C tq2

�3 / and similarly for z� and zN , we compute that

¹ zZ1u; 
º D
¹�; 
º

�
u
h
2 zZ1 �

�2

q

�
�@�z� C

3tq2

�3
@�z� C

�1
2
C

zD

1C 4�2

� tq2

�3 zN

�

�
3 �

�@�
zN

zN
�
3tq2

�3

@�
zN

zN

�
C

1

1C 4�2

�
1C

tq2

�3 zN

��
�@�

zD C
3tq2

�3
@�

zD �
8�2

1C 4�2
zD

��i
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C ¹�; 
ºu
�2

q

h
1C @�z� �

�1
2
C

zD

1C4�2

�
@�

zN C
1

1C4�2

�
1C

tq2

�3 zN

�
@�

zD
i

C
¹�; 
º

�
u
�2

q

h
@�z� �

�1
2
C

zD

1C 4�2

� tq2

�3 zN

@�
zN

zN

C
1

1C 4�2

�
1C

tq2

�3 zN

��
@�

zD �
8�

1C 4�2
zD

�i
C zZ1¹u; 
º;

and similarly

¹ zZ3; 
º D
¹�; 
º

�
�

h
� zZ3 C

2�

q

1

1C4�2

�
1C

tq2

�3 zN

��
�@�

zD �
8�2

1C4�2
zD C

3tq2

�3
@�

zD
�

�
2�

q

�1
2
C

zD

1C 4�2

� tq2

�3 zN

�
�3C

3tq2

�3

@�
zN

zN
C
�@�

zN

zN

�i
C ¹�; 
º �

h
�
2�

q

�
1C

tq2

�3 zN

�
@�

zD C
2�

q

�1
2
C

zD

1C 4�2

� tq2

�3 zN

@�
zN

zN

i
C

¹�; 
º

�
�
2�

q

h 1

1C 4�2

�
1C

tq2

�3 zN

��
� �@�

zD C
8�

1C 4�2
zD

�
C

�1
2
C

zD

1C 4�2

� tq2

�3 zN

@�
zN

zN

i
:

In general, we have that

j zZ1j .
�2

q
.1C j�j/C

tq

�
; j zZ3j .

�

q
.1C j�j/C

tq

�2
; j�@�z� j . 1; j@�z� j . h�i�1;

and we obtain the bound

j¹zZ; 
ºj .
1

1C �

��3

q
.j�j C 1/C tq

�
� w� j¹�; 
ºj

C
1C �

q

�
1C

j�j C tq2��3

1C �2

�
� w�j¹�; 
ºj

C

�
t
q

�
C
�2

q
.j�j C �/

�
� wuj¹u; 
ºj

C
1C �

q

�
1C

j�j C tq2��3

1C �2

�
� wLj¹L; 
ºj;

from which we deduce (3.44). In the bulk B, we have that

j zZ1j .
�2

q
ln.2C t /; j zZ3j .

�

q
; j@�z� j .

�6�

t2q4
; j@�z� j .

�3

tq2
;

tq2

�3 zN
. 1;

zD .
�3.1C �2/

tq2
; j@�

zDj .
�6.1C �2/

t2q4
; j@�

zN j D j@�
zDj .

�3�

tq2
; j@�

zN j . 1;
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and this gives that

1B j¹zZ; 
ºj .
�3

q.1C �/
lnhti � w� j¹�; 
ºj C

1C �

q
� w�j¹�; 
ºj C

�2

q
lnhti � muj¹u; 
ºj

C wLj¹L; 
ºj;

from which (3.45) follows. Similarly, we compute that

¹zVj
� aj ; 
º D �

zVj � aj

zN
¹ zN; 
º C . zV1 � 1/¹uj ; 
º

C zV32
jkl

¹Lk ; 
ºul
C zV32

jkl Lk
¹ul ; 
º

�
q

2 zN

1

1C4�2

h
¹ zD; 
º �

8� zD

1C4�2
¹�; 
º C

2 zD

�2
¹�; 
º

i
.uj

� 2�.l � u/j /:

Since in the bulk we also have

jzV � aj C j zV1j .
�3

tq
; j zV3j .

�6

t2q3
�;

we deduce that

j¹zV � a; 
ºj .q

�3

t
w� j¹�; 
ºj C

�4h�i

t2
w�j¹�; 
ºj C

�3

t
wuj¹u; 
ºj C

h�i�

t
wLj¹L; 
ºj:

Remark 3.11. In view of the terms arising in the nonlinearity, for the sake of complete-
ness we also compute that

¹�; V3º D ��1
¹�;Vº � .l � u/ D ��1 �

3

2q

X � .l � u/
jXj3

D
�3

2q

X3

jXj3
:

In the region ¹X � V > �h�i�º, as in the above lemma we obtain from (3.39) that

j¹�; zV3ºj .
�2

q

1

jzXj2
�
�2

qjzXj
; j¹�; V3ºj .

�

qjXj2
;

and thus also

j¹�; zV3ºj . j¹�; V3º ıˆ
�1
t j C j3t��4q2

¹�; zV3ºj .
�

qjzXj2
C

t

jzXj3
: (3.46)

Similarly,

j¹�; X3ºj D

ˇ̌̌ �3

q2
V3

ˇ̌̌
.
�

q

1

N 2
.
�5

q3

1

jXj2
;

j¹�;X3ºj .
1

q
; j¹�; zX3ºj .

1

q

�
1C

t�

jXj2

�
:

(3.47)

3.3. Transition maps

Since we propagate derivative control through Poisson brackets with the superintegrable
coordinates, we will need to understand the relation between Poisson brackets in past
versus future asymptotic actions, and compare the close and far formulations.
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Transition from past to future asymptotic actions. By construction, the past asymptotic
actions are anchored at the periapsis in (2.44) in such a way that the Poisson bracket
relations (3.11) remain almost unchanged. Using that

¹�; �º D
�

�
; ¹�;uº D �

1

�
.l � u/; ¹�; l � uº D

1

�
u;

we can verify with (2.44) that

¹�.�/; �.�/
º D 1; 0 D ¹�.�/; �.�/

º D ¹�.�/; �.�/
º;

¹�.�/;u.�/
º D ¹�.�/;u.�/

º D 0 D ¹�.�/;L.�/
º D ¹�.�/;L.�/

º D ¹�.�/;L.�/
º;

¹�.�/;u.�/
º D l.�/

� u.�/; ¹u.�/;j ;u.�/;k
º D 0;

¹L.�/;j ;u.�/;k
º D 2

jkau.�/;a; ¹L.�/;j ;L.�/;k
º D 2

jkaL.�/;a:

(3.48)

The relation between Poisson brackets in past and future asymptotic actions is now easily
established: for a scalar function �, we have

¹�.�/; �º D �¹�; �º; ¹�.�/; �º D �
1

�

4�2

4�2 C 1
¹�; �º � ¹�; �º C

1

�

4�

4�2 C 1
¹�; �º;

¹�.�/; �º D ¹�; �º; ¹L.�/; �º D ¹L; �º;

¹u.�/; �º D
1

�

h
�

16�2

.4�2 C 1/2
u C

4�.1 � 4�2/

.4�2 C 1/2
l � u

i
¹�; �º

C
1

�

h 16�2

.4�2 C 1/2
u C

32�2

.4�2 C 1/2
l � u

i
¹�; �º

C
1 � 4�2

4�2 C 1
¹u; �º �

1

�

4

4�2 C 1
¹L � u; �º:

(3.49)

In particular, we highlight that the transition from past to future asymptotic actions (e.g.,
at the periapsis) can be carried out along a given trajectory.

Transition between far and close formulations. With the notation of Section 2.3.3, we re-
call that the transition between the close and far formulations is given by the canonical
diffeomorphism Mt of (2.48). In particular, for Poisson brackets with a scalar function w

on phase space we have

¹w; 
 0º D ¹w; 
 ı Mtº D ¹w0; 
º ı Mt ; w0
WD w ı M�1

t : (3.50)

The derivative control of Section 5.3 will be given in terms of a collection of Poisson
brackets of the unknown 
 with the functions f 2 ¹�; �; L; uº, weighted by wf 2 R,
collected as

D.#; aI t / WD
X

f 2¹�;�;L;uº

wf j¹f; 
ºj:

The corresponding transition maps are collected in Lemma 5.10 (resp. Lemma A.1) be-
low.
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4. Bounds on the electric field

From here on, we stop tracking the homogeneity of the quantities since the magnitude of
electric quantities will be compared to powers of

p
t2 C jyj2 which are not homogeneous.

4.1. Electric field, localized electric field and effective field

Given a density 
 , we define the electric field and its derivative as

Ej .y; t / WD
1

4�

“
Uj .y � zX.#; a// � 
2.#; a; t / d#da;

Fjk.y; t / WD
1

4�

“
Mjk.y � zX.#; a// � 
2.#; a; t / d#da;

where

Uj .y/ WD @yj

�1

jyj
D

yj

jyj3
; Mjk.y/ WD @yj @yk

�1

jyj
D

1

jyj3
�
ıjk � 3

yj yk

jyj2
�
:

Here we show how to bound the electric field and its derivative using moments on the
unknown 
 . Towards this, we define the bulk region as in (3.34)

B WD

°
.#; a/ 2 P#;a W aC � �

q

hqi

t1=4

10
; �j�j C � � 10�3ta2

±
;

and we notice from Corollary 3.1 and Lemma 3.5 that if .#;a/ 2B, then .# C ta;a/ 2�C

for t > 0, and we have the simple bounds

2
ta3

q
� �.# C ta;a/�

1

2

ta3

q
; �.# C ta;a/�

1

8

ta3

q
; 10�3ta � jzXj � 103ta: (4.1)

In the complement Bc , we can trade moments for decay in the sense that for all k � 0,

1Bc .k t
�k Œ�2

j�j2 C �2
C a4

C �4�k1Bc : (4.2)

In order to obtain refined bounds on the electric field, we decompose it onto scales.
Let ' 2 C1

c .R3/ be a standard, radial cutoff function with supp.'/ � ¹
1
2
� jxj � 2º andR

R3
'.x/

jxj2 dx D 1. Note that since

1

4�jxj
D

Z 1

RD0

'R.x/
dR

R2
; 'R.x/ D '.R�1x/; (4.3)

we can decompose

Ej .y; t / D
Z 1

RD0

Ej;R.y; t /
dR

R
;

Ej;R.y; t / D �
1

R2

“
@j'R.y � zX.#; a//
2.#; a; t / d#da:
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We also introduce the effective electric field

Eeff
j .y; t / D

Z 1

RD0

Eeff
j;R.y; t /

dR

R
;

Eeff
j;R.y; t / D �R�2

“
@j'R.y � ta/
2.#; a; t / d#da:

(4.4)

We proceed similarly with the derivative of the electric field

Fjk.y; t / D
Z 1

RD0

Fjk;R.y; t /
dR

R
;

Fjk;R.y; t / WD �R�3

“
@j @k'R.y � zX.#; a// � 
2.#; a; t / d#da;

F eff
jk .y; t / D

Z 1

RD0

F eff
jk;R.y; t /

dR

R
;

F eff
jk;R.y; t / WD �R�3

“
@j @k'R.y � ta/ � 
2.#; a; t / d#da:

WhenR is too small, volume bounds are not enough to overcome the singularity atRD 0,
and we rewrite, using formula (3.9), and the constant of motion z for the asymptotic
equation

Fjk;R.y; t / D R�2

“
¹@j'R.y � x/; vk

º � �2.x; v; t / dxdv

D �R�2t�1

“
¹@j'R.y � x/; xk

� tvk
º � �2.x; v; t / dxdv

D �R�2t�1

“
¹@j'R.y � zX.#; a//; zZk

º � 
2.#; a; t / d#da

D �2R�2t�1

“
@j'R.y � zX.#; a//¹zZk ; 
º � 
.#; a; t / d#da; (4.5)

which has a similar structure as Ej , except that we have replaced one copy of 
 with
a derivative.

4.2. Approximating the electric field by the effective electric field

Assuming only bounds on the moments, we can obtain good bounds on the electric field,
and assuming control on Poisson brackets leads to control on the derivatives of the electric
field.

Proposition 4.1. The electric field is well approximated by the effective field as defined
in (4.4):

Œt2 C jyj2� � jE.y; t / � Eeff.y; t /j . t�1=5N1;

Œt2 C jyj2�3=2
� jF .y; t / � F eff.y; t /j . t�1=5N2;

(4.6)
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with

N1 WD kŒ�2
C a3

C j�j2 C ��
k2

L2
#;a

C kŒ�4
C a10

C j�j10
C �5�
k2

L1
#;a
; (4.7)

N2 WD N1 C kŒ�2
C a2

C j�j2 C �2�12
k2
L1

#;a
C

X
f 2SIC

kwf ¹f; 
ºk
2
L1 :

Proof. We first observe that ER satisfies the simple bound

R2
jER.y; t /j CR2

jEeff
R .y; t /j CR3

jFR.y; t /j CR3
jF eff

R .y; t /j . k
k2

L2
#;a
:

If t .q 1, the bounds follow from simple estimates on the convolution kernel. In what
follows, we assume that t �q 1.

(A) The electric field. We prove the first bound in (4.6).

(A1) Large scales: R �
.t2Cjyj2/3=8

100
. We first compare at each scale

Ej;R.y; t / � Eeff
j;R.y; t /

D R�2

“
B

Œ@j'R.y � ta/ � @j'R.y � zX.#; a//�
2.#; a; t / d#da

CR�2

“
Bc

Œ@j'R.y � ta/ � @j'R.y � zX.#; a//�
2.#; a; t / d#da

D IB C IBc :

In the bulk, we can use (3.36) to get

jIB j . R�3

“
B

jzX.#; a/ � taj
2.#; a; t / d#da

. R�3
hln ti

“
Œ1C �4

C �4
C �2�
2.#; a; t / d#da:

Outside the bulk, we estimate each term separately

jIBc j � jI 1
Bc j C jI 2

Bc j:

If jyj � 10t , we can use (4.2) to deduce that

jI 1
Bc j C jI 2

Bc j . R�2

“
t�k Œ�2k

j�j2k
C �2k

C a4k
C �4k �
2.#; a; t / d#da

. .t2 C jyj2/�k=2R�2
kŒ�2k

C a2k
C j�j2k

C �k �
k2

L2
#;a
:

If jyj � 10t and R �
jyj
4

, the same bound gives

jI 1
Bc j C jI 2

Bc j . R�2
hti�k

1¹R�.t2Cjyj2/1=2=10º � kŒ�
2k

C a2k
C j�j2k

C �k �
k2

L2
#;a
:
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Else, we see that, on the support of @j'R.y � ta/, we must have that a �
jyj
2t

, and we can
modify the bound above to bound the effective field

jI 2
Bc j WD

ˇ̌̌ “
Bc

@j'R.y � ta/
2.#; a; t / d#da
ˇ̌̌

. jyj�kR�2

“
��k Œ�2k

j�j2k
C �2k

C a4k
C �4k �
2.#; a; t / d#da

. .t2 C jyj2/�k=2R�2
kŒ�2k

C a3k
C j�j2k

C �2k �
k2

L2
#;a
:

On the support of @j'R.y � zX.#; a//, we have that j zX.#; a/j � jyj
2

and therefore

t2 C jyj2 � 4.t2 C jzXj
2/ . t2.1C a2/C j�j4 C

�8

q4
C
�4

q2
; (4.8)

and we can use a variation of the previous argument,

jI 1
Bc j WD

ˇ̌̌ “
Bc

@j'R.y � zX.#; a//
2.#; a; t / d#da
ˇ̌̌

. .t2 C jyj2/�k=2R�2
kŒ�2k

C a2k
C j�j2k

C �k �
k2

L2
#;a
:

Taking k D 1 and integrating over R � .t2 C jyj2/3=8, we obtain an acceptable con-
tribution to the first line in (4.6) since

Œt2 C jyj2�
Z 1

RD.t2Cjyj2/3=8

h
Œt2 C jyj2��1=2

C hti�1
1
¹R�

p
t2Cjyj2º C

hln ti
R

idR
R3

. hti�1=5:

(A2) Small scales: R �
.t2Cjyj2/3=8

100
, contributions of the electric field. In this case, we

again observe that (4.8) continues to hold on the support of @j'R.y � zX.#; a// (this is
clear if jyj � 10t , while if jyj � 10t , then the bound on R forces zX to have a similar size).
Using also that jzVj � a, we can bound the contribution outside the bulk

.t2 C jyj2/3=2
jER;Bc j . R�2

“
j@j'R.y � zX.#; a//j � hai3.�12

C �6
C a12

C �12/

�
a4

hzVi4
� 
2.#; a; t / d#da

. R�2N1 �

“
j@j'R.y � zX.#; a//j �

d#da
hzVi4

. R�2N1 �

“
j@j'R.y � x/j �

dxdv
hvi4

. N1R; (4.9)

where in the last line, we have used the fact that .#; a/ 7! .zX; zV/ is canonical.
In the bulk, since ta �

t3=4

10
, and using (3.36), we have that

jy � taj �
jyj
2
; t2 C jyj2 .q min¹jyj2h�i2; t2hai2

º; (4.10)
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and we can use Lemma 4.2 to get

Œt2 C jyj2�3=2
jER;B j .

jyj3

R2

“
B

j@j'R.y � zX.#; a//j � h�i3
2.#; a; t / d#da

. RkŒh�i6
C h�i3

C h�i3�
k2
L1

#;a
;

and we can deduce a control over the small scales

Œt2 C jyj2�3=2

Z .t2Cjyj2/3=8

RD0

jER;B j
dR

R
. .t2 C jyj2/3=8

� kŒh�i6
C h�i3

C h�i3�
k2
L1

#;a
:

(A3) Small scales: R �
.t2Cjyj2/3=8

100
, contributions of the effective field. Using that, on

the support of integration,

h#i .
�2

q
j�j C

��

q
;

jyj
t

. hai;

which follows from (2.41) for the first inequality and direct inspection (separating the
case jyj � t and jyj � t ) for the second. A simple rescaling gives

Œt2 C jyj2�3=2
jEeff

R j . R�2t3
“

j@j'R.y � ta/jhai3
2.#; a; t / d#da

. Rkh#i2
hai3=2
k2

L1
#;a

. RkŒa3
C �3

C j�j4 C �4�
k2
L1

#;a
:

We conclude that the small scales give an acceptable contribution to the first line
of (4.6) since

Œt2 C jyj2� �
Z .t2Cjyj2/3=8

RD0

Œt2 C jyj2��3=2dR . Œt2 C jyj2��1=10:

(B) Derivatives of the electric field. The bound on F follows similar lines, with a varia-
tion on small scales, where we make use of (4.5) to improve the summability as R ! 0.
For large scales, we compare similarly

Fjk;R.y; t / � F eff
jk;R.y; t /

D R�3

“
B

Œ@j @k'R.y � ta/ � @j @k'R.y � zX.#; a//�
2.#; a; t / d#da

CR�3

“
Bc

Œ@j @k'R.y � ta/ � @j @k'R.y � zX.#; a//�
2.#; a; t / d#da

D IIB C IIBc ;

and again

jIIB j . R�4
hln tikŒ1C �4

C �4
C �2�
k2

L2
#;a
;

jII1
Bc j C jII2

Bc j . R�3.Œt2 C jyj2��1
C 1

¹R�
p

t2Cjyj2ºt
�1/kŒ�2

C a2
C j�j2 C ��
k2

L2
#;a
;

and we conclude similarly.
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For small scales, we make use of (4.5) and adapt the above computations, finding the
contribution of each term separately. Outside of the bulk, we use (4.8) and (4.2) together
with bounds (3.44) to get

Œt2 C jyj2�2jFR;Bc j

. t�1R�2

“
Bc

j@j'R.y � zX.#; a//j � Œ�16
C a10

C j�j8 C �8�j
¹zZ; 
ºj
hai4

hzVi4
d#da

. t�1R�2
�

“
j@j'R.y � zX.#; a//j �

d#da
hzVi4

�N2 .
R

t
�N2: (4.11)

In the bulk, using (4.5) and (4.10), we can estimate

Œt2 C jyj2�2jFR;B j . R
�
jyj
R

�3
“

B

j@j'R.y � zX.#; a//j � haih�i3
j
¹zZ; 
ºj d#da;

and using (3.45) with Lemma 4.2, we obtain the bound

Œt2 C jyj2�2jFR;B j . Rhln tiN2;

and this leads to an acceptable contribution. Finally, the bound on the effective field is
treated similarly using (2.41) to get bounds on the Poisson bracket with # :

F eff
jk;R.y; t / D R�2t�1

“
¹#k ; @j'R.y � ta/º � 
2.#; a; t / d#da

D �2R�2t�1

“
@j'R.y � ta/ � ¹#k ; 
º � 
.#; a; t / d#da:

Therefore, in the bulk, using Lemma 4.2,

Œt2C jyj2�2jF eff
jk;R.y; t /j . R�2t3

“
j@j'R.y � ta/jhai4

h#i4
j¹#k ; 
ºj � 
.#; a; t /

d#da
h#i4

. RN2;

and we can proceed similarly outside the bulk using (4.11) instead.

Lemma 4.2. Let z' 2 C1
c .R/ be a radial cutoff function, supp.z'/ � Œ0; 3�, and let z' > 0

on Œ0; 2�. Then on B, we have the following bound:“
B

z'.R�1
jzX � yj/f .#; a; t / d#da . kh�ih�i2

h�i2f kL1
#;a

� R
jyj

�3

:

Proof. For any unit vector e with zX � e D 0, we observe that

jzX � yj2 D .e � y/2 C jzX � y?j2; y? D �e � .e � y/;

so that
z'.R�1

jzX � yj/ . z'.R�1
je � yj/z'.R�1

jzX � y?j/:
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We can consider the symplectic disintegration of the Liouville measure associated to
the mapping AMomW .#; a/ 7! l D L

L
2 S2, and we obtain accordingly“

d#da D

Z
l2S2

d�.l/
“

Pl

d x#dxa; Pl D ¹# � l D 0 D a � lº:

Indeed, both sides are invariant under joint rotations .#; a/ 7! .R#;Ra/ and their restric-
tion to a plane agrees.17

Thus it suffices to consider the planar case. When l D .0; 0; 1/, we choose coordi-
nates �, �, �, ' such that

a D
q

�
.cos'; sin'; 0/; ' D arctan

�a2

a1

�
which are in involution,

¹�; �º D 1 D ¹'; �º; ¹�; �º D ¹�; �º D 0 D ¹�; 'º D ¹�; 'º:

On Pl \ B, the mapping YW .�; '/ 7! zX.�; �; �; '/ is an embedding18 I � S1 ! R2 n ¹0º

for some interval I.�; �; t/, and, using (3.10) and (3.43), we see that, on the support of
integration, we have the bound on the Jacobian

�
ˇ̌̌
det

@Y
@.�; '/

ˇ̌̌
' jzXj

2
' jyj2;

and we deduce that“
B

z'.R�1
jzX � yj/f .#; a; t / d#da

.
Z

S2

z'.R�1
jl � yj/

� “
Pl\B

z'.R�1
jzX � y?j/f d x#dxa

�
d�.l/

. kh�ih�i2
h�i2f kL1

#;a

� R
jyj

�3

:

4.3. The effective fields

In this section, we complement Proposition 4.1 by obtaining bounds on the effective fields
for particle distributions following the evolution equation (5.2). These follow from varia-
tions on the continuity equation.

To control various terms, we introduce an appropriate weighted envelope function.
For � 2 C1

c .R3/, define

MR.y; t I�/ WD
“

�.R�1.y � a//
2.#; a; t / d#da:

17Alternatively, one may observe that !P#;a D AMom�!S2 C !Pl , where !Y stands for the
natural symplectic form on Y . We thank P. Gérard for this observation.

18This can be seen since changing ' amounts to rotate about 0, while @� j
zXj2 > 0.
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Bounds on the effective electric potential, field and derivative will be related to the con-
vergence properties of MR in various norms (see (4.12) and (4.14)). In particular, they
allow us to obtain global bounds on the initial data. For conciseness, we introduce the
near identity

Ik.y; R/ WD 1C Œ1C jyj2�k=2
� 1¹jyj�10Rº;

and we can state our bounds in terms of Ik.y; R/.

Lemma 4.3. We have bounds for the initial data

Œ1C jyj2�k=2MR.y; 0I�/ . Ik.y;R/min¹1;R3
ºŒkhaik=2
0k

2

L2
#;a

C kh#i2
haik=2
0k

2
L1

#;a
�;

and in particular

Œ1C jyj2� � jEeff.y; 0/j . khai
0k
2

L2
#;a

C khaih#i2
0k
2
L1

#;a
;

Œ1C jyj2�3=2
� jF eff.y; 0/j . khai3=2
0k

2

L2
#;a

C khai3=2
h#i2
0k

2
L1

#;a
CN2.0/:

Proof. Indeed,

MR.y; 0I�/ . k
k2

L2
#;a
; Œ1C jyj2�k=2

�MR.y; 0I�/1¹jyj�10Rº . khaik=2
k2

L2
#;a
;

and when R . 1,

MR.y; 0I�/ . R3
kh#i2
k2

L1
#;a
;

Œ1C jyj2�k=2
�MR.y; 0I�/1¹jyj�10Rº . R3

kh#i2
haik=2
k2

L1
#;a
:

The bounds on Eeff and F eff follow from direct integrations decomposing into ¹jyj � 10Rº
and ¹jyj � 10Rº, and using a variant of (4.5) with v instead of z, and (3.44) for F eff when
R� 1.

Assuming only moment bounds, we can obtain almost sharp decay for the effective
electric field, and assuming moments and Poisson brackets, we can obtain sharp decay for
the effective electric and almost sharp decay for its derivatives.

Proposition 4.4. (i) Assume that 
 satisfies (5.2) and the bounded moment bootstrap
assumptions (5.8) for m D 30. For any fixed � 2 C1

c .R3/ and any 0 � s � t � T ,
it holds that, uniformly in R, y and 0 � k � 3,

Œ1C jyj2�k=2
jMR.y; t I�/ �MR.y; sI�/j

.� "
3
1Ik.y; R/ � min¹R2; R�1

º

Z t

s

hui�3=2 du: (4.12)

In particular, MR.y; t I �/ converges uniformly to a limit M1.yI �/. This implies
almost optimal decay on the effective electric field

Œt2 C jyj2� � jEeff.y; t /j . "2
1 lnhti: (4.13)



B. Pausader, K. Widmayer, J. Yang 64

(ii) Assume in addition that 
 satisfies the stronger bootstrap assumption (5.36), then
we can strengthen (4.12) to

Œ1C jyj2�k=2
jMR.y; t I�/ �MR.y; sI�/j

.� "
3
1Ik.y; R/ �

Z t

s

min¹R3; R�1
hui�1=5

ºhui�1 ln299
hui du; (4.14)

so that
Œt2 C jyj2� � jEeff.y; t /j . "2

1;

Œt2 C jyj2�3=2
� jF eff.y; t /j . "2

1 lnhti:
(4.15)

(iii) In addition, under the hypothesis of (ii), there exist‰1 and E1
j D @j‰

1 such that

khai.t‰eff.ta; t / �‰1.a//kL1 C khai2.t2Eeff
j .ta; t / � E1

j .a//kL1

. "2
1hti

�1=10; (4.16)

and consequently

kt‰.zX.#; a/; t/ �‰1.a/kL1.B/ C kt2Ej .zX.#; a/; t/ � E1
j .a/kL1.B/

. "2
1t

�1=10: (4.17)

Proof. Let �R.x/ WD �.R�1x/. Using (5.2), we compute that

@tMR.y; t I�/ D �

“
�R.y � a/¹H4; 


2
º d#da

D

“

2

¹H4; �R.y � a/º d#da

D �R�1

“
B


2ŒEj ¹
zXj ; al

º C Wj ¹
zVj ; al

º�.@l�R/.y � a/ d#da

�R�1

“
Bc


2ŒEj ¹
zXj ; al

º C Wj ¹
zVj ; al

º�.@l�R/.y � a/ d#da;

and, using Corollary 3.9, (2.41) and a crude estimate, we can get a good bound in the bulk
region,

j@tMR;B.y; t /j . R�1
ˇ̌̌ “

B


2ŒEj ¹
zXj ; al

º C Wj ¹
zVj ; al

º�.@l�R/.y � a/ d#da
ˇ̌̌

. ŒkEkL1 C hti�1
jW j� � min¹R2; R�1

º � Œk
k2

L2
#;a

C kh#i2
k2
L1

#;a
�;

and assuming that jyj � 10R,

Œ1C jyj2�k=2
j@tMR;B.y; t /j1¹jyj�10Rº

. R�1
haik=2

ˇ̌̌ “
B


2ŒEj ¹
zXj ; al

º C Wj ¹
zVj ; al

º�.@l�R/.y � a/ d#da
ˇ̌̌

. ŒkEkL1 C hti�1
jW j� � min¹R2; R�1

º � Œkhaik=2
k2

L2
#;a

C khaik=2
h#i2
k2

L1
#;a
�:
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Outside the bulk, we also use (4.2) to get

j@tMR;Bc .y; t /j . R�1
ˇ̌̌ “

Bc


2ŒEj ¹
zXj ; al

º C Wj ¹
zVj ; al

º�.@l�R/.y � a/ d#da
ˇ̌

. R�1ŒkjxjEkL1 C jW j�

� hti�1

“
Bc

q

�2
haiŒa4

C �4
C �4

C �2�
2
� j.@l�R/.y � a/j d#da

. "1hti
�7=4 min¹R2; R�1

ºN1;

and similarly

Œ1C jyj2�k=2
j@tMR;Bc .y; t /j1¹jyj�10Rº

. R�1Œ1C jyj2�k=2
ˇ̌̌ “

Bc


2ŒEj ¹
zXj ; al

º C Wj ¹
zVj ; al

º�.@l�R/.y � a/ d#da
ˇ̌̌

. R�1ŒkjxjEkL1 C jW j�

� hti�1

“
Bc

q

�2
haikC1Œa4

C �4
C �4

C �2�
2
� j.@l�R/.y � a/j d#da

. "1hti
�7=4 min¹R2; R�1

ºN1:

Adding the two lines above, we get that for k � 3,

j@tMR.y; t I�/j . "3
1hti

�7=4N1 � min¹R2; R�1
º;

Œ1C jyj2�k=2
� j@tMR.y; t I�/j1¹jyj�10Rº . "3

1hti
�7=4N1 � min¹R2; R�1

º;
(4.18)

which gives (4.12).
We can now fix � � 0 such that �' D ' (with ' from (4.3)), and let M .2/

R .y; t / WD
MR.y; t I�/. Letting

R1 D min¹t; .t2 C jyj2/3=8
º;

we see that

Œt2 C jyj2� � Eeff
j .y; t / D Œt2 C jyj2�

Z 1

RD0

“
@j'R.y � ta/
2.#; a; t / d#da

dR

R3

D

h
1C

ˇ̌̌y
t

ˇ̌̌2i Z 1

rD0

“
.@j'/

�
r�1

�y
t
� a

��

2.#; a; t / d#da

dr

r3
;

where r D R
t

. To go further, we observe the simple bounds as in Lemma 4.3,

hyik
�MR.y; t I�/

. Ik.y; R/min¹1;R3
ºŒkhaik=2
.t/k2

L2
#;a

C kh#i2
haik=2
.t/k2

L1
#;a
�; (4.19)

and therefore we can estimate the case of low scales 0 � r � r1 WD
R1

t
� 1,

Ilow WD

h
1C

ˇ̌̌y
t

ˇ̌̌2i
�

ˇ̌̌̌ Z r1

rD0

1

r2

“
.@j'/

�
r�1

�y
t
� a

��

2.#; a; t / d#da

dr

r

ˇ̌̌̌
.

Dy
t

E2
Z r1

rD0

M .2/
r

�y
t
; t

� dr
r3

. "2
1N1r1;
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while for the higher scale, we integrate in time using (4.19) at time t D 0 and (4.18):

Ihigh WD

h
1C

ˇ̌̌y
t

ˇ̌̌2i
�

ˇ̌̌̌ Z 1

rDr1

1

r2

“
.@j'/

�
r�1

�y
t
� a

��

2.#; a; t / d#da

dr

r

ˇ̌̌̌
.

Dy
t

E2
Z 1

rDr1

ˇ̌̌
M .2/

r

�y
t
; t

�
�M .2/

r

�y
t
; 0

�ˇ̌̌dr
r3

C

Dy
t

E2
Z 1

rDr1

M .2/
r

�y
t
; 0

� dr
r3

. "2
0 C "3

1N1

Z 1

rDr1

dr

rhri1=2
. "2

0 C "3
1hln r1i;

which gives (4.13).
We now turn to (4.14). For R � 1, we can still use (4.18). In the case R � 1,

@tMR.y; t I�/ D �

“
�R.y � a/¹H4; 


2
º d#da

D �2

“
�R.y � a/ŒEj ¹

zX; 
º C Wj ¹
zV; 
º�
 d#da;

and therefore, using Lemmas 3.10 and 4.2 inside the bulk region, and Lemma 3.10, (4.2)
and (4.9) outside the bulk region, we obtain that

R�3Œ1C jyj2�k=2
j@tMRj . Ik.y; R/ � ŒtkEkL1 C jW j� �N2;

which leads to (4.14). Proceeding as above, but using the bound above instead of (4.12),
we get the electric field bound in (4.15). To get the bound on F eff in (4.15) by using
part (B) of the proof of Proposition 4.1 when R �

t

hln300htii
and (4.14) for R larger. This

also implies (4.16) since

hai2
jt2Eeff

j .ta; t / � s2Eeff
j .sa; s/j

. hai2

Z 1

rD0

ˇ̌̌ “
@j'r .a � ˛/Œ
2.�; ˛; t/ � 
2.�; ˛; s/� d�d˛

ˇ̌̌dr
r3

.
Z 1

rD0

hai2
jM .2/

r .a; t / �M .2/
r .a; s/j

dr

r3
;

which gives (4.16). Finally, (4.17) follows from (4.15), (4.16), Proposition 4.1 and (3.36)
once we observe that, for .#; a/ 2 B,

jEj .zX.#; a/; t/ � Ej .ta; t /j . kF kL1 � jzX.#; a/ � taj . "2
1hti

�5=2:

5. Nonlinear analysis: Bootstrap propagation

In this section, we will establish moment and derivative control in the nonlinear dynamics.
In our terminology, “linear” will henceforth refer to features of the linearized equations.
In particular, the linear characteristics are the solutions of the linearized equations, i.e., of
the Kepler problem (2.3), and thus by no means straight lines.
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In this section, we will work with weak solutions, which satisfy the equations in a dis-
tributional sense. Under our assumption (5.4) (and assuming for notational simplicity that
.X0;V0/ D .0; 0/), the existence of a global weak solution � of (1.2) can be obtained
following (small variations of) the arguments in [13]. Through a bootstrap argument in
Proposition 5.2, we will show the propagation of moments on such a solution, which
yields (in Theorem 5.1) a global solution for which the associated electric field decays at
an almost sharp rate. Proposition 5.5 then shows that also derivatives can be propagated,
which leads to unique, classical solutions via (weak-strong) uniqueness.

5.1. Nonlinear unknowns

We now switch to a new unknown adapted to the study of nonlinear asymptotic dynamics.
We fix the (forward) asymptotic action map T W .x; v/ 7! .#; a/ of Proposition 1.4 and
define


 0 D �0 ı T �1
ıˆ�1

t ; 
 WD � ı T �1
ıˆ�1

t ;

where ˆt is the flow of the linear characteristics, i.e., of the Kepler problem (2.3). While
we will work mostly with 
 for which we can obtain slightly stronger bounds, we recall
from Section 2.3.3 that only 
 0 is unambiguously defined via an initial-value problem.
Once we fix W , the two are related by (2.48), so that in particular


.#; a; t / D �0.X.# C ta; a/;V.# C ta; a/ � W.t/; t/

D �.X.# C ta; a/;V.# C ta; a/; t/: (5.1)

Since the canonical transformation T �1 ıˆ�1
t filters out the linear flow (Proposition 1.4),

we observe that 
 (resp. 
 0) evolves under the purely nonlinear Hamiltonian H4 ı T �1 ı

ˆ�1
t (resp. H0

4 ı T �1 ıˆ�1
t ) of (1.21): with a slight abuse of notation, we keep the same

notation for the Hamiltonian in the new variables and recall from (2.46) that

@t
 C ¹H4; 
º D 0; 
.t D 0/ D �0; H4 D Q .zX/C W � zV;

 .y; t / D �
1

4�

“
1

jy � zX.�; ˛/j

2.�; ˛; t/ d�d˛;

PW D Qrx .0; t/;

(5.2)

where W.t/ is fixed by imposing the boundary condition

W.t/! 0 as t ! 1: (5.3)

We will focus on this equation.

5.2. Moment propagation

In this section, we will show that control of moments and (almost sharp) decay of the
electric field can be obtained independently of derivative bounds.
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Theorem 5.1. There exists "� > 0 such that the following holds for all 0 < "0 < "�.
Let m � 30, and assume that the initial density �0 satisfies

k.jxj�1
C jxj3 C jvj6/m�0kLr

x;v � "0; r 2 ¹2;1º: (5.4)

Then there exist a global solution 
 2 C 0
t .Œ0;1/ W L2

#;a \ L
1
#;a/ to (5.2) and W satisfy-

ing (5.3), with an electric field decaying at the almost sharp rate,

kE.t/kL1
x . "2

0 ln
hti

hti2
;

and the bounds for r 2 ¹2;1º,

khai2m
.t/kLr
#;a

C kh�i2m
.t/kLr
#;a

� 2"0;

kh�i2m
.t/kLr
#;a

� 2"0 ln2m
hti;

kh�im
.t/kL1
#;a

� 2"0 ln2m
hti:

(5.5)

The proof also shows the continuity of the above moments on 
 . No claim of unique-
ness is made for this topology involving only moments. However, (weak-strong) unique-
ness holds as soon as we control derivatives of 
 , see Proposition 5.5. (We remark also that
if the support of �0 is separated from the origin, uniqueness follows from the well-known
arguments [40].)

As we will show below, in order to establish Theorem 5.1, it suffices to prove the
following result concerning the propagation of moments.

Proposition 5.2. Let m � 30, and assume that the initial density �0 satisfies

kŒa2
C �2

C �2�m�0kLr
#;a

C kh�im�0kL1
#;a

. "0; r 2 ¹2;1º: (5.6)

Assume that for 0 � t � T �, one has

htijW.t/j � 10"0 ln.2C t /; (5.7)

and 
 is a weak solution of (5.2) satisfying the bounds

kŒa2
C �2

C �2�m
.t/kLr
#;a

C kh�im
.t/kL1
#;a

� "1hln.2C t /i4m; r 2 ¹2;1º;p
1C t2 C jyj2jE.y; t /j � "1h2C ti�1=2;

(5.8)

for "1 > 0 sufficiently small. Then we have the almost optimal bound for 0 � t � T �,

Œ1C t2 C jyj2�jE.y; t /j . "2
1hln.2C t /i; (5.9)

and in fact we have the improved moment bounds for r 2 ¹2;1º: there exists C > 0 such
that for 0 � t � T �,

kŒa2
C �2�m
.t/kLr

#;a
� "0 C C"3

1; (5.10)

k�n
.t/kLr
#;a

� "0 C C"3
1hln.2C t /i2n; 1 � n � 2m; (5.11)

kh�ik
.t/kL1
#;a

� "0 C C"3
1hln.2C t /i2k ; 1 � k � m: (5.12)
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Remark 5.3. (1) Moments in a are relevant when a is large, and thus when the trajecto-
ries of the linearized problem closely approach the point charge. In this setting, it is more
favorable to work with the close formulation of Section 1.6.2, where the microscopic
velocities are centered around that of the point charge.

(2) Moments in a and � can be propagated by themselves, and we only make use
of one moment in L (resp. �) to obtain a uniform in time (rather than logarithmically
growing) bound for � moments.

(3) Moments in L and � lead to a slow logarithmic growth. Here � is not conserved
under the linear flow, and we are only able to propagate fewer of the associated moments
(and only in L1), see (5.12).

Proof of Theorem 5.1. Assumption (5.4) provides a global weak solution� 2C 0
t .Œ0;1/ W

L2
x;v \ L

1
x;v/ of (1.2) and a corresponding electric field E such that

Œ1C t2 C jxj2�jE.x; t / 2 C 0
t C

0;˛
x

for some ˛ > 0; see, for instance, [13]. We claim that in fact we have the global bound

Œ1C t2 C jxj2�jE.x; t /j . "0 ln.2C t /: (5.13)

This follows from a bootstrap. Let P.T / be the proposition that (5.13) holds for 0� t � T
and all x 2 R3. Let19

WT .t/ D �Q

Z T

sDt

E.0; s/ ds;

and define 
T via (5.1) as the associated solution of (5.2) on Œ0; T �. We note that WT

satisfies (5.7), and observe that whenever �0 satisfies (5.4), we obtain (5.6). This follows
from the fact that jWT .0/j . "0 and the simple bounds

a2
� jvj2 C jW j

2
C

q

jxj
; �2

� 2qjxj;

� � jxjŒjvj C jW j�; h�i . 1C jxjŒjvj C jW j�2:

We can now invoke Proposition 5.2 with "1 D "
2=3
0 to obtain improved bounds on Œ0; T �,

and in particular that E.x; t / satisfies (5.9). By continuity, this ensures that the set of
times T for which P.T / holds is open and closed in Œ0;1/ and contains a neighborhood
of the origin.

We deduce that (5.13) holds globally, and we can define

W.t/ D �Q

Z 1

sDt

E.0; s/ ds

and the corresponding 
 . Applying once again Proposition 5.2, we obtain (5.5).

19We note that this is only a choice of one scalar parameter, since the time derivative of W is
determined by (5.2).
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The proof of Proposition 5.2 relies on the observation that for any weight function
wWPx;v ! R or wWP#;a ! R it holds that

@t .w�/ � ¹H; .w�/º D ��¹H;wº; @t .w
/C ¹H4; .w
/º D 
¹H4;wº: (5.14)

Proof of Proposition 5.2. Since m � 30, recalling the definition of N1 in (4.7), we get
from (5.8) that

N1 . "2
1hln.2C t /i250:

The electric field decay (5.9) follows by combining Propositions 4.1 and 4.4. From this
and (5.2), it directly follows that

jW.t/j .
Z T �

sDt

jE.s/j ds . "2
1hln.2C t /ihti�1: (5.15)

Proof of formula (5.10). Moments in a. As explained in Remark 5.3, we use the close for-
mulation. Using (2.52), it suffices to prove the bound for 
 0 for which we can use (2.47).
Using (5.14), we obtain that

@t .hai
n
 0/C ¹H0

4; hai
n
 0º D 
 0¹H0

4; hai
n
º D 
 0 � nahain�2ŒQEj .zX/ � PWj �¹zXj ; aº;

and using (3.15), (5.9) and (5.15), we deduce that

d

dt
khain
 0kLr . "2

1hti
�2

hln.2C t /i � khain�1
 0kLr ;

which gives the uniform bounds for moments in a in (5.10).

Moments in � . Letting 1 � n � 2m, we have that

¹H4; h�i
n
º D nh�in�2�ŒEj .zX; t / � ¹zXj ; �º C Wj ¹

zVj ; �º�; (5.16)

and using (3.15) followed by (3.5) then (5.9), we get that

h�i�2�jEj .zX; t / � ¹zXj ; �ºj . �jE.zX; t /j . jzXj
1=2

jE.zX; t /j . "2
1hti

�9=8: (5.17)

For the Poisson bracket with zV, we split into bulk and non-bulk regions. In the bulk,
using (4.1), we get

j¹zV; �ºj1B .
�3

qjzXj2
1B .

�5

t2q3
1B . hti�1=2;

while outside the bulk, we use (3.5) to get

j¹zV; �ºj1Bc .
�3

qjzXj2
1Bc .

q�

�2 C �2
� hti�1=4n.�4

C �2
C a4

C �4/1=4n;

and thus

h�in�2�jW � ¹zV; �ºj . jW.t/jŒhti�1=2
h�in�1

C hti�1=4n.h�in�1
C �C �/�: (5.18)
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Using (5.14), (5.16), (5.17) and (5.18), we deduce that

d

dt
kh�in
kLr . "2

1hti
�9=8

kh�in
kLr

C hti�1=4n
jW.t/j Œkh�in�1
kLr C k�
kLr C k�
kLr �;

and using (5.15) and the bootstrap hypothesis (5.8), we obtain a uniform bound.

Proof of formula (5.11). For 1 � n � 2m, we compute with (3.10) that

¹H4; �
n
º D n�n�1

¹Q .zX; t /C W.t/ � zV; �º

D n�n�1.QE.zX; t / � .l � zX/ � W.t/ � .l � zV//;

and thus via (5.14), the decay estimates (5.15) and (5.9) as well as the bootstrap assump-
tions (5.8) and the uniform bounds (5.10) for moments in a just established, it holds
that

d

dt
k�
kLr . kjzXjE.zX; t /kL1k
kLr C jW.t/jka
kLr . "3

1hti
�1

hln.2C t /i;

and for n � 2,

d

dt
k�n
kLr . kjzXjE.zX; t /kL1k�n�1
kLr C jW.t/jk�n�1a
kLr

. kjzXjE.zX; t /kL1k�n�1
kLr C jW.t/j � k�n
k
.n�1/=n
Lr kan
k

1=n
Lr

. "3
1hti

�1
hln.2C t /i � hln.2C t /i2n�2:

Proof of formula (5.12). Note that here we only propagate L1 bounds. This is because
the Poisson bracket bounds of (3.16) favor the formulation in terms of 
 on �far

t , while
on �cl

t the alternative formulation in terms of 
 0 is advantageous.
To this end, we note that

k�k
kL1 � k�k
kL1.�far
t / C k�k
kL1.�cl

t /;

where by Lemma 2.9 and (5.15)

j�k
� .�0/kj . "2

1 � Œhln.2C t /ik.1C a2/k C min¹�; �0ºk�;

and thus it holds that

k�k
kL1.�cl
t / � kŒ�k

� .�0/k �
kL1.�cl
t / C k.�0/k
kL1.�cl

t /

. "2
1hln.2C t /ik

k.1C a2/k
kL1.�cl
t / C 2k.�0/k
kL1.�cl

t /:

Furthermore, by invariance of �cl
t under Mt (see (2.49)) and (2.50), we have that

k.�0/k
kL1.�cl
t / D k..�0/k
/ ı MtkL1.�cl

t / D k�k
 0kL1.�cl
t /:
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Similarly, the bootstrap assumptions (5.8) imply �moment bounds also on 
 0, namely

k.�0/k
kL1.�cl
t / . "2

1hln.2C t /ik
k.1C a2/k
kL1.�cl

t / C 2k�k
kL1.�cl
t /: (5.19)

In conclusion, since trajectories can enter/exit the close/far regions at most once (see
Lemma 2.10) and �far

t \�cl
t D ¹hti � jzXj � 10htiº, to establish the claim it suffices to

propagate � moments on 
 0 for trajectories in �cl
t , while for trajectories in �far

t we work
with 
 directly.

On �far
t . With the Poisson bracket bounds (3.16), we have for 1 � k � m

j¹H4; �
k
ºj D k�k�1

j¹Q .zX; t /C W.t/ � zV; �ºj

. �k�1
h
jE.zX; t /j.��1

jzXj C tq��2/C jW.t/j
�
q��2

C
tq

�jzXj2

�i
. �k�1ŒaC a2� � Œ.t C jzXj/jE.zX; t /j C jW.t/j�;

and using (5.9), (5.15) and (5.10) with the bootstrap assumption (5.8), we see that on�far
t

d

dt
j�k
.t/j . "2

1hti
�1

hln.2C t /ik�k
.t/k
.k�1/=k
L1 khai2k
.t/k

1=k
L1

. "3
1hti

�1
hln.2C t /i2k�1: (5.20)

On �cl
t . On the other hand, we have that

j¹H0
4; �

k
ºj D k�k�1

j¹Q .zX; t / � PW.t/ � zX; �ºj

. �k�1.jE.t/j C j PW.t/j/.��1
jzXj C tq��2/;

which will be used when jzXj . hti. This gives as before

d

dt
j�k
 0j . htiŒkE.t/kL1 C j PW.t/j� � k�k
 0.t/k

.k�1/=k

L1.�cl
t /
khai2k
 0.t/k

1=k

L1.�cl
t /

. "3
1hti

�1
hln.2C t /i2k�1; (5.21)

where we have also used (2.52) and (5.19) to bound the norms of 
 0 in terms of bounds
on 
 . Finally, combining (5.20) and (5.21) gives the claim.

5.3. Derivative propagation

In this section, we will propagate derivative control on our nonlinear unknowns. To exploit
the symplectic structure, we do this by means of Poisson brackets with a suitable “span-
ning” set of functions S .

Definition 5.4. Let S � C 1.P#;a;R/ be a set of smooth, scalar functions on phase space.
Then S is a spanning set if at all points of P#;a the collection of associated symplectic
gradients ¹f; �º, f 2 S , spans the cotangent space of P#;a.
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We note that the functions in a spanning set S need not be independent. By composi-
tion with the canonical diffeomorphism T �1 of Proposition 1.4, we obtain an equivalent
description in terms of the “physical” phase space Px;v.

Guided by the superintegrable coordinates (Section 2.3.1, see also equations (5.27)
and (5.28) below), we choose the collection SIC WD ¹�; �;u;Lº as spanning set. For a suit-
able choice of weight functions wf > 0, f 2 SIC, defined in (5.23) below, we will then
propagate derivative control through a functional of the form

D Œ��.#; aI t / WD
X

f 2SIC

wf j¹f; �ºj.#; a/; � 2 ¹
; 
 0º; (5.22)

with weight functions

w� D
1C �

�2
; w� D

�2

1C �
; wu D 1; wL D

�

1C �
: (5.23)

Due to the motion of the point charge, as in Section 5.2, we will work with both “close”
and “far” formulations of our equations, and thus consider

D.#; aI t / WD

´
D Œ
�.#; aI t /; .#; a/ 2 �far

t ;

D Œ
 0�.#; aI t /; .#; a/ 2 �cl
t :

The remainder of this section then establishes the following result.

Proposition 5.5. Up to decreasing "� > 0, we have that if 
 is a global solution to (5.2)
as in Theorem 5.1 that also satisfies the initial data bounds

k.�5
C ��8/D.#; aI 0/kL1

#;a
. "0; (5.24)

then 
 2 C 1
t;#;a is in fact a classical solution, and we have the global bounds

kD.#; aI t /kL1
#;a

. "0 ln2.2C t /: (5.25)

Remark 5.6. The smallness conditions (5.24) are stated on 
0, as this gives the sharpest
requirement. In general, only �0 (and not 
0) is known a priori, but one can guaran-
tee (5.24), for example, by assuming that �0 satisfies

kŒjxj4 C jxj�6
C jvj10�rx;v�0kL1

x;v � "0; (5.26)

as can be checked using the estimates from Section 3.

Remark 5.7. The proof proceeds through control of D.#;aI t / along trajectories of (2.3).

(1) We note that all weights in (5.23) are functions exclusively of �, which is con-
served along such trajectories. Consequently, additional weights in � on D.#; aI t / can be
propagated as well.

(2) The proof shows that a slightly weaker assumption than (5.24) (expressed in
terms of another �-dependent weight function (5.34)) suffices, and in fact gives a slightly
stronger conclusion.
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5.3.1. Proof setup. To understand the evolution of symplectic gradients on our nonlinear
unknowns, we begin by observing that by the chain rule, one has that for any functions
gj WP#;a ! R, 1 � j � 3, and GWR2 ! R, it holds that

¹G.g1; g2/; g3º D @1G � ¹g1; g3º C @2G � ¹g2; g3º:

Using the Jacobi identity (3.8) and equations (5.2), we thus find

@t¹f; 
º C ¹H4; ¹f; 
ºº

D �¹¹f;H4º; 
º D �Q¹¹f; .zX/º; 
º � Wj ¹¹f; zVj
º; 
º

D �QFjk¹
zXj ; 
º¹f; zXk

º �QEj ¹¹f; zXj
º; 
º � Wj ¹¹f; zVj

º; 
º: (5.27)

Alternatively, if we choose formulation (2.47) with velocities centered on the point charge,
we obtain

@t¹f; 

0
º C ¹H0

4; ¹f; 

0
ºº

D �¹¹f;H0
4º; 


0
º D �Q¹¹f; .zX/º; 
 0º C PWj ¹¹f; zXj

º; 
 0º

D �QFjk¹f; zXk
º¹zXj ; 
 0º � .QEj � PWj /¹¹f; zXj

º; 
 0º: (5.28)

Using (3.14), we can then express (5.27) as

@t¹f; 
º C ¹H4; ¹f; 
ºº D
X

g2SIC

mfg¹g; 
º (5.29)

for a suitable coefficient matrix .mfg/f;g2SIC, and similarly for (5.28),

@t¹f; 

0
º C ¹H0

4; ¹f; 

0
ºº D

X
g2SIC

m0
fg¹g; 


0
º: (5.30)

In addition to the distinction between “far” and “close” dynamics and the corre-
sponding formulations (5.29) and (5.30), we will separate “incoming” from “outgoing”
dynamics through the decomposition P#;a D It [ Ot with

It WD

°
.#; a/ W zX � zV �

�
L2

C
q2

a2

�1=2±
;

Ot WD

°
.#; a/ W zX � zV � �

�
L2

C
q2

a2

�1=2±
:

(5.31)

This reflects the fact that along a trajectory of (2.3) the asymptotic velocities at ˙1

may differ drastically in direction. As a consequence, on It their location zX is better
approximated by the past asymptotic action, and there we will thus work with the past
action-angle coordinates of Section 2.3.2. Moreover, the splitting is chosen such that peri-
apsis occurs in It \ Ot : recall that the time of periapsis tp.#0; a0/ 2 R of a trajectory
of (2.3) starting at a given .#0; a0/ is such that

zX � zV .#0; a0/ D 0 when t D tp.#0; a0/:
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We thus have four dynamically relevant regions of phase space P#;a D It [ Ot D

�far
t [�cl

t :

Ifar
t WD It \�

far
t ; Ofar

t WD Ot \�
far
t ; Icl

t WD It \�
cl
t ; Ocl

t WD Ot \�
cl
t : (5.32)

Remark 5.8. (1) The four regions of (5.32) have overlap.

(2) General trajectories of (2.3) can visit all four dynamically distinct regions: starting
far away from periapsis and incoming in Ifar

t , a trajectory with sufficiently large velocity
a� 1 (i.e., � � 1) will proceed to Icl

t and through Ocl
t to end up in Ofar

t .

(3) If at initial time our unknown has compact support in phase space, we can dras-
tically simplify the proof (at the cost of making our assumptions dependent on the radius
of the initial support) and work with only one formulation. For the forward in time evo-
lution, it then suffices to consider future asymptotic actions, and if we redefine the close
(resp. far) regions to account for the largest and smallest asymptotic actions of the initial
data, we can reduce to the case where all trajectories lie in either Ofar

t or Ocl
t .

Proof of Proposition 5.5. To establish Proposition 5.5, we obtain a priori bounds on the
function D.#; aI t /, from which the existence of a classical solution follows. To demon-
strate its (weak-strong) uniqueness, let 
 .1/ be another weak solution to (5.2), set

 .2/ WD 
 , and denote their electric fields, Hamiltonians etc. with corresponding super-
scripts. Then their difference satisfies

@t .

.1/

� 
 .2//C ¹H.1/
4 ; 
 .1/

� 
 .2/
º D ¹H.2/

4 � H.1/
4 ; 
 .2/

º

D Q.E
.2/
j .zX; t / � E

.1/
j .zX; t //¹zXj ; 
 .2/

º

C .W
.2/
j .t/ � W

.1/
j .t//¹zVj ; 
 .2/

º: (5.33)

Since the electric field E.i/ is quadratic in 
 .i/, i D 1; 2, we have that

E.1/.y; t /�E.2/.y; t /D
1

4�

“
y � zX.#; a/

jy � zX.#; a/j3
� .
 .1/

� 
 .2//.
 .1/
C 
 .2//.#;a; t /d#da:

With arguments as in Section 4 and Lemma 3.10, under the assumptions of Proposition 5.5
we obtain that

kŒE.1/.t/ � E.2/.t/�¹zXj ; 
 .2/
ºkL1 . "2

0 ln2
htihtik
 .1/

� 
 .2/
kL1 ;

and it follows similarly that

kŒW .1/.t/ � W .2/.t/�¹zVj ; 
 .2/
ºkL1 . "2

0 ln2
htihti2

k
 .1/
� 
 .2/

kL1 :

Uniqueness then follows from Grönwall’s lemma upon combining these bounds with for-
mula (5.33), since

k
 .1/.t/ � 
 .2/.t/kL1 . k
 .1/.0/ � 
 .2/.0/kL1 exp.C"2
0 ln2

htihti3/:
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A priori bounds on D.#;aI t /. We control D.#;aI t / pointwise along trajectories of (2.3).
For a given trajectory, we do this separately in the four phase space regions defined
in (5.32), and then combine with bounds for the transition between the coordinates/for-
mulations:

� Incoming to outgoing (from It to Ot ): We work with incoming asymptotic actions on
It D Icl

t [ Ifar
t , and outgoing asymptotic actions on Ot D Ocl

t [ Ofar
t . If a trajectory

passes through periapsis (which it can do at most once), we transition between coor-
dinates there. Hereby, we recall from (2.44) that �.�/ D �� and �.�/ D �, so that in
particular the splitting in (5.31) is well defined. By Lemma 5.9 below, we have that

D Œ��.#; aI tp.#; a// . .�2
C ��2/D Œ��.#.�/; a.�/

I tp.#; a//; � 2 ¹
; 
 0º:

� Far to close, or close to far (between �far
t and �cl

t ): We recall that since 
 0 D 
 ı Mt

are related by the canonical diffeomorphism Mt of (2.48), their Poisson brackets are
related by (3.50), and we have in particular that

D Œ
 0� D D 0Œ
� ı Mt ; D 0Œ
� WD
X

f 2SIC

wf 0 j¹f 0; 
ºj;

where we used the notation of (2.50) to denote f 0 WD f ı M�1
t . We recall further

that �cl
t , �far

t and the transition region �cl
t \�far

t are left invariant by Mt , and by the
below Lemma 5.10 the weights � and � 0 are comparable on �cl

t , and it holds that

D Œ
�.t/ . .� C ��3/D 0Œ
�.t/ . .� C ��3/2D Œ
�.t/ on �cl
t \�far

t :

We recall also that by Lemma 2.10, per trajectory at most two transitions between
close and far regions are possible.

We highlight that the weight functions wf , f 2 SIC depend solely on � , which is con-
stant along a trajectory of (2.3). The above “losses” in � are thus only incurred at the tran-
sitions, and propagated along the trajectories otherwise. To properly account for this, we
introduce the following function that tracks the � weights that will be used for transition:

‡ W P#;a ! R; .#; a/ 7! h�i �

8̂̂̂̂
<̂
ˆ̂̂:
.�2 C ��2/.� C ��3/2 on Ifar

t ;

.�2 C ��2/.� C ��3/ on Icl
t ;

.� C ��3/ on Ocl
t ;

1 on Ofar
t :

(5.34)

Since (5.24) implies that k‡D.0/kL1 . "0, to establish Proposition 5.5 it then suffices
to show the following bootstrap argument. If for 0 � T1 < T2 we have that for some
0 < ı � 1, it holds that

k‡D.t/kL1
#;a

� " ln3.2C t /; (5.35)

for some "0 < " � "�, then in fact (up to shrinking "� again)

k‡D.t/kL1
#;a

. "0 C "2 ln2
� t

T1

�
:
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We note that while by construction (5.35) only gives control of D Œ
� on�far
t (resp. D Œ
 0�

on �cl
t ), under assumption (5.35), we obtain from Lemma A.1 via (A.3) (resp. (A.4))

bounds for D Œ
� across both far and close regions

1BD Œ
� . " ln3
hti; 1Bc D Œ
� . ".1C htiq��2/ ln3

hti: (5.36)

In particular, by Proposition 4.4 (ii) it then holds thatp
1C t2 C jyj2jE.y; t /j . "2

hti�1;

sup
y2R3

Œ1C t2 C jyj2�jF .y; t /j . "2 lnhti � hti�1:
(5.37)

We note that the expressions for the kinematically relevant quantities zX, zV (and thus
also for their derivatives) agree up to signs in both incoming and outgoing asymptotic
actions (see (2.45)), and can thus be treated analogously. We will henceforth focus on
the case of outgoing asymptotic actions; the diligent reader can easily trace the necessary
adaptations for the incoming asymptotic actions. To complete the proof, it thus suffices
to provide a bootstrap argument showing that if a trajectory stays in Ofar

t (resp. Ocl
t ) on

a time interval t 2 ŒT1; T2�, its weighted symplectic gradients D Œ
� (resp. D 0Œ
�) grow by
at most a factor of 1C ln2. t

T1
/. This is done in Lemma 5.11 (resp. Lemma 5.13) below.

Once these are established (see Sections 5.3.3 and 5.3.4 below), the proof of Proposi-
tion 5.5 is thus complete.

As a result of direct computation (see Section 3.3), we have the following assertion.

Lemma 5.9 (Transition from incoming to outgoing). Consider a trajectory of (2.3) start-
ing at .#; a/, with periapsis tp.#; a/. Then

D Œ��.#; aI tp.#; a// . .�2
C ��2/D Œ��.#.�/; a.�/

I tp.#; a//; � 2 ¹
; 
 0º:

Proof. This follows directly by collecting the terms in (3.49).

Lemma 5.10 (Transition between close and far). Under the assumptions of Proposi-
tion 5.5, consider outgoing (resp. incoming) asymptotic actions on Ot (resp. It ). Then
on �cl

t , it holds that for some C > 0

C�1� 0 � � � C� 0; (5.38)

and on �cl
t \�far

t we have that

D 0Œ
�.t/ . .� C ��3/D Œ
�.t/; D Œ
�.t/ . .� C ��3/D 0Œ
�.t/: (5.39)

Proof. We note that by construction, the expressions for 
 in terms of 
 0 and vice versa
are analogous (see (2.48) and observe also that 
 D 
 0 ı M�1

t , where M�1
t D T ı ˆt ı

†�W.t/ ı ˆ
�1
t ı T �1) and thus once (5.38) is established, by symmetry it suffices to

prove the first estimate of (5.39). This follows from Lemma A.1 of Appendix A (see also
Remark A.2 (1)), where we prove more precise estimates for the relation between Poisson
brackets in the close and far formulation.
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5.3.2. The coefficients mfg . Since the kinematic quantities zX, zV are naturally expressed
in terms of the slightly larger spanning set SIC [ ¹�º DW SICC, which we also used in the
computation of Poisson bracket bounds in Section 3.1, it is convenient to carry on using �
explicitly for computations. We note from Remark 3.3 that Poisson brackets with � follow
directly from those with L.

Using (3.14), we express the right-hand side of (5.27) in the form (5.29). This yields
that for f 2 SIC, we have that

�mf � D QFjk¹
zXj ; �º¹f; zXk

º CQEj ¹¹f; zXj
º; �º C Wj ¹¹f; zVj

º; �º;

mf � D QFjk¹
zXj ; �º¹f; zXk

º CQEj ¹¹f; zXj
º; �º C Wj ¹¹f; zVj

º; �º;

�mf � D QFjk.@�
zXj /¹f; zXk

º CQEj @�.¹f; zXj
º/C Wj @�.¹f; zVj

º/;

�mf ua D QFjk.P
a
u
zXj /¹f; zXk

º CQEj P a
u ¹f;

zXj
º C Wj P a

u ¹f;
zVj

º;

�mf La D QFjk.P
a
L
zXj /¹f; zXk

º CQEj � P a
L ¹f;

zXj
º C Wj P a

L ¹f;
zVj

º;

where we used the notation P a
U

to denote the a-th component of the projection onto
a vector20 U 2 R3. We thus obtain the following expressions for the multipliers:

� In �:

�m�� D QFjk¹
zXj ; �º¹�; zXk

º CQEj ¹¹�; zXj
º; �º C Wj ¹¹�; zVj

º; �º;

m�� D QFjk¹
zXj ; �º¹�; zXk

º CQEj ¹¹�; zXj
º; �º C Wj ¹¹�; zVj

º; �º;

�m�� D QFjk.@�
zXj /¹�; zXk

º CQEj @�.¹�; zXj
º/C Wj @�.¹�; zVj

º/;

�m�ua D QŒFak
zX1 C Fjk

zX32
jcaLc �¹�; zXk

º

CQŒEa¹�; zX1º C Ej ¹�; zX3º2
jcaLc �

C ŒWa¹�; zV1º C Wj ¹�; zV3º2
jcaLc �;

�m�La D QFjk
zX32

jad ud
¹�; zXk

º CQEj ¹�; zX3º2
jad ud

C Wj ¹�; zV3º2
jad ud :

(5.40)

� In �:

�m�� D QFjk¹
zXj ; �º¹�; zXk

º CQEj ¹¹�; zXj
º; �º C Wj ¹¹�; zVj

º; �º;

m�� D QFjk¹
zXj ; �º¹�; zXk

º CQEj ¹¹�; zXj
º; �º C Wj ¹¹�; zVj

º; �º D �m�� ;

�m�� D QFjk.@�
zXj /¹�; zXk

º CQEj @�.¹�; zXj
º/C Wj @�.¹�; zVj

º/;

�m�ua D QŒFak
zX1 C Fjk

zX32
jcaLc �¹�; zXk

º

CQŒEa¹�; zX1º C Ej ¹�; zX3º2
jcaLc �

C ŒWa¹�; zV1º C Wj ¹�; zV3º2
jcaLc �;

�m�La D QFjk
zX32

jad ud
¹�; zXk

º CQEj ¹�; zX3º2
jad ud

C Wj ¹�; zV3º2
jad ud :

(5.41)

20With the understanding that Pa
u .X32

jcd Lcud / D X32
jcd Lcıad and Pa

L .X32
jcd Lcud / D

X32
jcd ud ıac .
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� In u: Noting that by (3.14) and (3.11), we have that

¹uk ; zXj
º D @�

zXj
2

krslr us
C zX3.ı

jk
� uj uk/

D @�
zX1uj

2
krslr us

C �@�
zX32

jpq
2

krslpuq lr us

C zX3.ı
jk

� uj uk/; (5.42)

it holds that

�mua� D QFjk¹
zXj ; �º¹ua; zXk

º CQEj ¹¹ua; zXj
º; �º C Wj ¹¹ua; zVj

º; �º;

mua� D QFjk¹
zXj ; �º¹ua; zXk

º CQEj ¹¹ua; zXj
º; �º C Wj ¹¹ua; zVj

º; �º;

�mua� D QFjk.@�
zXj /¹ua; zXk

º CQEj @�.¹ua; zXj
º/C Wj @�.¹ua; zVj

º/;

�muaub D QŒFbk
zX1 C Fjk

zX32
jcbLc �¹ua; zXk

º

CQŒEb@�
zX12

arslr us
C Ej @�

zX1uj
2

arblr �

CQEj�@�
zX3lplr .2jpb

2
arsus

C 2
jpq

2
arbuq/

�Q zX3.Ebua
C Ej uj ıab/

C ŒWb@�
zV12

arslr us
C Wj @�

zV1uj
2

arblr �

C Wj�@�
zV3lplr .2jpb

2
arsus

C 2
jpq

2
arbuq/

� zV3.Wbua
C Wj uj ıab/;

�muaLb D QFjk
zX32

jbd ud
¹ua; zXk

º CQEj�
�1@�

zX1uj
2

absus

CQEj @�
zX3uqus.2jbq

2
arslr C 2

jpq
2

abslp/

C Wj�
�1@�

zV1uj
2

absus

C Wj @�
zV3uqus.2jbq

2
arslr C 2

jpq
2

abslp/:

(5.43)

� In L: Using that ¹Lk ; zXj º D 2kjp zXp and ¹Lk ; zVj º D 2kjp zVp , we have that

�mLa� D QFjk¹
zXj ; �º2akp zXp

CQEj2
ajp

¹zXp; �º C Wj2
ajp

¹zVp; �º;

mLa� D QFjk¹
zXj ; �º2akp zXp

CQEj2
ajp

¹zXp; �º C Wj2
ajp

¹zVp; �º;

�mLa� D QFjk@�
zXj

2
akp zXp

CQEj2
ajp@�

zXp
C Wj2

ajp@�
zVp;

�mLaub D QŒFbk
zX1 C Fjk

zX32
jcbLc �2akp zXp

CQEj Œ2
ajb zX1 C 2

ajp zX32
pcbLc �

C Wj Œ2
ajb zV1 C 2

ajp zV32
pcbLc �;

�mLaLb D QFjk
zX32

jbd ud
2

akp zXp
CQ zX3.ı

abEj uj
� Ebua/

C zV3.ı
abWj uj

� Wbua/:

(5.44)

The coefficients m0
fg

. Inspecting (5.28) and comparing with (5.27), we see that the coef-
ficients m0

fg
can be read off from mfg by ignoring the terms in W and replacing QEj

by QEj � PWj .
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5.3.3. Propagation in the far formulation. We now demonstrate how derivative control
as in (5.22) can be propagated in the far region�far

t D ¹jzXj � htiº. As it turns out, Poisson
brackets with respect to �, u have more favorable bounds than those with respect to �, L.
We thus define

G .#; aI t / WD w� j¹�; 
ºj.#; aI t /C wuj¹u; 
ºj.#; aI t /;
U.#; aI t / WD w�j¹�; 
ºj.#; aI t /C wLj¹L; 
ºj.#; aI t /;

(5.45)

for the weight functions wf , f 2 SIC, defined in (5.23). We then have the following.

Lemma 5.11. Assume that .#;a/ is such that for some 0� T1 < T2, we have .#;a/ 2 Ofar
t

for T1 � t � T2. Assume also that 
 is a solution of (5.29) defined on the time interval
ŒT1; T2� satisfying

D Œ
�.#; aI t / . " ln3
hti;

and the decay estimate (5.37) holds, i.e.,p
1C t2 C jyj2jE.y; t /j . "2

hti�1;

sup
y2R3

Œ1C t2 C jyj2�jF .y; t /j . "2 lnhti � hti�1: (5.46)

Then, with G , U defined in (5.45),

d

dt
G .#; aI t / . "2

hti�5=4ŒG .#; aI t /C U.#; aI t /�;

d

dt
U.#; aI t / . "2 lnhti � hti�1G .#; aI t /C "2

hti�5=4U.#; aI t /;
(5.47)

and thus, for T1 � s � t � T2,

jG .#; aI t / � G .#; aI s/j . "3; jU.#; aI t / � U.#; aI s/j . "3
h
1C ln2

� t

T1

�i
:

Proof. By construction, we have that

d

dt
wf ¹f; 
º D

X
f;g2SIC

mfg

wf

wg

� wg¹g; 
º;

and to prove the claim, it thus suffices to suitably bound the expressions mfg � .
wf

wg
/. For

this, we will use the Poisson bracket bounds on zX and zV established in Section 3.1, in par-
ticular also the refinements in outgoing asymptotic actions (see Lemma 3.7), the decay
estimates (5.46) and the fact that jzXj & hti.

From (5.40), (3.17) and (3.37), we have the bounds

jm�� j . jF j �
�

q
ŒjzXj C tq��1�C jEj

�

q
� Œ1C t�jzXj

�2�C jW jjzXj
�2 �

2

q
Œ1C tq��1

jzXj
�1�

. ŒjF jjzXj C jEj�ŒjzXj
1=2q�1=2

C t jzXj
�1�C jW jjzXj

�1Œ1C tq1=2
jzXj

�3=2�;

jm��j .
�4

q2
ŒjF j C jEj

�2

q
jzXj

�2�C jW j
�5

q2
jzXj

�3;

jm�ua j .
�2

q
ŒjF jjzXj C jEj C �jW jjzXj

�2�;
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and

jm�La j C jm��j .
�2

q
jF j.j zX3j C j@�

zXj/C jEj
� �5

q3

1

jzXj2
C
�3

q2
j@�

zVj

�
C jW j

� �4

q2

1

jzXj3
C
�3

q
j@�

zXjjzXj
�3

�
.
�3

q2

�
jF j C jEj

�2

q

jzXj2

�
C jW j

�4

q2
jzXj

�3;

so that by (5.23), (5.46) and jzXj & hti it holds that

jm�� j . "2
hti�5=4;

jm��j
w�

w�

D jm��j
.1C �/2

�4
. "2

hti�5=4;

jm�Lj
w�

wL
D jm�Lj

.1C �/2

�3
. "2

hti�5=4;

jm�uj
w�

wu
D jm�uj

.1C �/

�2
. "2

hti�5=4:

(5.48)

Similarly, from (5.41) and using (3.38) and (3.47), we obtain that

jm�� j . jF j��2ŒjzXj
2
C t2q2��2�C jEj��2ŒjzXj C tq��1

C t2qjzXj
�2�

C jW jq��3Œ1C t�jzXj
�2

C t2qjzXj
�3�;

jm��j D jm�� j;

jm�ua j . ŒjF jjzXj C jEj���1ŒjzXj C tq��1�C jW jq��2.1C t�jzXj
�2/;

jm�La j C jm��j . jF jŒj zX3j C j@�
zXj���1ŒjzXj C tq��1�C jEj

1

q

h
1C

t�

jzXj2

i
C jW j

1

jzXj2

h t

jzXj
C
�

q

i
;

implying that

jm�� j
w�

w�

D jm�� j
�4

.1C �/2
. ŒjzXj

2
jF .zX/j C jzXjjE.zX/j C "2

hti�1�;

jm��j D jm�� j;

jm�uj
w�

wu
D jm�uj

�2

1C �
. ŒjzXj

2
jF .zX/j C jzXjjE.zX/j C "2

hti�1�;

jm�Lj
w�

wL
D jm�Lj� . "2

hti�3=2;

(5.49)

which suffices by (5.46).
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For Poisson brackets with u, we note that by (5.42) and (3.37), it holds that

j¹uk ; zXj
ºj . Œj@�

zXj C j zX3j� .
�

q
; j¹uk ; zVj

ºj .
�2

q

1

jzXj2
;

j@�¹uk ; zXj
ºj .

1

q

�2

q

jzXj
; j@�¹uk ; zVj

ºj .
�
q

jzXj2
;

and with (3.37) and (3.47) it follows that

j¹¹uk ; zXj
º; �ºj . j@�¹

zX; �ºj C j¹ zX3; �ºj .
�5

q3

1

jzXj2
; j¹¹uk ; zVj

º; �ºj .
�2

q

1

jzXj2
:

Furthermore, using (5.42), (3.38) and (3.46)–(3.47),

j¹¹ua; zXj
º; �ºj . q�1

�
1C

t�

jzXj2

�
; j¹¹ua; zVj

º; �ºj .
1

jzXj2

� �
q
C

t

jzXj

�
:

We deduce from (5.43) that

jmua� j . q�1ŒjF jjzXj C jEj�
h
1C

tq

�jzXj

i
C jW j

1

jzXj2

� �
q
C

t

jzXj

�
;

jmua�j .
�3

q

1

jzXj
ŒjF jjzXj C jEj�C jW j

�2

q

1

jzXj2
;

jmuaub j .
�

q
ŒjF jjzXj C jEj�C jW j

�2

q

jzXj2
;

jmua�j C jmuaLb j .
�2

q2

1

jzXj
ŒjF jjzXj C jEj�C jW j

�

q

1

jzXj2
;

and hence

jmu� j
wu

w�

D jmu� j
�2

1C �
. "2

0hti
�5=4; jmu�j

wu

w�

D jmu�j
1C �

�2
. "2

0hti
�5=4;

jmuuj . "2
0hti

�5=4; jmuLj
wu

wL
D jmuLj

1C �

�
. "2

0hti
�3=2:

(5.50)

Finally, from (5.44) we have the bounds

jmLa� j . ��1ŒjF jjzXj C jEj�ŒjzXj C tq��1�C jW jq��2Œ1C t�jzXj
�2�;

jmLa�j .
�2

q
ŒjF jjzXj C jEj�C jW j

�3

q

1

jzXj2
;

jmLaub j . ŒjF jjzXj C jEj�jzXj C jW j
q

�
;

jmLa�j C jmLaLb j . ŒjF jjzXj C jEj�
�

q
C jW j

�2

q

1

jzXj2
;
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from which we see that

jmL� j
wL

w�

D jmL� j
�3

.1C �/2
. ŒjzXj

2
jF .zX/j C jzXjjE.zX/j C "2

hti�1�;

jmL�j
wL

w�

D jmL�j
1

�
. "2

hti�5=4;

jmLuj
wL

wu
D jmLuj

�

1C �
. ŒjzXj

2
jF .zX/j C jzXjjE.zX/j C "2

hti�1�;

jmLLj . "2
hti�5=4:

(5.51)

In conclusion, the first line of (5.47) follows by combining (5.48) and (5.50), while
the second line of (5.47) follows from (5.49) and (5.51).

5.3.4. Propagation in the close formulation. In contrast to the far region, in the close
region�cl

t D ¹jzXj � 10htiº the spatial location of a trajectory X.t/may be comparatively
small. As a consequence, for the Grönwall arguments for derivative propagation we need
some refined estimates on the dynamics.

Lemma 5.12. Let X.t/ be a trajectory of the ODE (2.3). Then for any t � 0, we have thatZ 1

�1

d�

jX.�/j2
. ��1: (5.52)

Proof. We recall that by (2.6), it holds that

d2

dt2
jX.t/j2 & a2

� 0:

Denoting by tp the time of periapsis, we have with jX.tp/j & q

a2 that

jX.t/j2 &
q2

a4
C a2.t � tp/

2
D a�4.q2

C a6.t � tp/
2/:

Since the trajectories of (2.3) (and thus the integral in (5.52)) are symmetric with respect
to periapsis, we may assume without loss of generality that tp D 0. We then have thatZ 1

�1

d�

jX.�/j2
D 2

Z 1

0

d�

jX.�/j2
. a4

Z q=a3

0

d�

q2
C a4

Z 1

q=a3

d�

a6.t � tp/2
.
a

q
:

Also in the close region, Poisson brackets with respect to �, u have more favorable
bounds than those with respect to �, L, and, as in (5.45), we define

G 0.#; aI t / WD w� j¹�; 

0
ºj.#; aI t /C wuj¹u; 
 0ºj.#; aI t /;

U0.#; aI t / WD w�j¹�; 

0
ºj.#; aI t /C wLj¹L; 
 0ºj.#; aI t /;

for the weight functions wf , f 2 SIC, defined in (5.23). We then have the following
statement.
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Lemma 5.13. Assume that .#; a/ is such that for some T2 > T1 � 0 we have .#; a/ 2 �cl
t

for T1 � t � T2. Assume also that 
 0 is a solution of (5.30) defined on the time interval
ŒT1; T2� satisfying

D Œ
 0�.#; aI t / . " ln3.2C t /;

and we have the decay estimates (5.46). Then, for T1 � s � t � T2,

jG 0.#; aI t / � G 0.#; aI s/j . "3;

jU0.#; aI t / � U0.#; aI s/j . "3
h
1C ln2

� t

T1

�i
:

(5.53)

Proof. As note at the end of Section 5.3.2, the coefficients m0
fg

can be deduced easily
from mfg , and thus from the proof of Lemma 5.11 we directly have the bounds

jm0
�� j . jF j �

�

q
ŒjzXj C tq��1�C .jEj C j PW j/

�

q
� Œ1C t�jzXj

�2�;

jm0
��j D jF j

�4

q2
C .jEj C j PW j/

�2

q2

��4

q
jzXj

�2
�
;

jm0
�ua j .

�2

q
ŒjF jjzXj C jEj C j PW j�;

jm0
��j C jm0

�La j .
�3

q2
jF j C .jEj C j PW j/

�5

q3

1

jzXj2
;

as well as

jm0
�� j . jF j��2ŒjzXj

2
C t2q2��2�

C .jEj C j PW j/��2ŒjzXj C tq��1
C t2qjzXj

�2�;

jm0
��j D jm0

�� j;

jm0
�ua j . ŒjF jjzXj C jEj C j PW j���1ŒjzXj C tq��1�;

jm0
��j C jm0

�La j . jF jŒj zX3j C j@�
zXj���1ŒjzXj C tq��1�

C .jEj C j PW j/
1

q
Œ1C t�jzXj

�2�;

and

jm0
ua� j . q�1ŒjF jjzXj C jEj C j PW j� �

h
1C

tq

�jzXj

i
;

jm0
ua�j .

�3

q2
jF j C .jEj C j PW j/

�5

q3

1

jzXj2
;

jm0

uaub j .
�

q
ŒjF jjzXj C jEj C j PW j�;

jm0
ua�j C jm0

uaLb j .
�2

q2
ŒjF j C ŒjEj C j PW j� � jzXj

�1�;
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and also

jm0
La� j . ��1ŒjF jjzXj C jEj C j PW j�ŒjzXj C tq��1�;

jm0
La�j .

�2

q
ŒjF jjzXj C jEj C j PW j�;

jm0

Laub j . ŒjF jjzXj C jEj C j PW j�jzXj;

jm0
La�j C jm0

LaLb j .
�

q
ŒjF jjzXj C jEj C j PW j�:

Observing that in the close region we have �2

q
. jzXj . hti, it follows that

jm0
�� j . jF jhti3=2

C .jEj C j PW j/
�
q�1=2

hti1=2
C
t �2

q

jzXj2

�
. "2

hti�5=4
C "2

hti�1

�2

q

jzXj2
;

jm0
��j

w�

w�

D jm0
��j
.1C �/2

�4
. jF j.1C �/2 C .jEj C j PW j/

.1C �/2�2

jzXj2

. "2
hti�3=2

C "2
hti�2

�2

q

jzXj2
;

jm0
�Lj

w�

wL
D jm0

�Lj
.1C �/2

�3
. jF j.1C jzXj/C

.1C �/2 �2

q

jzXj2
.jEj C j PW j/

. "2
hti�3=2

C "2
hti�2

�2

q

jzXj2
;

jm0
�uj

w�

wu
D jm0

�uj
.1C �/

�2
. .1C �/ŒjF jjzXj C jEj C j PW j� . "2

hti�5=4;

and this suffices, since by Lemma 5.12 and �2

q
. jzXj . hti we have thatZ t

0

h�i�1

�2

q

jX.# C �a; a/j2
d� . q�1 min¹�; ��1=2

º .q 1:

Similarly, it holds that

jm0
u� j

wu

w�

D jm0
u� j

�2

1C �
. "2

hti�1
�
hti�1=4

C
�1=2

jzXj

�
;

jm0
u�j

wu

w�

D jm0
u�j
1C �

�2
. "2

hti�5=4
�
1C

�1=2

jzXj

�
;

jm0
uuj . "2

hti�5=4;

jm0
uLj

wu

wL
D jm0

uLj
1C �

�
. "2

hti�5=4
�
1C

�1=2

jzXj

�
;

and hence the bounds for G 0 in (5.53) are established.
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Turning to U0, we have that

jm0
�� j

w�

w�

D jm0
�� j

�4

.1C �/2
. "2

�
hti�1 lnhti C

�

jzXj2

�
;

jm0
��j D jm0

�� j;

jm0
�uj

w�

wu
D jm0

�uj
�2

1C �
. ŒjF .zX/jjzXj C jE.zX/j C j PW j�.jzXj C t / . "2

hti�1 lnhti;

jm0
�Lj

w�

wL
D jm0

�Lj� . "2
hti�1

�
hti�1=4

C
q

jzXj2

�
;

and since in the �cl
t we have �

q
. hti1=2, it holds that

jm0
L� j

wL

w�

D jm0
L� j

�3

.1C �/2
. ŒjF .zX/jjzXj C jE.zX/j C j PW j�.jzXj C t / . "2

hti�1 lnhti;

jm0
L�j

wL

w�

D jm0
L�j
1

�
. "2

hti�5=4;

jm0
Luj

wL

wu
D jm0

Luj
�

1C �
. ŒjzXjjF .zX/j C jE.zX/j C j PW j�jzXj . "2

hti�1 lnhti;

jm0
LLj . ŒjF .zX/jjzXj C jE.zX/j C j PW j�hti1=2 . "2

hti�5=4:

As above, the terms involving jzXj�2 will give bounded contributions by Lemma 5.12, and
we thus obtain the bounds for U0 in (5.53).

6. Main theorem and asymptotic behavior

We are now ready to state and prove our main theorem which asserts global existence
of small perturbations, optimal decay of the electric field and convergence of the particle
distribution along modified linear trajectories. In particular, this implies Theorem 1.2.

Theorem 6.1. There exists "� > 0 such that the following holds for all 0 < "0 < "�.
If �0 2 L2

x;v \ L1
x;v satisfies the smallness of moments condition (5.4) and the small-

ness of derivatives condition (5.26), then there exists a unique global C 1
t;#;a solution 
 of

(5.2)–(5.3) satisfying the moment bounds (5.5) of Theorem 5.1 as well as the slow growth
of derivatives (5.25) as in Proposition 5.5.

The associated electric field decays at an optimal rate,

Œ1C t2 C jyj2�jE.y; t /j . "2
0; (6.1)

and there exists an asymptotic field E1 that converges along linearized trajectories

khai2.t2E.ta; t / � E1.a//kL1
#;a

. "4
0hti

�1=10: (6.2)

Moreover, there exists a limit gas distribution 
1 to which 
 converges along a modified
scattering dynamic

k
.# � ln.t/ŒQE1.a/ � QE1.0/�; a; t / � 
1.#; a/kL1
#;a\L2

#;a
. "0hti

�1=30;
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and the point charge has an almost free asymptotic dynamic. There exists .X1;V1/ 2

R3
x � R3

v such that

X.t/ D X1 C V1t � QE1.0/ ln.t/CO.t�1=10/;

V.t/ D V1 �
Q

t
E1.0/CO.t�11=10/:

(6.3)

Expressed in terms of �.t/, this implies that �.t/ converges to 
1 as t ! C1

�.Y.x; v; t /;W.x; v; t /; t/! 
1.x; v/; t ! C1; (6.4)

along the modified trajectories

Y.x; v; t / D
�
at �

1

2

q

a2
ln

� ta3

q

��
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
� ln

� ta3

q

�
QE1.a/C V1t CO.1/;

W.x; v; t / D a
�
1 �

q

2ta3

�
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
C V1 CO.ln.t/t�2/:

(6.5)

Remark 6.2. As is clear from the discussion in Section 5, if we know a priori that (in
a suitable coordinate frame) the point charge does not move, the moment and derivative
assumptions of Theorem 6.1 can be more easily and sharply stated directly in terms of 
0

in (5.6) and (5.24).

Proof of Theorem 6.1. In view of the hypothesis, from Theorem 5.1 we obtain a global
solution 
.t/ with the required moment bounds, and Proposition 5.5 provides the claimed
derivative control, resulting in a unique, classical global solution. Optimal decay (6.1) and
the convergence (6.2) for the electric field then follow from (ii) and (iii) of Proposition 4.4,
respectively.

We deduce next the motion of the point charge. Starting from the fact that

PW.t/ D QE.0; t/; W.t/ �!
t!1

0;

we obtain V1 2 R3 for which

PX D V1 C W.t/;

and from (6.2) and integration, we deduce that there exists X1 such thatˇ̌̌
W.t/C

Q

t
E1.0/

ˇ̌̌
� "4

0hti
�11=10;

jX.t/ � V1t C QE1.0/ ln.t/ � X1j � "4
0hti

�1=10:

(6.6)

This gives (6.3), and informs the derivation of the modified scattering dynamic for the gas
distribution, which we give next.
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Since we have the convergence of the electric field, we can now integrate the leading
order evolution of the gas distribution. We do this in the far formulation of the equa-
tions. Motivated by the above convergence and the expression for Hamiltonian (5.2), we
introduce the asymptotic Hamiltonian

H1
4 WD

1

t
ŒQ‰1.a/ � QE1.0/ � a�:

The flow of H1
4 can be integrated explicitly: its characteristics simply shear with the

diffeomorphism

s1W .#; a/ 7! .# � ln.t/ŒQE1.a/ � QE1.0/�; a/:

To account for this dynamic, we thus introduce

� WD 
 ı s1; �.#; a; t / WD 
.# � ln.t/ŒQE1.a/ � QE1.0/�; a; t /;

which satisfies

@t� D .@t
 C ¹H1
4 ; 
º/ ı s1 D .�¹H4; 
º C ¹H1

4 ; 
º/ ı s1

D .�QEj .zX; t /¹zXj ; 
º � Wj .t/¹zVj ; 
º C t�1.QE1
j .a/ � QE1

j .0//¹aj ; 
º/ ı s1

D �QEj .zX; t /¹zZj ; 
º ı s1 � .tQEj .zX; t /C Wj .t//¹zVj
� aj ; 
º ı s1

C .t�1Q.E1
j .a/ � t2Ej .zX; t // � .Qt�1E1

j .0/C Wj .t///¹aj ; 
º ı s1: (6.7)

In the bulk, these terms can be bounded as follows. By bounds (3.45) in Lemma 3.10
and (6.1), we have that

j1BQEj .zX; t /¹zZj ; 
ºj C j1B.tQEj .zX; t /C Wj .t//¹zVj
� aj ; 
ºj

. "2
0hti

�2
� h�i3 lnhti1B jD Œ
�.t/j . "3

0hti
�2 ln3

hti;

where in the last inequality, we have used (A.4) to control the contribution from the deriva-
tives of 
 in the close region. Similarly, using also (4.16) and (6.6) we obtain that

1B jt�1Q.E1
j .a/ � t2Ej .zX; t // � .Qt�1E1.0/C Wj .t//jj¹aj ; 
ºj

. "4
0hti

�11=10"0 ln2
hti;

where we used (A.4) to bound 1B\�cl
t
j¹aj ; 
ºj . .1C ��1/.�2 C ��3/jD Œ
 0�.t/j in the

close region. Altogether, we thus see from the last two lines of (6.7) that

k1B@t�kL1
#;a

. "3
0t

�21=20:

Upon mollification, it follows that 1B� converges in L1 to a limit 
1 as t ! 1. We
thus have that

k
.# � ln.t/ŒQE1.a/ � QE1.0/�; a; t / � 
1.#; a/kL1
#;a

� k�1BckL1
#;a

C k�1B � 
1kL1
#;a

. "0hti
�21=20;
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where outside of the bulk we used (4.2) and (5.5). Convergence in L2 then follows from
interpolation with the conserved L1 norm of 
 .

It remains to establish the expression for the modified trajectories (6.5) and the con-
vergence of � (6.4) along them. By construction, from (5.1) and (1.19) we have that


.#; a; t / D �.X.# C ta; a/;V.# C ta; a/; t/
D �.X.# C ta; a/C X.t/;V.# C ta; a/C V1; t /:

Hence �.t/ converges along the trajectories

Y.x; v; t / D X.# � ln.t/ŒQE1.a/ � QE1.0/�C ta; a/C X.t/

D

�
at �

1

2

q

a2
ln

� ta3

q

��
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
� ln

� ta3

q

�
QE1.a/C V1t CO.1/;

W.x; v; t / D V.# � ln.t/ŒQE1.a/ � QE1.0/�C ta; a/C V1

D a
�
1 �

q

2ta3

�
�

q2

4a2L2 C q2

�2
q

R C
4a

q2
L � R

�
C V1 CO.ln.t/t�2/;

where we have used (2.43).

Appendix A. Auxiliary results

Lemma A.1. Under the assumptions of Proposition 5.5 (where htijW.t/j . "2 in partic-
ular) and with outgoing (resp. incoming) asymptotic actions, on the close region �cl

t it
holds that for some C > 0

C�1� 0 � � � C� 0; (A.1)

and for any scalar function � we have

w�0 j¹� 0; �ºj . w� j¹�; �ºj C "2.hti�1=2
C jzXj

�1/D Œ��.t/;

wL0 j¹L0; �ºj . wLj¹L; �ºj C "2D Œ��.t/;

j¹u0; �ºj . ��3wLj¹L; �ºj C .1C "2��1
C "2

jzXj
�1/D Œ��.t/;

w�0 j¹�0; �ºj . w�j¹�; �ºj C wLj¹L; �ºj C .1C �/htijzXj
�1w� j¹�; �ºj

C "2.1C htijzXj
�1/D Œ��.t/:

(A.2)

The analogous estimates hold with the roles of the primed and unprimed variables inter-
changed.

Remark A.2. We highlight two consequences of these bounds:

(1) For the transition from close to far (resp. far to close), on �cl
t \ �far

t we have that
hti � jzXj � 10hti, and thus bounds (5.39) from Lemma 5.10 follow, i.e., we have that

D Œ
 0�.t/ . .� C ��3/D Œ
�.t/; D Œ
�.t/ . .� C ��3/D Œ
 0�.t/:
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(2) On�cl
t , we have the following control of Poisson brackets of 
 in terms of those of 
 0:

1�cl
t
D Œ
�.t/ . .� C ��3/.1C htijzXj

�1/D Œ
 0�.t/: (A.3)

By (4.1), in the bulk this improves to

1�cl
t \BD Œ
�.t/ . .�2

C ��3/D Œ
 0�.t/: (A.4)

Proof of Lemma A.1. We will use repeatedly the following bounds which follow from
(3.2), (3.15)–(3.16) and (3.37), together with the bound jzXj . hti on �cl

t (with outgoing,
respectively, incoming, asymptotic actions):

j¹zV; �ºj .
q

�2

h
1C

t�

jzXj2

i
j¹�; �ºj C

�3

2qjzXj2
j¹�; �ºj C jzVjj¹u; �ºj C

�2

qjzXj2
j¹L; �ºj

. qh�i�1
�
1C

t�

jzXj2

�
w� j¹�; �ºj C

�h�i

qjzXj2
w�j¹�; �ºj C

q

�
j¹u; �ºj

C
�h�i

qjzXj2
wLj¹L; �ºj;

j¹zX; �ºj . ��1ŒjzXj C
tq

�
�j¹�; �ºj C

�2

q
j¹�; �ºj C jzXjj¹u; �ºj C

�

q
j¹L; �ºj

. htiw� j¹�; �ºj C
h�i

q
w�j¹�; �ºj C jzXjj¹u; �ºj C

h�i

q
wLj¹L; �ºj:

(A.5)

On �cl
t , it holds that jzXj . hti, and thus � . hti1=2. It then follows for � 0 ¤ 0 that

�

� 0
D
�

q
a0 D

�

q
.a0 � a/C 1;

�

q
ja0 � aj � 4

�

q
jW.t/j .

"

qhti1=2

)
1

2
� 0 � � � 2� 0; (A.6)

which gives (A.1).

(1) In �: Note that since ¹a; �º D 1
2a
¹a2; �º, we have that

¹�; �º D �
�2

q
¹a; �º D �

�3

2q2
¹a2; �º

and thus by (2.53)

¹� 0; �º D
.� 0/3

2q2
¹a2

� .a0/2; �º �
.� 0/3

2q2
¹a2; �º D

.� 0/3

q2
W.t/ � ¹zV; �º C

�� 0
�

�3

¹�; �º:

Hence

w�0 j¹� 0; �ºj .
� 0h� 0i

q2
jW.t/jj¹zV; �ºj C

� 0h� 0i

�h�i
w� j¹�; �ºj

.
�
� 0
h� 0i

h�i
q�1

�
1C

t�

jzXj2

�
jW.t/j C

� 0h� 0i

�h�i

�
w� j¹�; �ºj

C
� 0h� 0i

q2
jW.t/j

� �h�i
qjzXj2

w�j¹�; �ºjC
q

�
j¹u; �ºjC

�h�i

qjzXj2
wLj¹L; �ºj

�
: (A.7)
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By (A.6), we then have

w�0 j¹� 0; �ºj . .1C
"2

jzXj
/w� j¹�; �ºj C "2 1

jzXj
.w�j¹�; �ºj C wLj¹L; �ºj/

C "2
hti�1=2

j¹u; �ºj: (A.8)

This gives the first inequality in (A.2).

(2) In L: Since L0 � L D �zX � W DW �ıL, we have that

¹L0; �º � ¹L; �º D W.t/ � ¹zX; �º:

Hence
j¹L0; �ºj . j¹L; �ºj C jW.t/jj¹zX; �ºj

and thus

wL0 j¹L0; �ºj .
�wL0

wL
C jW.t/j

h�iwL0

q

�
wLj¹L; �ºj

C jW.t/jwL0

�
htiw� j¹�; �ºj C

h�i

q
w�j¹�; �ºj C jzXjj¹u; �ºj

�
;

and hence

wL0 j¹L0; �ºj . wLj¹L; �ºj C "2.w� j¹�; �ºj C w�j¹�; �ºj C j¹u; �ºj/;

where we used that mLm�1
L0 . 1 by (A.6). This gives the second inequality in (A.2).

(3) In u: Recall that R D
q
2

X
jXj

C V � L D
q
2

u C au � L and thus

¹R; �º D
q

2
¹u; �º � q¹��1L � u; �º

D
q

2
¹u; �º C q��2.L � u/¹�; �º � q��1ŒL � ¹u; �º � u � ¹L; �º�:

It follows that

L � ¹R; �º D
q

2
L � ¹u; �º � q

�2

�2
u¹�; �º C

q

�
Œ�2

¹u; �º C L.u � ¹L; �º/C u.L � ¹L; �º/�;

and hence

¹R; �º C 2��1L � ¹R; �º
D q��2.L � u/¹�; �º C q��1u � ¹L; �º � 2��1q�2��2u¹�; �º

C 2q��2ŒL.u � ¹L; �º/C u.L � ¹L; �º/�C
�q
2
C 2q��2�2

�
¹u; �º;

i.e.,
q

2
.1C 4�2/¹u; �º D ¹R; �º C 2��1L � ¹R; �º � q��2.L � u/¹�; �º � q��1u � ¹L; �º

C 2q�2u��1
¹�; �º � 2q��2ŒL.u � ¹L; �º/C u.L � ¹L; �º/�

D ¹R; �º C 2�l � ¹R; �º C q��1Œ2�2u � �.l � u/�¹�; �º
� q��1Œu � ¹L; �º C 2�.l.u � ¹L; �º/C u.l � ¹L; �º//�:
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Applying this to .u0;R0; � 0; �0;L0/, we get

j¹u0; �ºj . h�0i�1
j¹R0; �ºj C .� 0/�1

j¹� 0; �ºj C h�0i�1.� 0/�1
j¹L0; �ºj:

� For the third term, we obtain

h�0i�1.� 0/�1
j¹L0; �ºj . h�0i�1.� 0/�1w�1

L � wLj¹L; �ºj C h�0i�1.� 0/�1
jW.t/jj¹zX; �ºj

with, using (A.1),

.� 0/�1w�1
L � wLj¹L; �ºj . h�i��2

� wLj¹L; �ºj

and, using (A.5),

.� 0/�1
jW.t/jj¹zX; �ºj

. jW.t/j��1
�
htiw� j¹�; �ºj C

h�i

q
w�j¹�; �ºj C htij¹u; �ºj C

h�i

q
wLj¹L; �ºj

�
. "2

� ��1
�

�
w� j¹�; �ºj C hti�1=2w�j¹�; �ºjj¹u; �ºj C hti�1=2wLj¹L; �ºj

�
:

� For the second term, we obtain using (A.8),

.� 0/�1
j¹� 0; �ºj . w�0 j¹� 0; �ºj

. w� j¹�; �ºj C "2
hti�1=2.w�j¹�; �ºj C j¹u; �ºj C wLj¹L; �ºj/:

� The first term is more involved. With

R0
D R � W � L � V � ıL C W � ıL:

we obtain that

h�0i�1
j¹R0; �ºj . h�0i�1

j¹W � L C V � ıL � W � ıL; �ºj C
h�i

h�0i
h�i�1

j¹R; �ºj

. jW.t/jh�0i�1.j¹L; �ºj C .q��1
C jW.t/j/j¹zX; �ºj C jzXjj¹zV; �ºj/

C
h�i

h�0i
h�i�1

j¹R; �ºj:

By Lemma 2.9,

j� � �0j � ��1
j� � �0j C �0

j� 0 � �j

�� 0
. jW.t/jŒ��1

hti C � 0�0�;

and thus, using also that � .q hti,

h�i

h�0i
. 1C ��1

htijW.t/j . 1C "2��1:

Next we use that

j¹R; �ºj . qŒh�ij¹u; �ºj C ��1�j¹�; �ºj C ��1
j¹L; �ºj�
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to conclude that

h�0i�1
j¹R0; �ºj .

�
1C "2��1

C
"2

jzXj

�
w� j¹�; �ºj C

�
1C ��3

C
"2

jzXj

�
wLj¹L; �ºj

C "2
�
hti�1=2.1C ��1/C

1

jzXj

�
w�j¹�; �ºj C .1C "2��1/j¹u; �ºj:

Therefore,

j¹u0; �ºj . .1C "2��1
C "2

jzXj
�1/w� j¹�; �ºj

C "2..1C ��1/hti�1=2
C jzXj

�1/w�j¹�; �ºj

C .1C "2��1/j¹u; �ºj C .1C ��3
C "2

jzXj
�1/wLj¹L; �ºj;

which gives the third bound in (A.2).

(4) In �: By (2.54), it holds that

�0 C � ıˆ�1
t ı M�1

t D .�C � ıˆ�1
t / � ıA;

where

ıA WD t
.a0/3 � a3

q
C
a � a0

q
.zX � zV/C

a0

q
.zX � W.t//:

Note that since � ıˆ�1
t ı M�1

t D �.�0 C tq2.� 0/�3; �0/, we have that

¹� ıˆ�1
t ı M�1

t ; �º D @��.�
0
C tq2.� 0/�3; �0/.¹�0; �º � 3tq2.� 0/�4

¹� 0; �º/

C @��.�
0
C tq2.� 0/�3; �0/¹�0; �º;

and similarly for � ıˆ�1
t , where by (2.38), (2.34)–(2.35) and the bound � & jzXj � q��2,

we have that

j@�� j �
1

2�
�
1

2
; j@��.�; �/j .

q

a2jXj
; j@�� j . min¹���2; h�i�1

º:

Hence

1

2
j¹�0; �ºj � Œ1C @��.�

0
C tq2.� 0/�3; �0/� � j¹�0; �ºj

. j@�� ıˆ�1
t ı M�1

t j � tq2.� 0/�4
j¹� 0; �ºj C j@�� ıˆ�1

t ı M�1
t jj¹�0; �ºj

C j¹�C � ıˆ�1
t ; �ºj C j¹ıA; �ºj:

Hence with � � � 0 we have the bounds

w� � j@�� ıˆ�1
t ı M�1

t j � tq2.� 0/�4
j¹� 0; �ºj .

q

.1C �/2
t j@�z� j � w�0 j¹� 0; �ºj

.
t

jzXj
.w� j¹�

0; �ºj C "2D Œ��/;
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and

w� � j@�� ıˆ�1
t ı M�1

t jj¹�0; �ºj .
�2

1C �
� h�0i�1��1.j¹�0; �ºj C �0j¹� 0; �ºj/

. wLj¹L0; �ºj C
�3

.1C �/2
w� j¹�

0; �ºj

. �w� j¹�; �ºj C wLj¹L; �ºj C "2.1C �jzXj
�1/D Œ��.t/;

where we used (A.7) to absorb one extra factor of �. Similarly,

w� � j¹�C � ıˆ�1
t ; �ºj . w�j¹�; �ºj C wLj¹L; �ºj C .� C t jzXj

�1/w� j¹�; �ºj:

Finally, we observe that with ¹a3; �º D 3
2
a¹a2; �º and using (2.53), it follows that

¹.a0/3 � a3; �º D
3

2
a0¹.a0/2 � a2; �º C

3

2
.a0 � a/¹a2; �º

D �3a0W.t/ � ¹zV; �º � 3.a0 � a/
q2

�3
¹�; �º;

and

¹a0 � a; �º D
� 0

2q
¹.a0/2 � a2; �º C

� 0 � �

2q
¹a2; �º

D �
� 0

q
W.t/ � ¹zV; �º � .� 0 � �/

q

�3
¹�; �º;

so that, using (2.51),

j¹ıA; �ºj . jW.t/jŒt .��1
j¹zV; �ºj C ��3

j¹�; �ºj/C �jzXjjzVj.j¹zV; �ºj C ��2
j¹�; �ºj/�

C jW.t/j.jzXjj¹zV; �ºj C jzVjj¹zX; �ºj/

C jW.t/j.jzXj.� 0/�2
j¹� 0; �ºj C .� 0/�1

j¹zX; �ºj/:

From this and (A.5), we deduce that

w�j¹ıA; �ºj . "2w� j¹�; �ºj C �2
h�i�2

jW.t/jjzXjw� j¹�
0; �ºj

C jW.t/j.jzXj�2
h�i�1

C t�h�i�1/j¹zV; �ºj C "2
hti�1 �

h�i
j¹zX; �ºj

. "2
�
.1C t jzXj

�1/w� j¹�; �ºj C wuj¹u; �ºj
C .1C jzXj

�1/.w�j¹�; �ºj C wLj¹L; �ºj/
�
:

Altogether, we obtain that

w�0 j¹�0; �ºj . w�j¹�; �ºj C wLj¹L; �ºj C .1C �/htijzXj
�1w� j¹�; �ºj

C "2.1C htijzXj
�1/D Œ��.t/;

which gives the last inequality in (A.2).
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