THE ASTROPHYSICAL JOURNAL, 976:222 (22pp), 2024 December 1
© 2024. The Author(s). Published by the American Astronomical Society.

OPEN ACCESS

https://doi.org/10.3847/1538-4357 /ad84f8

CrossMark

Metallicity Mapping of the Ionized Diffuse Gas at the Milky Way Disk—Halo Interface

Bo-Eun Choi'

2,34

, Jessica K. Werk' @, Kirill Tchernyshyov , I Xavier Prochaska™ , Yong Zheng5

Drummond B. Fleldmg , and Jay Strader’
DepaHment of Astronomy, University of Washmgton Seattle, WA 98195, USA
Department of Astronomy and Astrophysics, University of California, Santa Cruz, CA 95064, USA
3 Kavli Institute for the Physics and Mathematics of the Universe (Kavli IPMU), 5-1-5 Kashiwanoha, Kashiwa 277-8583, Japan

“ Division of Science, National Astronomical Observatory of Japan, 2-21-1 Osawa, Mitaka, Tokyo 181-8588, Japan

5 Department of Physws Applied Physics and Astronomy, Rensselaer Polytechnic Institute, Troy, NY 12180, USA
Department of Astronomy, Columbia University, New York, NY 10027, USA

7 Department of Astronomy, Cornell University, Ithaca, NY 14853, USA
8 Center for Computational Astrophysics, Flatiron Institute, 162 Fifth Avenue, New York, NY 10010, USA

Received 2024 July 24; revised 2024 September 23; accepted 2024 October 7; published 2024 November 25

Abstract

Metals in the diffuse, ionized gas at the boundary between the Milky Way’s interstellar medium (ISM) and
circumgalactic medium, known as the disk—halo interface (DHI), are valuable tracers of the feedback processes that
drive the Galactic fountain. However, metallicity measurements in this region are challenging due to obscuration
by the Milky Way ISM and uncertain ionization corrections that affect the total hydrogen column density. In this
work, we constrain ionization corrections to neutral hydrogen column densities using precisely measured electron
column densities from the dispersion measures of pulsars that lie in the same globular clusters as UV-bright targets
with high-resolution absorption spectroscopy. We address the blending of absorption lines with the ISM by jointly
fitting Voigt profiles to all absorption components. We present our metallicity estimates for the DHI of the Milky
Way based on detailed photoionization modeling of the absorption from ionized metal lines and ionization-
corrected total hydrogen columns. Generally, the gas clouds show a large scatter in metallicity, ranging between
0.04 and 3.2 Z., implying that the DHI consists of a mixture of gaseous structures having multiple origins. We
estimate the inflow and outflow timescales of the DHI ionized clouds to be 6-35 Myr. We report the detection of an
infalling cloud with supersolar metallicity that suggests a Galactic fountain mechanism, whereas at least one low-
metallicity outflowing cloud (Z < 0.1 Z.) poses a challenge for Galactic fountain and feedback models.
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1. Introduction

Gas depletion times of only a few hundred megayears for star-
forming galaxies at z=1-3 have raised the question of how
galaxies fuel and sustain their star formation over gigayears of
cosmic evolution (A. Saintonge et al. 2013). The answer is likely
to lie in the circumgalactic medium (CGM), a massive reservoir
of baryons and metals that extends hundreds of kiloparsecs from
a galactic disk (J. Tumlinson et al. 2017). The idea that gas
accretion from the CGM continuously fuels the star formation
observed in the interstellar medium (ISM) of galaxies has been
indirectly supported by numerous observations indicating that
cool, ionized gas (7'~ 10* K) is ubiquitous in low-redshift, L*
galaxies out to ~150 kpc with a characteristic total mass of
Meorcom~ 10" M. (e.g, J. K. Werk et al. 2014;
J. X. Prochaska et al. 2017¢c). At the same time, the CGM
contains metals ejected through outflows by stellar and/or active
galactic nucleus feedback (e.g., M. S. Peeples et al. 2014), and
thus plays an essential role in the baryon cycle that drives galaxy
evolution.

The Milky Way is an ideal place to test our understanding of
gas accretion, recycling, and outflows (collectively called the
“baryon cycle”) with numerous, high-quality observational data
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sets of its multiphase ISM, CGM, and the boundary region
between the two, known as the disk-halo interface (DHI).
Neutral gas clouds moving at radial velocities in the local
standard of rest (LSR) frame inconsistent with Galactic rotation
have been discovered and cataloged in HI 21 cm emission
surveys (e.g., M. E. Putman et al. 2002; P. M. W. Kalberla
et al. 2005; B. Winkel et al. 2016). They are commonly referred
to as intermediate-velocity clouds (IVCs; 20 < |visr| S 90 km

~1) and high-velocity clouds (HVCs; |v; sg| > 90 kms '), and
mostly lie at d <20 kpc (B. P. Wakker 2001; M. E. Putman
et al. 2012; P. Richter 2017), placing them in this DHI region.

The infalling cold gas clouds provide valuable information
about the gas accretion into the Galaxy (N. Lehner &
J. C. Howk 2011; A. J. Fox et al. 2019). Their origin could
be outside of the Milky Way such as gas accretion from the
intergalactic medium (IGM; M. J. Rees & J. P. Ostriker 1977;
M. Fumagalli et al. 2011) or from satellites. Alternatively, these
cold clouds can form in a “Galactic fountain” mechanism, in
which metal-rich outflowing gas driven by feedback processes
mixes with metal-poor halo gas, stimulating the halo gas to
cool and fall back to the disk (P. R. Shapiro &
G. B. Field 1976; F. Fraternali 2017).

In order to understand the origin of gas accretion and the
physical processes that power the Galactic fountain, we must
simultaneously study the ionized and neutral gas at the DHI
that exhibit similar line-of-sight velocities. Observations of Ha
emission from warm gas (T~ 107> K) have revealed its
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prevalence in the DHI region (d < 3 kpc), and which find that
the ionized gas is likely related to Galactic star formation
activities (Q. D. Wang & R. McCray 1993; L. M. Haffner et al.
2003; T. Fang et al. 2006). The most sensitive probe of this
ionized gas at the DHI is ultraviolet (UV) absorption-line
spectroscopy using background sources like quasars or halo
stars. UV absorption studies have uncovered that ionized gas
spreads out over a larger spatial extent than its kinematically
associated neutral gas (e.g., K. R. Sembach et al. 2003;
J. M. Shull et al. 2009; N. Lehner et al. 2022). The ionized gas
shows both inflows and outflows, implying that it contains a
significant amount of material that could eventually accrete
onto the disk and fuel future Galactic star formation (N. Lehner
& J. C. Howk 2011; N. Lehner et al. 2012; A. J. Fox et al.
2019).

The detailed kinematic study of ionized gas clouds can
provide crucial information about their origin and allow us to
draw a picture of physical processes at the DHI. For example,
A. J. Fox et al. (2003) detected several highly ionized gas
clouds along a halo O-star line of sight containing O VI, NV,
C1v, and Si IV, all having complex absorption-line profiles that
vary by ion species. While narrow CIV and SilV lines trace
photoionized gas, broader line profiles are indicative of
collisionally ionized gas at the boundary between neutral/
warm gas clouds and the surrounding hot medium. Further-
more, recent kinematic studies of warm, ionized gas at the DHI
show that its distribution and kinematics, such as the observed
velocity gradients of inflows, can be favorably explained by the
Galactic fountain (e.g., H. V. Bish et al. 2019; J. K. Werk et al.
2019; A. Marasco et al. 2022). This suggests that the Galactic
fountain may play a dominant role not only in driving outflows
but also in gas accretion to the Milky Way disk, although
further investigation is required.

Another way to constrain the origin of DHI gas is to measure
its metallicity. For example, a gas-phase metallicity of a few
percent solar would indicate accretion from a more metal-poor
source like the IGM, while metallicities closer to solar would
imply a Galactic origin. However, measuring the metallicity of
ionized gas at the DHI is challenging due to poor constraints on
the total amount of hydrogen in this region. Studies that
measure the metallicity of neutral HVCs and IVCs have been
exclusively done by using HI 21 cm observations for the
clouds with Ny > 7 x 10" em™2 (B. P. Wakker et al. 1999;
B. P. Wakker 2001; K. R. Sembach et al. 2001; J. A. Collins
et al. 2007), assuming a negligible ionization correction. Yet
the ubiquitous ionized gas clouds in this region are dominated
by ionized hydrogen rather than neutral hydrogen, preferably
having lower Ny <10'" cm™ and unlikely to be detected with
HI 21 cm observations. Alternatively, several metallicity
studies for ionized gas at the DHI have been taken with
hydrogen Lyman series absorption lines in the far-ultraviolet
(FUV; A. J. Fox et al. 2005; W. F. Zech et al. 2008;
F. H. Cashman et al. 2023). Given that ionized hydrogen likely
dominates the total hydrogen column, however, there exists
considerable uncertainty in the gas ionization fractions without
an independent constraint on the ionized hydrogen column
density Ny.

J. C. Howk et al. (2006) were the first to suggest the idea of
using the radio dispersion measure (DM) of pulsars to address
this issue. The pulsar DM provides a precise value of the
electron column density N,, which can effectively serve as an
independent constraint on Ny with a correction for helium
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content. For sight lines toward globular clusters (GCs) that
include both UV-bright stars and radio pulsars, the metallicity
of gas can be measured with great precision by combining
constraints from UV absorption lines of metal ions, hydrogen
Lyman series lines, and the pulsar DM. J. C. Howk et al. (2006)
successfully measured the overall metallicity of multiphase gas
in the sight line toward M3 with this method. However, this
work did not separately analyze different gas components at
distinct radial velocities (e.g., the Milky Way ISM and IVCs at
the DHI) that might have different origins and possibly exhibit
variations in metallicity.

In this paper, we build on the method first suggested by
J. C. Howk et al. (2006) in order to investigate the metallicity
of ionized gas at the DHI for a larger sample of sight lines
toward the halo GCs. We use archival FUV spectra of UV-
bright stars in the GCs observed with the Cosmic Origin
Spectrograph (COS) or the Space Telescope Imaging
Spectrograph (STIS) installed on the Hubble Space Telescope
(HST). We describe our data in Section 2. We separately
measure the metallicity of each kinematically distinct gas cloud
by performing Voigt profile fitting (Section 3) and photo-
ionization modeling (Section 4) with an independent Ny
constraint given by the pulsar DM. Our results are given in
Section 5, and we discuss the origin of ionized gas clouds at the
Milky Way DHI in Section 6.

2. Data
2.1. Target Selection

To select targets for this experiment, we first referred to a
comprehensive pulsar catalog by Paulo Freire to obtain a list of
GCs for which pulsar DMs are available.'® The pulsar DM can
be converted to an electron column, and serves as a strict upper
limit on the total electron column density of ionized gas along
the sight line. Ultimately, this electron column will be
converted to a constraint on the H1II column density of ionized
gas at the Milky Way DHI, which will in turn allow us to
measure the metallicity at the DHI. The electron column
densities for each line of sight are presented in Table 5 in
Appendix A with references.

We performed an archival search in the Barbara A. Mikulski
Archive for Space Telescopes (MAST) for existing high-
resolution FUV spectra of UV-bright stars in those GCs.
Table 1 lists the 10 lines of sight toward GCs with pulsar DM
measurements for which we were able to obtain FUV spectra.
In order to ensure the cluster membership of the UV-bright
stars, we only selected the targets of which membership is well
studied (e.g., P. Chayer et al. 2015; W. V. Dixon et al. 2019;
S. Moehler et al. 2019), and confirmed that their (photo)
geometric distances estimated with Gaia Data Release 3
(C. A. L. Bailer-Jones et al. 2021) are comparable to the
distances to the GCs (H. Baumgardt & E. Vasiliev 2021).

The selected targets all lie at Galactic heights of z < 10 kpc
(Table 1) and thus serve as lines of sight sensitive to the DHI.
Their spatial distribution with respect to the Milky Way disk is
shown in Figure 1. We note that, here, we refer to and use the
distance to the clusters as the distance to the targets,
considering the confidence in their cluster membership and
errors on the order of a few kiloparsecs in the Gaia distances to
the individual stars.

10 https: //www3.mpifr-bonn.mpg.de /staff /pfreire /GCpsr.html



Table 1
Archival Far-ultraviolet Spectral Data
GC Star 1 b ZGC Zx Instrument Grating S/N Detection Proposal
(deg) (deg) (kpc) (kpc) D
M5 (NGC 5904) NGC 5904-KUST723 3.86 46.79 5.47 412738 STIS E140M 29.81 v 9410
FUSE SiC2A/LiF1A/LiF2A 10.94 D157
M10 (NGC 6254) NGC 6254-ZNG1 15.16 23.09 1.74 2.681033 COoS G130/160M 41.48 v 13721
M3 (NGC 5272) NGC 5272-ZNG1 42.50 78.68 10.02 10.947331 Cos G130/160M 36.98 v 11527
FUSE SiC2A /LiF1A/LiF2A 13.96 P101
M13 (NGC 6205) NGC 6205-ZNG1 58.97 40.94 4.67 5904138 COoS G130/160M 56.60 v 11527
FUSE SiC2A/LiF1A/LiF2A 12.02 P101
M15 (NGC 7078) NGC 7078-ZNG1 65.04 —27.29 —4.76 COoS G130/160M 40.90 v 11527
[J76] B212734.4+115714 65.02 —27.31 —4.76 -2.328971 FUSE SiC2A/LiF1A/LiF2A 8.50 D157
47 Tucanae (NGC 104) NGC 104-BS 305.91 —44.88 —3.24 —3.65°3 %8 COoS G130/160M 36.63 X 13721
w Centauri (NGC 5139) NGC 5139-ROA-5701 309.24 15.05 1.36 1.627933 COoS G130/160M 40.32 v 12032
NGC 6752 NGC 6752-BUON-1754 336.62 —25.64 -1.72 -2.9240:72 Cos G130/160M 57.56 v 12032
FUSE SiC2A /LiF1A/LiF2A 7.46 C076
NGC 6397 NGC 6397-ROB162 338.19 —11.94 —0.46 —0.48+093 STIS E140M 41.94 v 9410
FUSE SiC2A /LiF1A/LiF2A 7.22 A026
M4 (NGC 6121) NGC 6121-Y453 350.98 16.05 0.62 0.5815%¢ COoS G130/160M 32.53 X 13721

Note. The 10 sight lines toward the halo GCs of which both pulsar DM and UV spectral data are available. The Galactic coordinates (I, b), height from the disk of the targeted GCs (zgc), and UV-bright stars (z,.) are
presented, as well as the signal-to-noise ratio (S/N) of the data. We detect IVCs and/or HVCs for eight of the sight lines (check mark). All the data presented here can be found in MAST:10.17909/k15n-zp34.
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Figure 1. 3D distribution of the targeted GCs in the Galactocentric system where the Galactic center lies at (0, 0, 0) kpc and the Sun is at (—8.122, 0, 0) kpc. We mark
the GC sight lines where IVCs or/and HVCs are detected in the UV spectrum as “DHI detection” (blue star). A “DHI nondetection™ (gray star) indicates that gas

kinematically distinct from the Milky Way ISM was not present in the spectrum.

2.2. HST/COS and STIS

The majority of our archival data are FUV spectra observed
with the HST/COS GI130M and 160M gratings. The
wavelength coverage spans 1132-1775 A with a characteristic
spectral resolution of R ~ 12,000-20,000. The relatively high
S/N (S/N >30) of the FUV spectra allows us to analyze a
number of absorption lines from low ions (e.g., O1, C1I, Sill,
and Si 1) and intermediate ions (e.g., SiIv, C1V, and N V) that

trace the warm ionized gas at the DHI.
For the two sight lines M5 and NGC 6397, HST/STIS

E140M data are available. These high-S/N spectra cover
wavelengths of 1144-1730 A with a characteristic spectral
resolution of R~ 30,000, corresponding to a velocity
resolution of ~10 km sfl. We continuum normalize all
COS coadded spectra from the HSLA (M. Peeples et al. 2017)
and STIS spectra using 1t continuumfit, a Python tool
in the open-source package Linetools (J. X. Prochaska

et al. 2016).

2.3. FUSE

Far Ultraviolet Spectroscopic Explorer (FUSE) spectra are
available for six lines of sight (Table 1). The spectra were obtained
with the SiC2A, LiF1A, and LiF2A channels, with segments that
cover 916-1005 A, 987-1082 A, and 1086-1181 A, respectively,
with a spectral resolution of R ~ 10,000-20,000. This wavelength
range covers additional metal ions such as S III and Fe III that are
unavailable in the COS or STIS spectra.

Furthermore, FUSE spectra provide a constraint on the HI
column density. Although we focus on ionized clouds close to
the disk where H 1I likely accounts for a significant fraction of
the total hydrogen, the HI column density (Nygp) iS an

important, additional constraint on the photoionization model-
ing that is discussed in Section 4.
A way to precisely to measure the HI column densities of the
absorbing clouds is using HI Lyman series absorption lines in
high-resolution FUV spectra. Although recent all-sky HI 21 cm
surveys such as the Leiden/Argentine/Bonn (LAB) survey
(P. M. W. Kalberla et al. 2005) and the HI4PI survey (HI4PI
Collaboration et al. 2016) have been successfully used to
measure Ny of neutral-gas-bearing clouds in emission, these
data offer only coarse constraints on Ny for two reasons. First of
all, these surveys have an effective beam size of 10/~30/, which
is at least several tens of times larger than the HST/COS
aperture (2”5) or STIS (0”2) and possibly gives a larger or
smaller value of Ny due to beam smearing (J. C. Howk et al.
2006). Additionally, we were not able to detect any possible
IVCs and HVCs from both LAB and EBHIS data for most of
our sample lines of sight, indicating that the ionized clouds we
are finding either have an Ny below the detection limit of HI
surveys of Ny >10'® cm™ and/or are small and thus spatially
unresolved (P. Richter 2017). We finally note that Ny
measurements on the order of 10'°~'® cm™ would be consistent
with several previous studies on ionized gas clouds at the DHI
(J. A. Collins et al. 2004; W. F. Zech et al. 2008; F. H. Cashman
et al. 2023). Therefore, we use the FUSE spectra to measure HI
Lyman series absorption lines with wavelengths shorter than
Ly~ down to Lyu at 916 Ato probe Ny of ~10"7'¢ cm™2,

3. Ion Column Density Measurements

We apply Voigt profile fitting to the ion absorption lines
detected in the continuum-normalized UV spectra to precisely
measure the ion column densities. In order to measure the
metallicity of ionized gas clouds at the DHI, the absorption
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features that originate from ionized gas clouds need to be
separated from the Milky Way ISM absorption or stellar
absorption. Because the only distance information of the gas
clouds is an upper limit constraint from the background GCs,
we identify the absorption features in velocity space, in the
LSR frame. Components with v sg| <20 km s~ ' are classified
as Milky Way ISM absorption, and components with
[Visr — Vstar] <20 km s~ are regarded as stellar absorption.
We adopt the terminology of IVC and HVC to refer to
components of which absolute the LSR velocity is
20 < v sr| <90 km s~ ' and |vy gg| > 90 km s, respectively
(B. P. Wakker 2001; M. E. Putman et al. 2012; J. K. Werk et al.
2019). For defining IVCs, a lower velocity limit of 40 km s s
more generally accepted, as velocities below this threshold can
be indistinguishable from Galactic rotation on certain sight
lines (e.g., H. van Woerden et al. 2004). However, we adopt a
lower value of 20 km s~ to maximize the detection of clouds
distinguishable from the ISM and to maintain a consistent
threshold across all samples.

We identify all the absorption components within |y gg| <
400 km s~ ' using the pyigm IGMGuesses graphical user
interface, which shows each absorption line in velocity space,
allowin§ us to easily identify components by eye using velocity
offsets.’ ' Also, it makes the first estimate of the Voigt profile
parameters for each ion species: ion column density N,
Doppler parameter b, and v; gg. Some absorption features are
saturated; given that the line-spread function of the COS
instrument features a broad core and extended wings, compared
to a Gaussian, the line profile convoluted with the COS line-
spread function typically exhibits a peak value about 0.8 times
that of an equivalent Gaussian profile (P. Ghavamian et al.
2009). Therefore, we defined a feature as saturated if there were
three or more consecutive pixels with flux values below a
normalized flux of 0.2. If multiple lines are available for the ion
species, we select the line with the lowest oscillation strength
for the identification to avoid saturation and minimize
uncertainty in the measurements.

We detect HVCs and /or IVCs in the sight lines toward eight
of 10 GCs. We consider it a detection when the absorption
components of at least three different ions are identified for
robustness. We note that, despite the lower velocity threshold
of |visg| <20 km s~', all detected IVCs are found at
[vLsr| > 35 km s~!, aligning closely with the more commonly
considered threshold (Table 5 in Appendix A). With the initial
values given by IGMGuesses, we jointly fit Voigt profiles to
every absorption component using the public Python package
veeper.'> We present the best-fit Voigt profiles for the M3
sight line (NGC 5272-ZNGl1) as an example in Figure 2. In
Figure 2, the green shaded band is the Milky Way ISM
absorption, and the gray shaded band shows stellar absorption.
For this sight line, we detect two IVCs, IVa at v gg ~ —37 km
s~' and IVb at ~—70 km s~'. Blue solid lines show the best-fit
Voigt profile for each component marked with black labels. We
also mark “no-information” absorption lines with the red label
in cases of severely blending with the Milky Way ISM and
“nondetections” with the purple label. Table 2 presents the
corresponding best-fit parameters of the Voigt profile for each
ion species. The ion column density measurements determined
by fitting Voigt profiles for all the sight lines are presented in

" https://github.com/pyigm/pyigm
The original version of veeper: https://github.com/jnburchett/veeper. In
this work, we use a custom version (https://github.com/mattcwilde/veeper).
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Table 2
Voigt Profile Measurements and Ion Column Densities for the M3 Line of
Sight
Comp. Ton logN b VLSR
(cm™?) (kms™") (kms™")
Total e <19.91 +£0.01*
IVa H1 >16.96 + 0.16
Ol >14.81 +£0.07 21.8+£5.3 —383+2.7
Fe I 14.92 £0.02 279+0.8 —-375+0.7
Su 14.83 £ 0.04 125+1.9 —38.0+ 1.7
Fe 11 14.40 £+ 0.08 19.8 +£29 —458 + 1.7
S 14.41 £ 0.10 219435 —237+4.1
Siv 13.63 £ 0.11 16.9 £+ 3.1 —382+1.8
Civ 14.21 £ 0.06 19.6 £3.5 —39.6 £ 1.7
Nv 13.15 £ 0.05 19.1+£43 —332+26
IVb HI >16.92 +£0.16
O1 13.92 +£0.29 8.6 £5.7 —73.1+4.1
Fell 14.02 £0.12 4.0£09 —-733+1.0
Sil 14.23 £ 0.06 262 +2.7 —76.7+32
Su <14.63 £0.03
(611 >14.64 +0.22 27.0+3.4 —61.9+75
Fe 111 13.82 £0.23 219+79 —81.4+8.9
Sil >13.61 £0.28 252+£53 —68.4+11.0
S 13.75 £0.45 18.0 £9.1 —56.3 £ 11.5
Sitv 13.17 £ 0.30 28.0 £ 13.0 —74.6 £ 15.6
Civ 13.64 £0.14 17.8 £49 —79.7+ 49
Nv <12.55+0.19

Notes. Properties of all the detected absorption lines in the sight line toward
M3. The two IVCs are detected at visg ~ —37 km s~ ! and ~—70 km s,
which are IVa and IVb, respectively. The electron column density given by the
pulsar DM is the total column density for this sight line. logN is the ion
column density, and b is the Doppler parameter of the absorption line.
 Pulsar DM from J. W. T. Hessels et al. (2007).

Table 5 in Appendix A. We present lower or upper limits for
several ions because of saturation or nondetection, respectively.
For the saturated lines, the measured column density is taken as
a lower limit. In the case of a nondetection, an upper limit is
estimated by the apparent optical depth method (AODM;
B. D. Savage & K. R. Sembach 1991) with a 20 level of
significance (95% confidence). Please refer to D. V. Bowen
et al. (2008) for the detailed method.

We also constrain Ny using H1 Lyman series lines detected
in absorption for M5, M3, M15, and NGC 6397 when a FUSE
spectrum is available. We measure HI column density using
the AODM applied to the Lyman absorption lines. Similar to
the approach taken for other ion species, we select lines with
the lowest oscillation strengths, specifically at X916, A917, and
A918, to minimize saturation. Nevertheless, we consider these
column density estimates as lower limits because the lines are
still found to be saturated, and Voigt profile fitting is not
appropriate considering their low S/N (Table 1).

4. Photoionization Modeling

Since the majority of detected ion species in our samples are
low ions that may have undergone photoionization, we conduct
photoionization modeling to correct for ionization effects,
characterize the ionized clouds, and ultimately estimate their
metallicity. We also detect intermediate ions, SiIv, CIV, and
NV, which may be part of photoionized warm gas (T ~
10*73 K) or also may be in a collisionally ionized transitional
phase at ~10° K (J. K. Werk et al. 2019). Photoionization



THE ASTROPHYSICAL JOURNAL, 976:222 (22pp), 2024 December 1

Choi et al.

--- NV 11238821

--= Silll A 1206.5

IVb IVa

15 Vb IVa

Continuum Normalized Flux

=== CIIA 13345323

IVb IVa IVb  IVa

=== SilV A 1393.7602

0.0

--- SIIA1259.518

--- 012 1302.1685

300 150 —100  —50 0 50 300 —150
-1
vLsr [km s™7]

visk [kms™!]

-50 0 50 —200 —150 —100 —50 0 50
-1
VLSR [km S ]

Figure 2. The Voigt profile fit for the M3 sight line (NGC 5272-ZNG1). The black dashed line shows the joint fit including all the absorption components. We separate
two intermediate-velocity gas clouds, IVa and IVb (blue solid lines), from the Milky Way ISM (green shaded) and star (gray shaded). The component labeled I'Va is well
detected in highly ionized metal species, but is severely blended with saturated absorption from the Milky Way in a few low-ionization metal species (red labels), which
makes it impossible to constrain gas column densities from those absorption lines. We mark IVC nondetections in a given ion species with a purple label.

modeling is a valuable tool for understanding the behavior of
intermediate ions. By applying a photoionization model, we
can determine the extent to which the observations of the
intermediate ions can be explained by photoionization, and
evaluate the need for other mechanisms (e.g., turbulent mixing
layers or shock ionization) to account for discrepancies.

The spectral synthesis code CLOUDY (G. J. Ferland et al.
2017) is used for photoionization modeling. We use the Milky
Way radiation model developed by A. J. Fox et al. (2005) as
the ionizing source, which includes stellar radiation and
extragalactic background radiation (Figure 3). We generate a
grid of gas cloud models parameterized by the neutral
hydrogen column density Ny, metallicity Z/Z,, and ionization
parameter U, where the ionization parameter U is defined as the
ratio between the number density of ionizing photons and
hydrogen (U = n,/ny = ®/cny). The ionization parameter U
is useful for our models because it inherently scales with both
the ionizing photon flux and the hydrogen number density.
Thus, U effectively incorporates the variations in ionizing flux
that may arise from uncertainties in the distances to the clouds.
Our grid spans log Ny = 14.5-20 in steps of 0.25 dex,
logZ/Z; = —2 to +1 in steps of 0.1 dex, and logU = —4
to 0 in steps of 0.25 dex. The main assumptions made are that
gas clouds (1) are in thermal and ionization equilibrium, (2)
have a plane-parallel slab geometry with a uniform density, and
(3) have relative solar abundances of the elements. We discuss
the systematic uncertainties inherent in this method in
Section 5.2.

We apply a Hamiltonian Markov Chain (HMC) approach to
estimate metallicity by comparing a linearly interpolated grid
model to observational constraints, which are the ion column

densities determined in Section 3 including Ny;. We refer to the
method described in M. Fumagalli et al. (2016), which worked
successfully for estimating metallicities of the CGM of low-
redshift galaxies (J. X. Prochaska et al. 2017a).

Furthermore, our strategy to find the best-fit photoionization
model and estimate metallicity uses the electron column
density from pulsar DMs, N, py, as a strict upper limit of the
N, of a gas cloud. Given that about 4%—-8% of the ISM is
ionized (M. A. de Avillez et al. 2012; E. B. Jenkins 2013), we
subtract the approximate contribution from the ISM to N, pm
using the NE2001 Galactic free electron density model
(J. M. Cordes & T. J. W. Lazio 2002). This model provides
an electron column density for the given sight line with a
distance. Since the model also includes the contribution from
the thick disk component that may be a part of the DHI, we
exclude the thick disk component from the model and estimate
the ISM contribution, N,jsm. The model electron column
density, N, model, is directly calculated with a helium correction
by the CLOUDY model (N, modet = Num + Nuert + 2Nperm)-
The likelihood of N, is defined as a Q-function with the given
N.pm and N, sm (Figure 4). Figure 4 shows the probability
function of N,, and that the subtraction of the ISM based on
NE2001 extends the transition region in the Q-function. With
internally self-consistent ionization corrections and helium
corrections, this method effectively constrains the ionized
hydrogen column density Ny, which is expected to dominate
in mass over HI in the diffuse gas around the Milky Way
(M. E. Putman et al. 2012).

For the sight lines of M3 and M5, we detect multiple clouds
with different velocity offsets. Since N, pyv is the upper limit of
the total electron column density of all the clouds in the same
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Figure 3. The Milky Way radiation field modeled by A. J. Fox et al. (2005),
with the positions in x—z space of our eight targets marked by blue stars. The
color scale indicates the level of the assumed ionizing photon flux, log(®), in
units of photons em ™2 s~

line of sight, we perform a joint HMC fitting for the gas clouds
in order to satisfy the constraint on the total electron column
density. For example, two IVCs, IVa and IVb, were detected in
the M3 line of sight. Thus, the upper limit of the total electron
column density N, is given by N,pm > Nejor =Ne1va +
N, v, Where N, v, and N, 1y, are the model electron column
density of IVa and IVb, respectively. We validate the self-
consistency by ensuring that N, estimated by the best-fit
model is below N,py. Finally, in order to determine the
ionization parameter, we add constraints from ion column
density measurements with a wide range of ionization
potentials, specifically including a series of ion species of an
element (e.g., Sill, Silll, SiIv, Fel, and Fe III).

For each target, we perform four HMC runs of 12,000 steps
each, discarding the first 3000 steps, for the full range of the
model grid. The probabilistic programming library NumPyro
is used for the HMC fitting process (E. Bingham et al. 2019;
D. Phan et al. 2019).

We implement HMC fitting against several cloud models to
assess the degree to which photoionization can account for the
observed data. The considered cloud models are as follows.

1. Photoionized low-ion cloud (“low ion”). We assume the
detected intermediate ions such as SiIv, CIV, and NV
arise from a transitional-temperature gas phase at
~10° K, and are collisionally ionized. In this case, we
apply the photoionization modeling to only the low-ion
species’ column densities.

2. Single-phase photoionized cloud (“single phase”). This
model assumes a single-phase cloud with a uniform
density and that the cloud is predominantly photoionized.
Since all the ions are in the same photoionized phase in
this model, all the observed ion species are used as the
constraints on the model.

3. Two-phase photoionized cloud (“two phase”). We can
think of a photoionized cloud in the line of sight with a
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Figure 4. The applied likelihood of N, for the M3 sight line.

multidensity structure (J. Stern et al. 2016). In this case,
intermediate and high ions could arise from a low-density
part of the gas cloud while low ions would mostly reside
in the higher-density (inner) region of the cloud. All of
the ion species are employed in the HMC fitting the same
as the single-phase model, but there are twice as many
free parameters, X ,(Nurp, Z, U,), where p=high or
low. We note that we treat the metallicity as a free
parameter in both gas phases, motivated by the possibility
that they could have different metallicities due to distinct
origins and mixing processes.

We present an HMC corner plot for M3 with the
photoionized low-ion cloud model as an example in Figure 5.
The first row of each column shows the posterior probability
density function (PDF) of the corresponding parameter with the
median and £1o value of the PDF. Figure 6 presents a
comparison between this low-ion CLOUDY photoionization
model and the observational constraints for both IVa (upper
panel) and IVb (lower panel) detected along the M3 sight line.
We vary each parameter over the full grid range of values in
each column, keeping the other two model parameters as the
best-fit values (solid colored lines). The vertical gray dotted
line marks the best-fit value for the given parameter on the x-
axis, while the circular points with errors given by the shaded
regions mark the column density measurements from the
absorption-line data.

5. Results
5.1. Photoionization Model Comparison

We display the metallicity of the detected DHI clouds in
Figure 7 for each of the photoionized cloud models. The
metallicities estimated by the low-ion model are represented by
blue circle points connected by the blue solid line. Similarly,
the single-phase model is illustrated by purple circle points
connected by the purple solid line. The metallicity estimations
with the two-phase model are represented as triangle
points, with the high-density phase depicted in blue with a
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Figure 5. An HMC corner plot of M3 fitting to the photoionized low-ion cloud model. The fitted parameters are the neutral hydrogen column density Ny, metallicity
Z/Z, and ionization parameter U. The median values of posteriors for each IVC are presented with +1o.

dotted line, and the low-density phase shown in orange with
a dashed line. The metallicity estimations derived from the
low-ion and single-phase models generally exhibit good agree-
ment within a few tenths of a dex. This result is likely attributed
to the substantial contribution of low ions in the HMC fitting
procedure, as they account for a significant fraction of the
observed constraints in the majority of cases. To compare the
two-phase model with the other models, the metallicity
provided by the low-ion model or single-phase model is
compatible with that of the dominant gas phase in the two-
phase model except for M15-IVa, in which they converge
to the middle value between the two phases. It is notable
(and challenging to explain physically) that two-phase model
for the M15-IVa cloud suggests a low-density gas phase with

low metallicity, and a high-density gas phase with solar
metallicity.

In order to examine the goodness of fit for each model, we
calculate the deviation of the observed ion column densities,
Xobss from the predicted values by the best-fit model, Xihoder-
Figure 8 presents the deviation for each ion species in order of
ionization potential energy. The scattered points along the
vertical lines are the deviations for each cloud. We mark the
mean deviation for each ion species with the point with a black
edge. The low-ion model (top) successfully reproduces the
observed low ions showing the lowest-level deviations, while
the single-phase model (middle) shows larger deviations.
Neither satisfactorily matches with the column density
constraints from observed intermediate ions (SiIv, CIV, and
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Figure 6. The best-fit CLOUDY photoionization models for low-ion clouds (solid lines) and ion column density N,,, measurements (points and shaded regions,
showing the errors) for IVa and IVb detected along the M3 sight line. Each column shows how the CLOUDY model varies by a single parameter, with the other two
parameters held at the best-fit values from the HMC analysis. The model parameters we vary are the H I column density Ny; (left), metallicity Z/Z., (middle), and
ionization parameter U (right). The best-fit value for each parameter is presented by the gray dotted vertical line. We mark upper and lower limits with arrows (a) The
best-fit photoionization model for the IVa cloud detected along the sight line toward M3. (b) The best-fit photoionization model for the IVb cloud detected along the

sight line toward M3.
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Figure 8. The deviation of the ionic column densities derived from the UV
absorption observations from the values derived using best-fit CLOUDY
model. Ions are ordered on the x-axis in order of increasing ionization potential
energy. Median deviations for every cloud are shown with a black box outline.
‘While the low-ion model does not use the observational constraints on Ng; v,
Nc v, or Ny v, both the single-phase and two-phase models do.

N V), even though these ions are considered in the HMC fitting
for the single-phase model. This result implies that low ions
and intermediate ions in the DHI gas cannot be explained
simultaneously with a single-phase photoionized cloud model.
Therefore, it is required to consider a multiphase gas structure
or/and other ionization mechanisms (A. J. Fox et al. 2005;
J. Stern et al. 2016; J. K. Werk et al. 2019).

The two-phase model (bottom) shows good agreement with
the observations, notably in successfully reproducing both low
and intermediate ions. However, we cannot conclude the two-

10

phase model is the most suitable for DHI clouds since it
requires a high-dimensional parameter space compared to the
limited number of observational constraints. Furthermore, a
thorough exploration of other potential ionization processes is
essential, considering that the model still shows offsets from
the data in N V with about 0.8 dex. Thus, we discuss in detail
the potential ionization mechanisms for intermediate ions in
Section 6.1. In the subsequent section, our focus shifts to
presenting results based on the low-ion model, as it is built on
the most physically robust assumptions regarding the ionization
processes. Moreover, this model effectively accounts for the
observed low ions and in most cases (6/8) reasonably
represents the high-density gas-phase metallicity of the two-
phase model.

5.2. Physical Properties of the Photoionized Low-ion Clouds

We present the physical properties of the detected clouds
derived from HMC fitting with the photoionized low-ion cloud
model in Table 3. The HI column density Ny, metallicity Z,
and ionization parameter U are the free parameters of the
CLOUDY model, and the best-fit values are given by the
median value of the HMC PDFs. The errors are given with 20
confidence (95%). The H 1 column density Nyy is calculated in
the model with the given best-fit parameters. The hydrogen
number density ny can be directly converted from the
ionization parameter by ny =n.,/U = ®/(cU), where ® is the
ionizing photon flux.

First, we point out some sources of systematic error inherent
to photoionization modeling. The primary uncertainty in our
method arises from the modeled fraction of the electron column
density contributed by the detected ionized clouds. Despite this
uncertainty, when combined with the constraints from ion
species with various ionization potentials, our DM method still
yields more reliable constraints on the gas ionization parameter
than photoionization modeling without the electron column
constraints from the pulsar DM. When we perform the
modeling without any DM constraints, there are several sight
lines that are driven to much higher values of Ny (and
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Table 3
The Cloud Property Estimations Based on the Photoionized Low-ion Cloud Model Using the Hamiltonian Markov Chain Method

GC Zmax b Component VLSR | log Ny log Nyu logZ/Z logU log ny

(kpe) (deg) (kms™") (em™) (em™) (cm™)
M3 (NGC 5272) 10.02 78.68 IVa -373 19.5140:93 19.69 0.05+3:92 —3.5579% —1.085%9
IVb ~71.6 17.39+006 19.40 0.38+007 —2.76+010 —1.871080
M5 (NGC 5904) 5.47 46.79 HVa —119.2 16.994017 19.18 —1.207048 —3.24401 —1.094339
HVb —1429 17.00793% 18.95 —0.83+018 —3.45+01¢ —0.89+939
M10 (NGC 6254) 1.74 23.09 IVa —64.4 18.4775%4 19.66 —0.475% —3.33599! —0.81%031
M13 (NGC 6205) 4.67 40.94 HVa ~106.2 1855499 19.92 ~0.369%1 —3.037002 —1.58078
M15 (NGC 7078) —4.76 —27.31 IVa 60.1 18.7410:9¢ 19.22 —0.0973:9% —3.8070:04 —-0.90%0%7
NGC 5139 1.36 15.05 IVa —433 19.667932 19.72 0274331 —3.8710% —0.30%93
NGC 6397 —0.46 —~11.94 IVa 51.9 18.46%0% 19.66 —1.43409¢ —3.58+00 —0.24+042
NGC 6752 -1.72 —25.64 IVa 48.0 18.99+041 19.46 —0.517033 —3.72°0% —0.4479%

Note. The errors are given with 20 confidence in the PDF. The model parameters are the neutral hydrogen column density Ny, metallicity Z/Z., and ionization
parameter U. We present ionized hydrogen column density Ny given by the best-fit model.

correspondingly lower metallicity) than allowed by the DM
constraints (M3, M5, M10, and NGC 6397). For example, in
the M3 sight line, the pulsar DM provides a maximum electron
column of logN, = 19.91 (Table 2). Without this constraint,
the best-fit model yields a total electron column density of
logN, = 21.66, and the estimated metallicity for M3-IVb
decreases to logZ = —1, and the ionization parameter
increases to log U = —1.5. The importance of the N, constraint
given by the pulsar DMs becomes evident considering that the
metallicity estimates of the ionized DHI has has been
challenging since strong constraints on neutral hydrogen
column density are unavailable for most sight lines. Another
source of systematic error is the uncertainty in ®, which is
directly proportional to the hydrogen number density. This
error can be considerable because we cannot pinpoint the
precise 3D location of the clouds, nor do we have precise
constraints on the escape of ionizing photons from the Milky
Way (Figure 3). Both of these sources of error are always
present for any metallicity measurements of ionized gas
detected in absorption, but we cannot eliminate them even
with the additional DM constraint.

In Figure 9, each GC sight line is represented by a bar chart
divided into three components: the Milky Way ISM (gray),
clouds (colored) that correspond to the detected IVC or HVC
(“Component” in Table 3), and an additional ambient medium
(gray hatched). Thus, the total electron column density given
by the pulsar DM is composed of contributions from the ISM,
the clouds, and the ambient medium, expressed as
Nepm =Neism + Necloud T Neambient- The ISM fraction is
calculated using the NE2001 model, while the electron column
density of the clouds is derived from our HMC fitting with
photoionization modeling. Given that we use N, values from
pulsar DMs as an upper limit of the total electron column
density, there is an uncertainty regarding the precise allocation
of N, between the clouds and any remaining sources of free
electrons not probed by the UV data (e.g., hot gas at T~
10° K). We can see that for six of our eight sight lines, the
“ambient” component accounts for approximately 50% of the
total electron column. We can additionally use the minimum
and maximum ¢ values reported by A. J. Fox et al. (2005) to
estimate a higher and lower limit of ny, respectively.
Combining these two sources of systematic uncertainty, both
of which affect the best-fit ionization parameters and
metallicities, we conservatively estimate that they can
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Figure 9. Bar chart showing the the electron column density, N,, fraction for
each gas component along the GC sight lines, ordered by increasing distance to
the GCs. Each bar is divided into three components: Milky Way ISM (gray),
clouds (color), and ambient (gray hatched). The fraction of the bar representing
the IVCs and HVCs is color coded according to metallicity. The ISM fraction is
calculated by the NE2001 model, as discussed in Section 4. The electron
column density of each cloud is estimated from the HMC fitting with
photoionization modeling. Since we set N, given by the pulsar DMs as an
upper limit, this allows for an additional component of electron column density
besides that of the clouds and ISM, possibly ambient hot halo gas. The ambient
gas is the dominant source of free electrons along most lines of sight.

contribute at most 0.5 dex of error on our reported values.
We conclude that our metallicities are likely generally reliable
to within a few tenths of a dex. As a result, moving forward, we
refer to clouds as subsolar (<0.3 Z.), near-solar (0.3-1 Z.),
and supersolar (>Z).

The spatial distribution of the detected IVCs (diamond) and
HVCs (circle) in the Milky Way is illustrated in Figure 10. We
mark the metallicity with color: subsolar (<0.3 Z.; blue), near-
solar (0.3—-1 Z.; purple), and supersolar (>Z.; pink). Each
range of metallicity could reflect the origin of gas clouds.
Supersolar metallicity implies a Galactic origin, whereas
subsolar gas might have originated from the IGM or a metal-
poor satellite given that the metallicity of the hot halo gas is
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Figure 10. The detected IVCs (diamond) and HVCs (circle) in the Galactocentric system where the Sun is at (—8.122, 0, 0) kpc. The left panel shows the distribution
in the X-Z plane and the right panel is for the X—Y plane. We show our metallicity estimations in color. The vector sizes are proportional to the line-of-sight velocity
centroids in the LSR. We also present the Fermi (dark gray shaded) and eROSITA bubbles (gray shaded) with their approximate size (P. Predehl et al. 2020).

thought to be ~0.3 Z, (M. J. Miller & J. N. Bregman 2015).
The intermediate metallicity range may indicate either mixing
between metal-poor infalling gas and the metal-rich Galactic
medium (F. Heitsch & M. E. Putman 2009) or the Galactic
fountain process, in which metal-rich gas ejected from the disk
is mixed with metal-poor halo gas through condensation and
falls back to the disk (F. Fraternali et al. 2015; P. Richter 2017).
Our targeted sight lines cover a wide region between the Sun
and the Galactic center, and the metallicity of the DHI is largely
scattered from subsolar to supersolar. This wide range of
metallicity may reflect the complex origin of the gas clouds
and/or incomplete mixing processes in this DHI region
(J. C. Howk et al. 2018). We explore the origin of the gas
clouds and examine possible scenarios to explain the observed
metallicity distribution in Section 6.3.

The hydrogen number density spans from logny = —1.4 to
—0.2cm™? , having the mean value of —0.82, and we note that
this value is comparable with previous observational and
simulation-based studies of warm ionized gas at the DHI
(B. M. Gaensler et al. 2008; N. Melso et al. 2019).

Using the hydrogen number density and the total hydrogen
column density, we estimate the length scale of the gas
clouds, D = Ny/ny. The length scales range from 20-1000
pc, with a median value on the order of ~100 pc (Figure 11).
We further note that this size scale is self-consistent with the
best photoionization model in that all of the cloud sizes lie
below the limit determined by the distance to the targets. The
primary uncertainty in cloud size can be largely attributed to
their undetermined locations, which dictates the flux of
photoionizing radiation to which they are subjected. None-
theless, the cloud sizes we derive are consistent with the
findings of previous observational constraints on DHI gas
based on the spatial variation of Call column density
(H. V. Bish et al. 2019). In this study, the cloud sizes are
determined exclusively through photoionization modeling,
which provides estimates based on the ion column density,
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Figure 11. A histogram of cloud size. Most of the clouds have a size on the
order of ~100 pc. The color shows the three metallicity ranges, less than 0.3 Z,
(blue), 0.3—-1 Z, (purple), and supersolar (pink).

gas density, and ionization states. On the other hand, in
H. V. Bish et al. (2019), cloud size estimation was derived
from spatial investigations, assessing the extent of DHI gas
clouds through observations of low-ion cloud detection and
nondetection across the sky, supported by well-constrained
distances. They assume from their study that they are tracing
clouds with temperatures 7<10* K with cloud sizes
< 0.5 kpc, similar to our constraints in this independent
study using a very different cloud size estimation method.
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6. Discussion
6.1. Photoionization of Intermediate Ions

We present the physical properties of the identified ionized
DHI clouds in Section 5.2, with a specific focus on metallicity
based on detailed photoionization modeling of low ions. The
results exhibit good agreement with observed low ions and
maintain consistency with pulsar DMs. The disparity between
the measured column densities of intermediate ions, SiIv, C1V,
and NV, and their predicted values from the low-ion and
single-phase models indicates that these ions likely reside in
distinct gas phases (top and middle of Figure 8). We here
explore the potential photoionization of intermediate ions and
discuss its validity. We discuss other potential ionization
mechanisms for the intermediate ions in Appendix B.

We conduct the two-phase photoionized cloud modeling in
Section 4 with the motivation of the hierarchical structure of
photoionized clouds along the line of sight, where small dense
clouds are embedded in larger low-density clouds (J. Stern
et al. 2016). The results presented in Figure 8 (bottom)
demonstrate that the observed column densities of SiIV and
C1V can be reproduced by the photoionization model, in
particular, a significant fraction of SiIV and C IV resides in low-
density clouds at a temperature of T~ 10* K.

The Ny of the low-density clouds is approximately 70% on
average compared to that of the high-density clouds, indicating
that the low-density clouds contribute significantly to the total
Nup in the two-phase photoionization model. We also find a
discrepancy in the metallicity estimation for each density phase
(Figure 7). This discrepancy may reflect the nature of the DHI
where multiphase gas flows with various origins are incorpo-
rated and affected by feedback, possibly being accreted onto
the disk and fueling star formation. The distance to the
background halo star serves as a strict upper limit for the cloud
length scale. By using this upper limit, we can validate the
photoionization model and rule it out if it predicts a larger size
for the clouds than the distance to the star. The length scales of
the low-density clouds fall within the distances to the stars,
with a mean value of ~1 kpc. Therefore, from the cloud size
analysis alone, there remains a possibility that SiIv and C1V
originate from photoionized low-density gas clouds. The low-
density clouds in the best-fit two-phase model have a median
hydrogen number density of ny = 0.01 cm >, while that of the
high-density phase gas is nyy = 0.2 cm . Considering a similar
gas temperature of the two phases, T~ 10* K, there is more
than an order of magnitude of pressure imbalance between the
two phases under the hydrostatic equilibrium assumption.
Consistent with J. Stern et al. (2016), we conclude that either
there must be a hydrodynamic solution to explain this density
structure or the highly ionized species are collisionally ionized
as discussed in Appendix B.

6.2. Association with Known H I Intermediate-velocity Clouds
and High-velocity Clouds

In Figure 12(a), we present the Galactic distribution of the
identified IVCs (diamonds) and HVCs (circles) in this work with
their LSR velocities, along with an all-sky HI velocity map
sourced from the 21 cm HI4PI survey (T. Westmeier 2018). The
ionized clouds identified in this work could potentially be part of
or associated with known H1 IVCs and HVCs (B. P. Wakker
2001). This potential association is based on their spatial
alignment in Galactic coordinates and comparable LSR
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velocities. The potentially associated IVC and HVC complexes
are marked with boxed contours colored by their LSR velocities.
Their locations in Galactic coordinates are referenced from
H. van Woerden et al. (2004). Figure 12(b) shows a zoom-in Ha
map of the complexes, and the black boxes correspond to the
colored boxes in Figure 12(a). The Ha map is sourced from the
Wisconsin Ho Mapper (WHAM) survey (L. M. Haffner et al.
2003), with the Ho intensity integrated over the LSR velocity
range of the known complexes (B. P. Wakker 2001). We
overplot an HI contour (blue) as well with column densities of
Ny = 1093, 1019, and 10'® cm ™ for Complex C, Complex K,
and Complex gp, respectively.

6.2.1. M3—Complex K

Two IVCs, labeled IVa and IVb, are identified along the line
of sight toward M3, exhibiting a v gg of —37 km s ! and
—72 km s, respectively (see Figure 2 and Table 3). Their
negative LSR velocities suggest motion indicative of an infalling
gas component, particularly notable since M3 is situated near the
Galactic north pole (b = 79°), where the rotational component of
the motion of the Milky Way disk is negligible. It is noteworthy
that IVa probably traces the IV Arch, a huge HI complex. Its
presence is evident from its high HI column density of
Ny ~ 10" ¢m™? and its solar metallicity (Table 3), which
are consistent with previous estimates (B. P. Wakker 2001). On
the other hand, for IVb, we suggest the possibility of its
association with Complex K, an IVC complex characterized by
LSR velocities in the range of —90 < vy gg < —60 km s L.

The presence of the IVb cloud was initially reported by
K. S. de Boer & B. D. Savage (1984) based on CII and C1V
absorption features observed at vi gg ~ —70 km s ! in the UV
spectrum of M3 vZ1128 (NGC 5272-ZNGl1) taken by the
International Ultraviolet Explorer. B. P. Wakker (2001)
discussed the potential association of this cloud with Complex
K; however, they contended that the detection is inconclusive
due to the absence of strong absorption lines in the FUSE
spectrum of the star and the lack of associated emission in the
H121 cm map surrounding it. It is crucial to highlight that the
high-S/N COS spectrum of the same star, combined with joint
Voigt profile fitting employed in this study, enables us to
differentiate IVb from the strong absorption features of IVa and
the Milky Way ISM. The low H1I column density estimated at
N~ 10" em™ through the HMC fitting is consistent with
the nondetection of HI 21 cm emission. If IVb is indeed
associated with Complex K, it indicates the presence of a more
extensive ionized structure surrounding the complex. It is
supported by the WHAM map near Complex K (center,
Figure 12(b)). Ha emission around the neutral complex
extends to the M3 sight line. Furthermore, the supersolar
metallicity of IVb, measured at Z=2.4 Z., implies a likely
origin as a Galactic fountain-driven cloud. We note that this
metallicity value is higher than previous measurements for the
neutral part of Complex K (Z~ 1-2 Z.; B. P. Wakker 2001;
H. van Woerden et al. 2004).

6.2.2. M13—Complex C

We detect an ionized HVC at v; sg = —106 km s ! along the
line of sight toward M13 that is passing through a lower
latitude part of Complex C, a well-known massive, infalling
HVC. Although M13 is closer than the average distance to
Complex C (d ~ 10 kpc; C. Thom et al. 2008), we cannot rule



THE ASTROPHYSICAL JOURNAL, 976:222 (22pp), 2024 December 1 Choi et al.

200

100

r—100

—200

(a)
Complex C; v =[-223, -91] km s~ s Complex K; v =[-95, -60] km s~ " Complex gp; v =[55, 90] km s~
. y . ) . .
80 * 1.0
70 m 0.35 :
0.20 L
704 t- a
| 1 0.30 0.8
60 _ - & - 3 _ _
015 é 60 i 1= i = 0.25 é %,
501 I Z | - S omE L 00
= £ = 504 © ES k]
404 ().1(15:; - '. a r PRI 0‘15:? —30 1 0‘42
II . % .
401 A 0.10 —351
304 0.05 ' r, z Do 02
0.05 —40 A
20 0t ] Qf
0.00 - - 0.00 —45 : : .. d - 0.0
20 20 40 60 80

(b)

Figure 12. (a) The Galactic distribution of detected IVCs and HVCs in an all-sky HI map. (b) WHAM maps of the known HVC and IVC complexes that are
potentially associated with the detected ionized clouds. (a) The Galactic distribution of detected IVCs (diamond) and HVCs (circle) with an all-sky H I velocity map
from the 21 cm HI4PI survey (T. Westmeier 2018). Our clouds are potentially part of the known IVC and HVC complexes, Complex C, Complex K, and Complex gp.
The three complexes are presented with boxed outlines having a color corresponding to their average LSR velocity. In panel (b) the WHAM maps for Complex C
(left), Complex K (center), and Complex gp (right) are shown. The black boxes correspond to the locations of the known complexes. The Hev intensity is integrated for
the LSR velocity ranges of each complex, presented at the top of each map. The LSR velocity ranges are from H. van Woerden et al. (2004). We note that the WHAM
survey covers a velocity range of roughly [—100, 100] km s, thus it only covers a small fraction of the velocity range of Complex C. The range of intensities varies
for each map, as indicated by the correspondin% color bar. The H I map from the HI4PI survey (HI4PI Collaboration et al. 2016) is presented with blue contours with
column densities of Ny = 10'*, 10", and 10™ cm 2 for Complex C, Complex K, and Complex gp, respectively. We show the location of our three sight lines that
are potentially associated with the complexes (magenta stars).

out the possibility that the detected HVC is part of a more shows a slight metallicity gradient in HI column density,
extended ionized region of the complex (A. J. Fox et al. 2004). having higher metallicity at lower Ny;. Our metallicity
Complex C displays low metallicity across the complex in estimation is in agreement with the predicted value at

the range of Z=0.1-0.3 Z., (T. M. Tripp et al. 2003; A. J. Fox N~ 10" cm ™2,
et al. 2023) consistent with our metallicity estimation of
Z=0.4 Z.. It could be possible that the detected HVC lies

within the region where metal-poor HVC interacts with a 6.2.3. M15—Complex gp

fountain outflow (T. M. Tripp et al. 2003). Another potential The ionized IVC in the sight line toward M15 is part of a
scenario is that Complex C is formed via the Galactic fountain known IVC, Complex gp, with LSR velocity of v; gg ~ 60 km
(F. Fraternali et al. 2015), and the detected ionized HVC traces s~ ! The metallicity of Complex gp has been thought to be
a more metal-rich part of the fountain-driven cloud. It is near-solar based on the equivalent widths of several UV
noteworthy that the hydrodynamic simulation of the fountain- absorption lines (B. P. Wakker 2001), which is consistent with
driven formation of Complex C by F. Fraternali et al. (2015) our measurement of Z=0.8 Z.,.
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6.2.4. M5—Fermi Bubbles

The HVCs toward M5 have been regarded to be embedded
in the Fermi bubbles (Figure 10). The Fermi bubbles are largely
extended (~—20°<[<20° and —50°<b<50°) plasma
bubbles launched at the Galactic center (M. Su et al. 2010),
and they are clear evidence of Galactic outflows. Several HVCs
tracing these outflows were detected within the bubbles, and
T. Ashley et al. (2022) showed that they have a wide range of
metallicity from below 0.2 Z, to 3.2 Z.. They explained this
wide scatter in metallicity by two populations of clouds with
different origins. One population of clouds has a Galactic
origin, similar to the bubbles themselves, so they are likely to
be metal-rich and found at low Galactic latitudes. The other
population is preexisting low-metallicity halo gas shocked and
accelerated by the Fermi bubbles as they expand. This latter
population can explain the Fermi bubble HVCs with very low
metallicity below ~0.2 Z., and is more likely to be found at
high latitudes.

The HVCs that we detect toward M5 with subsolar
metallicity of ~0.1 Z. here were also studied in T. Ashley
et al. (2022); however, they regarded them as supersolar clouds
with a metallicity of 3.2 Z., referring to a previous study
(W. F. Zech et al. 2008, hereafter Z08). We describe a few
possible reasons that might have given rise to such a large
discrepancy. First, our study considers the Ny; measured with a
FUSE spectrum as a lower limit (Ny > 10'%® cm~?) because
of the visible saturation. Z08 used 10'%°° cm~2 for Ny as an
actual measurement of Ny, and consequently, this value is
lower than the Ny estimated by our photoionization modeling
of Ny = 10'73% ¢m~2. In addition, while Z08 used a Legendre
polynomial to fit the continuum, we normalize the spectra with
a stellar-like continuum, characterized by a blackbody and flat
in a narrow wavelength range, to avoid overcorrection. Last,
and most importantly, they derived a metallicity only using O
and performed an ionization correction using silicon ions at
different ionization stages (SiII, SiIll, and SiIV). However, the
Si I absorption line is saturated as they note, therefore, it could
affect the ionization correction and metallicity.

If we assume that the HVCs detected toward M5 have low
metallicity as we derive, a potential explanation for their low
metallicity would be that they originated from low-metallicity
halo gas and were accelerated by the Fermi bubbles as
discussed in T. Ashley et al. (2022).

6.3. The Nature of the Disk—Halo Interface Gas Clouds

We find that ionized DHI gas at |z| < 10 kpc has a wide
range of metallicities, 0.04-3 Z.. This spread suggests that
ample inflows and outflows from multiple origins are
incorporated in the DHI region.

Historically, the categorization of IVCs and HVCs, primarily
based on their LSR velocities, has treated them as distinct
populations due to their differing metallicities. IVCs, distrib-
uted within d<1-2 kpc, exhibit near-solar metallicity,
suggesting a Galactic fountain origin. On the other hand,
HVCs, found at greater distances in the halo (mostly d < 10—
15 kpc), show lower metallicities, indicating an external origin,
possibly from satellites or the IGM. Utilizing a significant
sample of IVCs and HVCs detected in UV spectra of halo stars,
covering a wide fraction of the sky (N. Lehner et al. 2022),
A. Marasco et al. (2022) challenged this division. They
proposed that the kinematics of ionized IVCs and HVCs likely
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constitute a unified population characterized by a combination
of diffuse inflows and collimated outflows, rather than separate
populations, thereby supporting the Galactic fountain concept.

At the same time, the region near the Galactic center where
the samples studied here mainly cover exhibits dramatic and
complex outflow features. As introduced in Section 6.2.4, the
Fermi/eROSITA bubbles are extended to several kiloparsecs,
and HVCs tracing these outflows have been detected in
multiple phases (E. M. Di Teodoro et al. 2018, 2020; T. Ashley
et al. 2022). Furthermore, G. Mou et al. (2023) argued that the
asymmetric structures in morphology and surface brightness
shown in the eROSITA bubbles can be reproduced with the
CGM wind model, implying dynamic gas flows around the
Milky Way.

In this section, we compare our samples with several
kinematic models and discuss the nature of DHI gas clouds. We
apply the rotation-dominated inflow and outflow models
suggested by A. Marasco et al. (2022), which consider disk-
like DHI gas of which the velocity vectors are in cylindrical
coordinates, (v, v4, v,). The kinematic models provide the LSR
velocity of a gas cloud at a specific distance from the Sun for
any sight lines in the sky. Since we can only determine the
upper limit of the distances to the detected DHI clouds from
background halo stars, we calculate a range of acceptable LSR
velocities for our sample of sight lines as a function of distance.
We then compare these predictions with the observed LSR
velocities (Figure 13). For reference, we also consider stagnant
models where only the rotational motion exists, thus v, =v, =
0 km s~'. The applied model parameters are presented in
Table 4. The parameters for the inflow and outflow models are
directly adopted from the best-fit parameters provided by
A. Marasco et al. (2022).

In Figure 13, we classify the detected IVCs (diamond) and
HVCs (circle) into three groups, inflow (blue), outflow (red),
and ambiguous (gray), based on the comparison with the
kinematic models. The exceptions are the HVCs in the sight
line of MS5. Despite their negative LSR velocities, they likely
trace the outflows as discussed in Section 6.2.4. E. M. Di
Teodoro et al. (2018) proposed an outflow model where gas
moves away from the Galactic center at a constant velocity.
This model adequately explains the negative LSR velocities
observed for the M5 HVCs by suggesting that their motion is
more horizontal than vertical, implying their relative proximity,
approximately 3-4 kpc away. In addition, we note that the
HVC toward M13 could potentially be part of Complex C, a
well-known infalling HVC.

In order to further examine the nature of these gas clouds, we
calculate the inflow and outflow timescale 7 for infalling and
outflowing gas, respectively. We assume that the vertical
velocity component, v, is solely responsible for the difference
between the measured v gg and LSR velocities given by the
stagnant model, vy,,. Based on this assumption, we define 7 as
follows:

o VLSR — Vstag

1
sin|b| M
_ Zmax Zmax Sin|b|
T= _
IVZI VLSR — Vstag
~ -1
~ 10( Zmax )( smlbl) 100 km s Myr., @)
1 kpce 1 VLSR — Vstag
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Figure 13. Kinematic modeling of LSR velocity for each sight line and observed LSR velocity of the detected IVCs (diamond) and HVCs (circle). LSR velocity is a
function of distance from the Sun (left y-axis), and the maximum distance is given by the distance to the targeted halo stars. We present the predictions of inflow (blue
shaded), outflow (red shaded), and stagnant (hatched) models with the parameters given in Table 4. The colors of the data points denote the categorization of inflow

(blue), outflow (red), and ambiguous (gray).

Table 4
Kinematic Model Parameters
Parameter Inflow Outflow Stagnant
(kms™h
v, 3048 —221+32 0
Ve 233+ 18 23279 200 + 30
v, —671%, 22132 0

where Zax is the maximum Galactic height and b is Galactic
latitude. The characteristic timescales for inflows and outflows
mostly range between 6 and 35 Myr, except for M3-IVb, which
has a timescale of about 150 Myr. We note that our estimates of
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the inflow/outflow timescales approximate the duration
required for gas accretion or the time elapsed since the gas
clouds were ejected.

For M3-IVb, this longer timescale is attributed to its location
at a higher Galactic height of 10 kpc, compared to other
targeted GCs predominantly within 5 kpc. We discuss the
potential association of M3-IVb with Complex K in
Section 6.2.1. If we adopt the z-height limit of Complex K
from B. P. Wakker (2001; z < 4.5 kpc), the timescale falls to
around 65 Myr. Given its LSR velocity of v sg ~ —70 km s~
and high Galactic latitude (b = 79°), we infer that the cloud is
indeed infalling into the disk, with a high likelihood of
accreting onto the star-forming disk within this timescale. Its
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Figure 14. The estimated Ny and metallicity of the ionized DHI clouds. The
color shows H I fraction over the total hydrogen. We note that most clouds are
more than 90% ionized, and the existence of metal-poor gas clouds is in the
form of ionized clouds.

supersolar metallicity of Z=3.2 Z, suggests a Galactic origin,
indicative of it being a part of the Galactic fountain. In addition,
previous studies of gas flows near Complex K for both cool
(H. V. Bish et al. 2019) and warm phases (J. K. Werk et al.
2019) showed that the inflows are confined within a z-height of
3.4 kpc, and their physical and kinematic properties further
support the Galactic fountain model.

Unlike M3-IVb, we also observe metal-poor infalling clouds
in the sight lines of M10 and M 13 (Figure 13). Given their low
Galactic height of z < 10 kpc, these clouds are likely to survive
and accrete onto the disk (B. Tan et al. 2023). Both metal-poor
and metal-rich outflows are also observed. We propose that
metal-rich clouds trace outflowing material, while metal-poor
clouds trace halo gas that has been shocked and accelerated by
outflows, as discussed in Section 6.2.4. This observation
highlights the complexity of gas flows on the small scale of the
DHI. The presence of both metal-rich and metal-poor
components in inflows and outflows indicates that metallicity
alone cannot reliably trace the nature or origin of these
gas flows.

Notabl?/, we detect low-metallicity ionized clouds with
Nir < 10" em ™2, which is challenging to detect and determine
the metallicity of given the HI 21 cm emission detection limit
for many surveys (Figure 14). The Galactic chemical evolution
model requires the continuous accretion of low-metallicity gas
to explain the observed stellar abundance and scaling laws
(C. Chiappini et al. 2001; J. Sanchez Almeida et al. 2014), and
lines of hydrodynamic simulation have predicted that a
substantial portion of gas accretion occurs in the form of
ionized matter (e.g., F. Heitsch & M. E. Putman 2009;
M. R. Joung et al. 2012; C.-G. Kim & E. C. Ostriker 2018).
The detection of low-metallicity ionized clouds evidently
shows gas accretion in the form of ionized material and implies
its role in fueling Galactic star formation.

7. Summary

In this work, we estimate the metallicity of the diffuse warm
ionized gas at the DHI with a strong constraint on the ionized
hydrogen column density given by radio pulsar DMs. We
analyze archival COS, STIS, and FUSE spectra of 10 halo GCs
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and detect ionized IVCs and HVCs along eight sight lines
within the Galactic height of z < 10 kpc.

All the absorption components within |vgr| <200 km s~
are identified, therefore, the ionized clouds with |vy sg| > 20 km
s~ are deblended from the Milky Way ISM absorption and
stellar absorption. We measure their ion column densities
separately by Voigt profile fitting to estimate the metallicity of
each individual gas cloud.

We perform photoionization modeling using CLOUDY
under three distinct scenarios: (1) where low ions exist in a
photoionized gas phase while intermediate and high ions are
collisionally ionized (referred to as the low-ion model), (2)
where all ions are uniformly photoionized within a single gas
phase (single-phase model), and (3) where all ions are
photoionized, but the clouds are structured into two distinct
density phases (two-phase model). We find that low ions and
intermediate and high ions cannot be in a single phase of
photoionized gas, clearly indicating the multiphase structure of
the ionized clouds.

We present self-consistent and statistically preferred metal-
licity estimates of ionized IVCs and HVCs using the HMC
method based on the low-ion model. The DHI gas clouds show
a large scatter in metallicity, spanning the range of 0.04-3 Z...
These inhomogeneities may indicate a widespread Galactic
fountain in which outflowing and inflowing gas are neither well
mixed nor of a single origin.

Some of our samples may trace the extended ionized
envelope of known neutral HVC and IVC complexes. The IVC
detected in the sight line of M3 may be part of the ionized
envelope of Complex K, and its supersolar metallicity of 3.2 Z,
and the inflow signature suggest a fountain-driven flow. The
M13 HVC might be associated with Complex C, a well-known
infalling low-metallicity HVC, and our metallicity estimate
based on low ions is Z=0.4 Z.. This value is slightly higher
than previous measurements of the neutral parts, possibly
indicating mixing with metal-rich Galactic material. The IVC
in the sight line of M10 could be an ionized counterpart of
Complex gp, and its near-solar metallicity of Z=0.8 Z, is
comparable to the metallicity estimate of the neutral part. We
also report low-metallicity HVCs toward M5 that are
potentially associated with the Fermi bubbles. Interestingly,
these findings diverge from previous studies that suggested a
supersolar metallicity of 3.2 Z. for these HVCs (Z08;
T. Ashley et al. 2022). Although they trace outflows, their
low metallicity of ~0.1 Z. suggests that they are likely
preexisting halo gas accelerated by the expansion of the
bubbles rather than directly tracing outflow material.

In the unambiguous cases for which we are able to identify
inflows and outflows, the characteristic timescales over which
material cycles into and out of the disk mostly range between 6
and 35 Myr. We detect a supersolar infalling cloud and a low-
metallicity outflowing cloud, which pose a challenge for
Galactic fountain and feedback models.
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Appendix A
Ion Column Density Measurements and the Voigt Profile
Fitting Parameters

We present all the electron column densities N, measured by
the pulsar DMs and ion column density measurements N, for
every GC sight line studied in this paper (Table 5). The
discussion about the upper limits and lower limits can be found
in Section 3. For the GCs with multiple available pulsar DMs,
the mean value of the DMs is adopted and the uncertainty is
given by 5 times the standard error of the mean.

Table 5
Voigt Profile Measurements and Ion Column Densities of the Detected Ionized Gas Clouds
GC Component Ton log N b VLSR
(em™?) (kms™") (km s~
M3 (NGC 5272) Total e <19.91 + 0.01 (a)
IVa HI >16.96 £+ 0.16
o1 >14.81 £+ 0.07 21.8 £53 —383+£27
Fen 14.92 £ 0.02 279 £0.8 —-375£0.7
S1 14.83 £ 0.04 125 £19 =380+ 1.7
Fe m 14.40 £ 0.08 198 £29 —458 £ 1.7
S 14.41 £ 0.10 219 +£35 —23.7+t4.1
Si v 13.63 = 0.11 169 + 3.1 —-382+£18
Cv 14.21 £ 0.06 19.6 £ 3.5 —39.6 £ 1.7
Nv 13.15 + 0.05 19.1 £4.3 —332+£26
IVb H1 >16.92 £+ 0.16
o1 13.92 £0.29 8.6 £5.7 —73.1+4.1
Fenl 14.02 £ 0.12 40+£09 =733+ 1.0
Sil 14.23 £ 0.06 262 £2.7 —76.7£32
S <14.63 £ 0.03
Ccn >14.64 £ 0.22 270 £34 —619+£75
Fe m 13.82 £0.23 219+79 —81.4 £89
Si >13.61 £0.28 252 +£53 —68.4 £ 11.0
Si v 13.17 £ 0.30 28.0 £13.0 —74.6 £15.6
Civ 13.64 £ 0.14 17.8 £4.9 —=79.7+£49
Nv <12.55 £0.19
M5 (NGC 5904) Total e <19.96 + 0.02 (b)
HVa H1 >16.27 £ 0.09
o1 13.32 £ 0.04 —125.8
Fenl <13.25 £0.16
Sin 12.88 & 0.03 10.7 £ 0.9 —1242 £08
S1 <13.26 £+ 0.54
Cc1 14.11 £ 0.03 162 £09 —1255 £ 1.1
Sim 13.14 £ 0.19 15.1 £4.6 —1152£25
Siv 12.55 £ 0.03 119+ 14 —111.4 £ 0.9
Civ 13.55 £ 0.20 12.0 £ 3.0 —1134 £ 1.7
HVb H1 >16.00 £ 0.12
o1 13.31 £ 0.04 —140.8
Fe 11 <13.23 £0.18
Si 13.25 £0.02 57+03 —144.6 £0.3
Su <13.25 £ 0.34
cn 14.28 £+ 0.49 44 £15 —143.6 £0.5
Sim 12.96 £ 0.09 69+ 1.1 —1405 £ 1.0
Siv 12.64 + 0.02 6.9 +0.7 —1444 £ 04
Civ 13.34 & 0.05 8715 —1434 £ 1.0
M10 (NGC 6254) Total e <20.13 £ 0.02 (¢)
IVa o1 14.68 £ 0.02 204 £1.2 —629 £ 1.0
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Table 5
(Continued)
GC Component Ton logN b VLSR
(cm™?) (km s~ (km s~ ")
Fe 1l 14.28 + 0.01 250+ 1.2 —64.8 £0.7
Sil 14.30 + 0.01 162 + 04 —632+£0.5
Su 14.38 £+ 0.03 220+ 27 —624£1.5
Sim >13.69 £ 0.07
Silv 13.35 £ 0.02 28.1 +£2.0 —652+13
Civ 13.70 £+ 0.03 267+ 1.8 —678 £ 1.5
Nv <12.77 £ 0.36
M13 (NGC 6205) Total e <19.97 £ 0.02 (d)
HVa O1 >14.64 £ 0.02 163 £09 —95.0 £ 0.5
Fell 14.16 £ 0.01 214 £ 1.5 —111.4 £0.7
Silt 14.32 £ 0.01 229+03 —98.4 £ 04
Su 14.44 £ 0.01 133+ 1.0 —107.4 £ 0.6
Cn >14.05 £ 0.07 292+ 34 —1143 £9.2
Fe 1m1 14.17 £ 0.07 279 +39 —96.1 £3.7
S 14.65 + 0.02 236 £ 1.1 —111.2 £ 09
Civ 13.60 £ 0.42 185 +7.0 —1104 £ 12.0
MI15 (NGC 7078) Total e <20.32 £ 0.01 (e)
IVa HI >16.86 £ 0.06
Ol >14.86 + 0.09 124+ 1.8 62.0 + 1.6
Fell 14.19 £+ 0.02 179 £ 1.3 58.0£0.8
Sill 14.39 + 0.02 16.1 £ 0.4 575+05
Su 14.83 +0.02 10.7 £ 0.6 63.0 + 0.4
Fe 111 14.02 £+ 0.04
Siv 13.14 £ 0.27 313+ 11.9 42.6 £ 16.0
Clv 13.27 £ 0.12 13.6 + 4.6 61.8 +3.8
NGC 6397 Total e <20.35 £ 0.01 (f)
IVa HI1 >16.66 £+ 0.10
o1 13.81 £+ 0.02 7.7+ 0.6 43.6 £ 04
Fell <12.84 £ 0.63
Su <13.98 £ 0.05
cn >14.12 £ 0.06 165+ 1.3 595+ 1.8
Fe 111 13.70 £ 0.13 23.0 + 8.8 464 £53
Si1v 12.53 £ 0.05 144 +19 598+ 1.3
Civ 13.29 £ 0.12 16.0 £ 3.5 57.6 + 3.7
Nv 13.24 +0.38 273 £15.6 65.5 £ 15.7
NGC 5139 Total e <20.48 £ 0.03 (g)
IVa N1 >15.07 £ 0.21 14.6 £ 2.1 —39.6 £4.7
Ol1 >14.77 £0.27 150 +4.8 —482 £59
Fell 15.20 + 0.03 8.6 £04 —50.7 £ 0.5
Ninl 13.91 £ 0.07 142+ 1.8 —438 £ 1.8
Su 15.53 + 0.08 20.8 + 1.8 —345+£3.1
Siv 13.57 £ 0.18 120 £ 3.4 —443 £ 18
Civ 13.99 +0.19 185 +£4.8 —324+£23
Nv 13.39 £ 0.15 250+ 8.5 —45.6 £7.2
NGC 6752 Total e <20.01 £ 0.01 (h)
IVa O1 15.15 £ 0.04 142+ 14 388+ 1.2
Fell 14.15 £ 0.04 145+ 1.8 457+ 1.7
Siln 14.61 + 0.37 19.6 + 7.8 39.6 £ 11.1
Su 14.59 + 0.08 184 +£3.1 41.5+33
Fe 1m1 13.73 + 0.09 127 £ 3.4 552422
Silv 13.29 + 0.04 28.0 +2.8 477 +£23
Clv 13.86 + 0.05 20.1 +£2.5 453 +24
Nv 13.37 +£0.32 33.6 +17.8 457 £20.4

Note. The electron column density given by the pulsar DM is the total column density for the GC sight line. log N is the ion column density, and b is the Doppler
parameter of the absorption line. The errors correspond to 1o errors given by the Voigt profile fitting procedure using veeper.

References. (a) J. W. T. Hessels et al. (2007); (b) P. C. C. Freire et al. (2008), C. Pallanca et al. (2014); (c) Z. Pan et al. (2021); (d) L. Wang et al. (2020); (e)
S. B. Anderson (1993); (f) N. D’Amico et al. (2001), L. Zhang et al. (2022); (g) S. Dai et al. (2020); (h) N. D’ Amico et al. (2002).

While the two-phase photoionization model shows a good
agreement with the observations of SiIv and C 1V (Figure 8),
the observed NV column densities still show about a 1 dex

Appendix B
Collisional Ionization

excess compared to the model, supporting the idea that
photoionization alone is insufficient to produce ions with such

19

a high ionization state (A. J. Fox et al. 2004). Consequently, the
intermediate ions potentially reside in a hotter gas phase
Tz 10° K) where collisional ionization becomes dominant
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(A. J. Fox et al. 2005; B. D. Savage & B. P. Wakker 2009;
J. K. Werk et al. 2019).

At the DHI, a gas phase at a transitional temperature of 10°
K can arise from various collisional ionization mechanisms and
processes, encompassing collisional ionization equilibrium
(CIE; R. S. Sutherland & M. A. Dopita 1993), radiative
cooling of hot gas (R. J. Edgar & R. A. Chevalier 1986),
turbulent mixing layers (J. D. Slavin et al. 1993; D. B. Fielding
et al. 2020; B. Tan & S. P. Oh 2021), conduction fronts
(K. J. Borkowski et al. 1990), and shock ionization
(M. A. Dopita & R. S. Sutherland 1996). We evaluate multiple
potential mechanisms against the data, specifically examining
their compatibility with the photoionization model presented in
Section 5.2 to ensure robust consistency. While a detailed
analysis of the absorption-line profiles and column density
ratios could serve as diagnostics for ionization mechanisms and
gas properties (A. J. Fox et al. 2004; O. Gnat &
A. Sternberg 2007), such an examination is beyond the scope
of this work, which primarily centers on deriving the
metallicity of ionized gas. Additionally, our observed set of
ions is limited for such analysis, predominantly composed of
low ions and occasionally missing higher ions than C1IV.

We compare the observed intermediate ions with CIE,
nonequilibrium radiative cooling, and turbulent mixing layers
models among various mechanisms. Other mechanisms are
excluded because of their complexity and dependence on
uncertain parameters. For instance, thermal conduction is
intricately linked to magnetic fields (K. J. Borkowski et al.
1990). Shock ionization typically results from fast shocks
(M. A. Dopita & R. S. Sutherland 1996), however, the detected
clouds are mostly IVCs that exhibit a relatively low velocity
(JvLsr| <90 km s~', though this is a projected velocity),
making them less likely to be relevant.

CIE serves as a basic depiction of collisionally ionized gas,
assuming a balance between ionization and recombination at a
fixed temperature. When the timescale for radiative cooling is
rapid compared to recombination, gas deviates from CIE,
necessitating consideration of nonequilibrium radiative cool-
ing. We adopt the CIE and nonequilibrium cooling models
developed by O. Gnat & A. Sternberg (2007) for a temperature
range of 10 S < T<10°° K. Isobaric (constant pressure) and
isochoric (constant density) cooling conditions are explored for
gas with metallicity of Z/Z.=0.1, 1, and 2, reflecting our
wide-ranging metallicity measurements. Turbulent mixing
layers are relevant to DHI gas, given their prevalence in
multiphase gas and ample multiphase gas flows at the DHI.
These layers can be conceptualized in scenarios involving
neutral clouds either ejected from the disk via feedback
(F. Fraternali 2017) or accreted from outside of the Milky Way
(F. Heitsch & M. E. Putman 2009) and traveling through a hot
halo medium. We apply the analytic model of turbulent
radiative mixing layers developed by Z. Chen et al. (2023) with
Dhot/kB = 10> K cm 3, considering a hot medium with a
temperature of 7= 10° K and a hydrogen number density of
ny = 1072 cm ™, which correspond to those of hot halo gas.
We note that the prediction from turbulent radiative mixing
layers shows almost constant column density ratios for
Phot/ks =107 K cm ™.

We utilize column density ratios, specifically Ns; rv/Nc 1v
and Ny v/Nc1y, as diagnostic tools for ionization mechan-
isms, displayed in Figure 15. The observational constraints
include instances where N V absorption was detected or where
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Figure 15. Column density ratios of N V/C IV vs. Si1v/C IV, comparing the
observed and predicted values by various ionization mechanisms, CIE (black),
isobaric (olive) and isochoric (brown) cooling, and turbulent mixing layers
(plus mark). Nonequilibrium cooling depends on metallicity as the models of
0.1 (dotted), 1 (solid), and 2 Z, (dashed) show.

no interface from other absorption features hindered the
estimation of the upper limit of NV, denoted by diamond
points. The colors represent metallicity derived from low ions
(Section 5.2) categorized into subsolar (<0.3 Z; blue), near-
solar (0.3-1 Z.; purple), and supersolar (>Z.; pink). The
observed log Nsjrv/Ncrv spans a range between —1 and —0.353,
significantly surpassing the predicted ratio by CIE (black solid
line). As a result, CIE is ruled out as an explanation for the
highly ionized gas portion of the detected DHI clouds. The
observed column density ratios fall within the isobaric (olive)
and isochoric (brown) cooling regimes, while the models
show considerable dependence on metallicity. We note that
the metallicity estimate based on low ions may differ from the
transitional-temperature gas, especially in situations where
metal-poor or metal-rich cool gas travels through an ambient
hot halo medium. This difference arises because low ions
primarily trace the colder core of the cloud, whereas the
transitional gas could represent a more diffuse wake produced
by the cooling of halo gas. The turbulent radiative mixing
layers model with solar abundance (plus mark) also matches
with the observed ion ratios.

To corroborate the consistency of the collisional ionization
models with the photoionization model, we calculate the
fraction of gas in the transitional-temperature phase to the
photoionized low-ion gas (T'=10*>"* K). For the photoio-
nized gas, we use the ionized hydrogen column density
provided in Table 3. As shown in Figure 16, we employ the
C 1V fraction to the total carbon, fcrv, to estimate the ionized
hydrogen column density of the transitional phase gas,
Nun, wans- The CIV fraction, determined by the models using
the column density ratio of SiIV and CIV, varies with
metallicity. Assuming the cooling of hot halo gas at subsolar
metallicity (Z~ 0.1 Z.; G. Ponti et al. 2023), we find Ny, ans
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Figure 16. C 1V fraction to the total carbon and column density ratios of Si IV
and C IV predicted by isobaric (olive) and isochoric (brown) nonequilibrium
radiative cooling at 0.1, 1, and 2 Z, metallicity. The observed column density
ratios of SiIV and C IV are within the gray shaded range.

to be 25%-150% of the photoionized gas, and these values
remain consistent within the upper limit of the total electron
column density provided by pulsar DMs along the sight line.
On the other hand, for solar-metallicity hot gas expected in
feedback-driven outflows, the model fails to find a solution for
gas clouds with a high Si1v/C1V ratio (Figure 16), and it
yields much lower Ny, ans ranging from 4%—30% of the
photoionized gas.

The observed intermediate ions, SiIv, C1V, and N V, are more
likely to reside in a gas phase at a transitional temperature of 10°
K, rather than in photoionized gas (7'~ 10* K). This temperature
regime can be attributed to radiative cooling of hot gas and
turbulent mixing layers, along with the observed ion ratios shown
in Figure 15. Additionally, our photoionization model for low ions
is compatible with collisional ionization for intermediate ions
under moderate conditions, maintaining consistency with the
electron column densities derived from the pulsar DMs.
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