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Quantitative hydrodynamic limits of the Langevin
dynamics for gradient interface models”
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Abstract

We study the Langevin dynamics corresponding to the V¢ (or Ginzburg-Landau)
interface model with a uniformly convex interaction potential. We interpret these
Langevin dynamics as a nonlinear parabolic equation forced by white noise, which
turns the problem into a nonlinear homogenization problem. Using quantitative
homogenization methods, we prove a quantitative hydrodynamic limit, obtain the
C? regularity of the surface tension, prove a large-scale C''*“-type estimate for the
trajectories of the dynamics, and show that the fluctuation-dissipation relation can be
seen as a commutativity of homogenization and linearization. Finally, we explain why
we believe our techniques can be adapted to the setting of degenerate (non-uniformly)
convex interaction potentials.
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1 Introduction

1.1 Motivation and informal summary of main results

Random surfaces in statistical mechanics are used to model the interface separating
two pure thermodynamic phases. In classical effective interface models of this type, the
interface is represented by a function ¢ : Z¢ — R to which one associates an energy
applied to the discrete gradient of the field and defined as follows. On a finite set
A C Z% and with a prescribed tilt p € R?, each surface ¢ : A — R satisfying the Dirichlet
boundary conditions ¢ = 0 on OA is assigned the energy

Hyp(@)= Y. Vip-(y—2)+o(y) — é()), (1.1)

z,yeAT
le—y|=1
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Quantitative hydrodynamic limit

where OA is the external vertex boundary of A, AT is the set A U dA,
Euclidean norm, V : R — R is an interaction potential.

In this paper, we assume that the interaction potential is symmetric, uniformly convex
and C1!, that is, V' is Lipschitz and there exist two constants c_, cy € (0,00), such that
the second derivative V" satisfies

- | denotes the

c. <V"(x) <e, foralmostevery x € R. (1.2)

The law of the random surface is then given by

exp (—Ha »(¢)) [ do(v), (1.3)

veEA

,LLA’p(d(b) = ZA
P

where d¢(v) denotes the Lebesgue measure on R and Z, is the constant which makes pia
a probability measure. Under the assumption (1.2), it is known that, in any dimension d >
1 [46], the measures u, , converges as A — Z? to a unique infinite-volume translation-
invariant and ergodic Gibbs measure on the space of gradient fields (or configurations on
Z“ modulo constant), which we denote by fico,p. In dimension d > 3, the infinite-volume
measures can be defined on configurations of Z? and not only gradient fields; we will
denote them by 1o 5.

The model (1.3) is known as the (uniformly convex) V¢-model or discrete Ginzburg-
Landau model and has been extensively studied under the assumption (1.2). We refer
to [45, 77, 81] or Section 1.4 below for an overview of its literature.

The Gibbs measure i, is naturally associated with the following Langevin dynamic

do(t,z) = Y V'(p-(y—2)+6(t,y) — $(t, 7)) dt + V2dB, (), (1.4)

yez?
ly—=z|=1

where {Bt (r) :z€Z%t e ]R} is a family of independent Brownian motions, and the
notation x € e means that the vertex z is one of the endpoints of the edge e. Specifically,
the measure i, is stationary, reversible and ergodic with respect to the dynamic (1.4).
We denote by ¢(-,;p) : R x Z? — R a stationary solution of the Langevin dynamic (1.4)
(defined modulo constant in dimension d = 2), and refer to [46, 47] for a proof of its
existence.

One generally wishes to understand the large-scale, macroscopic, statistical behavior
of the dynamic ¢(-,-;p) and its discrete gradient. In this direction, two questions are of
particular importance:

e The hydrodynamic limit. The first one aims at establishing that the large-scale
behavior of the stochastic dynamic is governed by the solution of a suitable, deter-
ministic partial differential equation. In the case of the uniformly-convex V¢-model,
the hydrodynamic limit was established by Funaki and Spohn [46]. Their result as-
serts that the macroscopic behavior of the dynamic is governed by the deterministic,
nonlinear parabolic equation

8h —V - Dpo(Vh) =0,

where the function & : R — R is C"! and uniformly convex, intrinsic to the
model, called the surface tension. It is defined in (3.34) below and D,¢ denotes its
gradient.

e The scaling limit. A second important problem is to understand the fluctuations of
the Langevin dynamic around the deterministic profile. The question was settled by
Naddaf-Spencer [71] and by Giacomin-Olla-Spohn [47]. Specifically, it is established
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in [47] that the fluctuations of the space time dynamic ¢(-, -; p) are described by an
infinite-dimensional Ornstein-Uhlenbeck process of the form

A, = V - a(p)Vedt +V2W,

where a(p) is a deterministic uniformly elliptic matrix and W is a normalized space-
time white noise. The article [47] (see also [45, Problems 5.1 and 11.1]) additionally
conjectures that the surface tension 7 is twice continuously differentiable and that
the coefficient a(p) is related to the surface tension via to the formula:

a(p) = D;5(p). (1.5)

The identity (1.5) is known as the fluctuation-dissipation relation, and was recently
established by Armstrong and Wu [14] under the assumption that the second
derivative of the potential V' is Holder continuous.

The strategies developed in the articles [46] and [71, 47] rely on different sets of
tools. The proof of Funaki and Spohn is based on the techniques developed in the setting
of the Ginzburg-Landau equation with a conserved order of parameter (see [57]). They
establish by an entropy argument that the local space-time averaging of the law of
the dynamic is a mixture of infinite-volume shift-invariant and ergodic gradient Gibbs
measures. They then classify these measures by proving that, for any prescribed tilt
p € RY, there exists a unique shift-invariant and ergodic gradient Gibbs measure (the
measure [ p).

The proof of the scaling limit of Naddaf-Spencer [71] relies on the observation that
the correlation structure of the scaling limit can be identified by homogenizing an infinite-
dimensional PDE, called the Helffer-Sjostrand PDE based on the work of Helffer and
Sjostrand [59, 78]. This analytic technique successfully identified the scaling limit of the
V¢-model, and was reworked probabilistically and extended by Giacomin-Olla-Spohn [47]
who reformulated the question of the homogenization of an infinite-dimensional PDE into
the proof of an invariance principle for a random walk evolving in a dynamic, random
environment. The question admits a third, equivalent, reformulation: the identification of
the correlation structure of the scaling limit boils down to establishing homogenization
for the discrete parabolic equation (see (2.15))

du—V-aVu = 0in Z%, (1.6)

with the random environment a := V" (V¢(-, ;p)).

In this article, we propose to view the Langevin dynamic (1.4) as a nonlinear parabolic
equation forced by white noise, allowing us to apply recently developed methods in
quantitative stochastic homogenization [13, 9, 8, 42, 28]. In this way we circumvent the
need to analyze the infinite-dimensional Helffer-Sjostrand equation, whose role is played
instead by the linearized Langevin dynamics—which turns out to be the linear, uniformly
parabolic equation (1.6). This interpretation of the model, which is explained in more
detail in Section 1.3 below, allows to reformulate previous results for the V¢-model in
terms of homogenization. For instance:

* The hydrodynamic limit of Funaki and Spohn [46] is a homogenization theorem,
and the limit can therefore be quantified using homogenization methods. This is
the subject of our first main result, Theorem 1.1 below.

e The parabolic equation (1.6) corresponds to the linearized equation in [9, 8, 42, 28],
that is, the Langevin dynamics linearized around the trajectories. The identification
of the correlation structure and proof of the scaling limit for the Gibbs measure
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turns out to be equivalent to a homogenization statement for this linearized equa-
tion. Since this equation is uniformly parabolic, quantitative homogenization
estimates for it are essentially known (see [6]) but we will not present them here.
* The surface tension & corresponds to the effective Lagrangian (see (1.23)). Note
that the regularity of the effective Lagrangian in the setting of stochastic homog-
enization has been studied in detail in [8], and so we should expect that similar
methods are applicable here. The fluctuation-dissipation relation in this terminol-
ogy is known as the commutativity of homogenization and linearization, because it
essentially says that the homogenized coefficient for the linearized equation is equal
to the coefficient for the linearization of the homogenized equation (see [9, 8, 42]).
The identity (1.5) was established in [14] under the assumption that V" is Holder
continuous, based on a different approach which relied on a quantification of the
homogenization of the infinite-dimensional Helffer-Sjostrand PDE.

Our motivation to develop this approach is threefold:

(i) We use the connection between Langevin dynamics and stochastic homogenization
to strengthen some results known in the field and establish new ones. In this
direction, we establish two theorems: in Theorem 1.1, we obtain a quantitative
version of the hydrodynamic limit of Funaki and Spohn [46], quantified both over
the rate of convergence and the stochastic integrability. In Theorem 1.3, we prove
the C?-regularity of the surface tension & under the assumption that the potential
is C(R), generalizing the result [14] where the regularity is proved for potentials
V whose second derivative is Holder continuous, and solving the conjecture of [47]
and [45, Problem 5.1] in full generality.

(ii) We show that a quantitative version of the hydrodynamic can be used to develop
a large-scale regularity theory for the model (following [16, 17, 13, 52]). In this
direction, we prove a Lipschitz and C'*® regularity estimate for the dynamic in
Theorem 1.5. Large-scale regularity is fundamental in stochastic homogenization,
and we expect it to play a similarly important role in this setting.

(iii) We believe that the approach developed in this article can be extended to a class
of non-uniformly convex potentials; for instance, degenerate potentials of the
form V(z) = |z|P for p > 2 (see [65] for recent progress on these models), or
more generally to potentials satisfying c_|z[P72 < V”(z) < cy|z|P~2 for some
c—,cy € (0,00) and p > 2. These models correspond to homogenization problems
involving equations with degenerate coefficients. However, quantitative stochastic
homogenization methods have been developed which are quite robust and able to
handle such degeneracies (see for instance [7]).

We refer to Section 1.3.3 for a more detailed discussion regarding the question of
degenerate potentials and the prospective applications of the large-scale regularity
theory in this framework.

1.2 The main results

The first main result of this paper is a quantification of the hydrodynamic limit proved
in [46]. Our approach is different from the one of [46] and is based on the quantitative
stochastic homogenization methods introduced in [53, 54, 12], extended to the parabolic
setting in [6].

In order to state the result formally, we first introduce a few notation. We let
D C R? be a bounded C'! domain, let I = (—1,0) and define the parabolic cylinder
Q =1 x D. For ¢ > 0, we discretize the sets D and @ at scale ¢ by setting D° := ¢ZN D,
Q° := 1 x D*, we also denote by D¢ the external vertex boundary of the set D* and by
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Opar@® = ({—1} x D?) U (I x 0D%) the parabolic boundary of the cylinder Q°. Given a
function v : Q° — R, and a point (¢,z) € Q°, we denote by

Vs-V’(VEv)(t,x)zé > v <W) (1.7)

yeD*
|z—y|=e

We also define the L?(Q¢)-norm of the function v according to the formula

2
mmmq=ﬁz§ijmdt

xeDe
We denote by H?(QQ) the standard Sobolev space on the space-time cylinder ¢) and
discretize a function f € H%(Q) at scale ¢ by setting f.(t,z) := (2¢)¢ f[7E o ft,z+y)dy.
We fix through the article a collection of Brownian motions {B;(z) : z € Z%,t € R}

(see (2.1)) and measure the stochastic integrability of a random variable X as follows:
given an exponent s > 0 and a constant K > 0, we denote by

X < O4(K) ifand only if E [exp((g))] <2

The first result of this article is a quantitative version of the hydrodynamic limit of Funaki
and Spohn [46].

Theorem 1.1 (Quantitative hydrodynamic limit). Let f € H*(Q). Fixe € (0,1) and let
u® : Q° — R be the solution of the system of stochastic differential equations

dus(t,z) = V= - V/(Vous)(t, z)dt + /2edB = (£) for (t,x) € Q7, 1.8)
U = f; on OparQ°, ’
and let u : Q — R be the solution of the continuous nonlinear parabolic equation
Ou—V -Dpa(Vu) =0 inQ, (1.9)
u=f on Opar@.

Then, there exists a constant C'y < oo depending ond,cy,c_, ||f||H2(Q) and D such that

||u — ?_L||L2(Qs) < Oy (Ofé‘% (1 + ‘10g€|%1{d:2})) .

Remark 1.2. 1. The proof gives the following estimate for the gradient of the function
u® (using the notation of Section 2.2)

[VEu = VWl 2 ey < Oa (Cfr:% (1+[log 6\%1{#2})) ,

where w¢ is the two-scale expansion defined in (4.11).

2. In the notation of the previous theorem, the result of Funaki and Spohn [46] reads
as follows. If the domain D is the torus T? (i.e., the result is established with
periodic boundary conditions instead of Dirichlet), the initial condition f(0,-) is
assumed to be L?(T?), then, for any time ¢ > 0,

B [Jlut, ) = a(t. ) Faen| =30 (1.10)

The convergence (1.10) was extended from periodic to Dirichlet boundary condi-
tions by Nishikawa [74]. We mention that the result (1.10) obtained by Funaki and
Spohn could be obtained using the tools developed in this article, and quantified if
more regularity is assumed on the initial condition.
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3. The result is optimal regarding stochastic integrability. Regarding the rate of
convergence, we obtain half of the exponent of the optimal rate. Optimality could
be reached at the cost of more technicalities (see Section 1.5.2 where the question
is discussed).

The second result of this article establishes the C2-regularity of the surface tension .
It provides a second proof of the result of [14] and removes the Holder regularity
assumption on V", thus fully resolving the conjecture of [47] and [45, Problem 5.11].
In fact, we show that o € C?(R?) even if V is uniformly convex and C'!'(R)—that
is, the surface tension may have more regularity than the interaction potential. This
effect is specific to the Langevin dynamics, and is due to the presence of the Brownian
motions B(x) in (1.4). It is in particular not observed in homogenization of nonlinear
equations [9, 8], in general.

The argument is based on Lusin’s theorem applied to V" and provides an estimate
on the modulus of continuity of the Hessian D?& depending on measure-theoretic
information about the second derivative VV”. In order to state the result and show on
which quantity the modulus of continuity of D?5 depends, we need to quantify Lusin’s
theorem. To this end, it is both natural and convenient to use a mollification, and we let
{nk }x>0 be the standard mollifier, that is, 1, := £~ '7 (-/x) where  : R — R is a smooth,
nonnegative function satisfying suppn C [~1,1] and [ 7 = 1. We next define

Vi =V *xn,..

Since V € CY!(R), the second derivative of V,; satisfies the following bound, for a
constant C < oo depending on ¢4, c_, and 7,

V/(x)=V/(y)| <Cr Mz —yl, x,yeR% (1.11)

Moreover, by the Lebesgue differentiation theorem,

S
sup lim / V! (z) — V"(z)|dz = 0. (1.12)
SZlm—)O _s

Consequently, the set
As(e) i={z € [-8,8] : [V'(2) -V (2)| = ¢}

satisfies

sup limsup |As . (g)] = 0. (1.13)

(S,e)€[l,00)x(0,1] K£—0

Our estimate for the modulus of continuity of D25 depends only on the rate of the limit
in (1.13) over all choices of parameters (5,¢) € [1,00) x (0, 1].
Theorem 1.3 (C2-regularity of the surface tension). Under the assumption that the
potential V is C1'(R) and uniformly convex, the surface tension ¢ belongs to the space
C?(R%). Moreover, for each R > 1, there exists a continuous function x g, : [0, 00) — [0, 00),
which depends only on c_, ci, R and the rate of the limit in (1.13) over all parameters
(S,e) € [1,00] x (0,1], such that

|D25(p) — D25 (q)| < xr(lp—4l). V¥p,q € Bg. (1.14)

The surface tension 7 is classically defined as a limit, as L tends to infinity, of the
finite-volume surface tensions o, (see [46] or (3.34)). Our proof also yields an optimal
rate of convergence for the gradient D,or, to D,o.

EJP 29 (2024), paper 9. https://www.imstat.org/ejp
Page 6/93


https://doi.org/10.1214/23-EJP1072
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Quantitative hydrodynamic limit

Remark 1.4. An investigation of the proof of Theorem 1.3 reveals that, under the
stronger assumption that the potential V belongs to C>“(R), for some « > 0, then the
surface tension belongs to 0275(]5{‘1) for some 8 < «, with an appropriate estimate. We
therefore recover the statement proved in [14].

Our third main result is a large-scale regularity estimate for the Langevin dynamics.
Specifically, we show that the random surface is nearly C!', and behaves like a C1®
function on “large scales” (i.e., scales which are a large multiple of the discrete scale).
Our proof follows the approach of [13]: by Theorem 1.1, we know that a solution of
the Langevin dynamics is well-approximated by a solution of the equation (1.9) which
possesses good regularity properties, we are then able to transfer the regularity of the
solution of the equation (1.9) to the solution of the Langevin dynamics over large scales
where homogenization occurs, using the quantitative homogenization estimates.

In the following statement, we will denote by Ay := {—L,...,L}%and Qp, := (—L?,0)x
Az C R x Z? the discrete box and parabolic cylinder of size L, and denote by |Q| :=
L?(2L + 1)% the volume of the cylinder Q. Given a function u : Q; — R, we will denote
by

1 /0 9 1 /0 )
(1), = QLI/Lz > ult,x)dt  and  lulljz g, = |QL|/L2 > Jult, )| dt,

TEAL zeEAL

the average value and averaged L2-norm of the function u over the parabolic cylinder Q..
We also denote by V - V/(Vwv) the discrete elliptic operator (1.7) with e = 1, and by P,
the set of affine functions in RY, i.e.,

P ::{éthd—HR:EIpE]Rd,cElR, lz)=p-z+c}.

Theorem 1.5 (Large-scale C! and O estimates). Fix s € (0,d) and M < oo. There
exist a constant C' < oo and an exponent 3 > 0 depending on s,cy,c_,d, a constant

K < oo and a nonnegative random variable M;,, depending on s, M,c,,c—,d such that

Moy < Os(K), (1.15)

and such that the following holds. For any L > 2M;,,, every u : Q — R solution of the
Langevin dynamics

du(t,z) =V - V'(Vu)(t, z)dt + V2dB,; (z) for (t,z) € Qr,
1 (1.16)
i3 lu — (U)QL”L?(QL) <M,

and every | € [M;,,, L], one has the estimates

1 C
Tl = @allzg) < 7 e = Wawllg,) +C: (1.17)
and
l 1+« p
(lengl Hu - é”LQ(Ql) S C (L) llen?f] ||u - €||L2(QL) + Cl (M + 1) (118)

Remark 1.6. 1. The inequality (1.17) implies the following bound on the discrete
gradient of the map u: For every | € [M:,,, L],

reg’

C
IVull 2 < 7 = aellgeq,, + C- (1.19)

Section 1.3.3 discusses why inequalities of the type of (1.19), providing a pointwise
control on the gradient of a solution of the Langevin dynamics, can be useful in the
context of random surfaces with degenerate potentials.
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2. Using the large-scale regularity theory and an interpolation argument, the quan-
titative hydrodynamic limit can be upgraded from a convergence in L?(Q) to a
convergence in the space C%1~(Q).

3. Based on comparisons with stochastic homogenization, the optimal stochastic
integrability exponent for the minimal scale (1.15) should be s = d, the result is
thus nearly optimal.

4. The C? regularity of the surface tension stated in Theorem 1.3 implies that the so-
lutions of the equation (1.9) are C*!'~. Hence it would be possible to transfer more
regularity from the solutions of (1.9) to the solutions of the Langevin dynamics and
upgrade the C1:*-large scale regularity of (1.18) to a C':'~-large scale regularity,
at the cost of more technicalities.

In the following section, we discuss further the parallel between stochastic ho-
mogenization and the Langevin dynamics as well as extensions to related models and
degenerate potentials.

1.3 The Langevin dynamics as a stochastic homogenization problem

The standard problem of stochastic homogenization of nonlinear elliptic equations,
following [13, 9, 8, 42, 28], is defined as follows. We consider a Lagrangian L : (z,p) —
L(x,p) with z,p € R? and assume that for any 2 € R?, the map p ~— L(z,p) is uniformly
convex. We additionally assume that the Lagrangian L is random and that its law is
stationary and ergodic with respect to the spatial translations. One is then interested in
studying the large-scale behavior of the solutions of the nonlinear elliptic equation

V- D,L(z,Vu) = 0in RY, (1.20)

where the notation D, L refers to the gradient with respect to the variable p of the
Lagrangian.

The starting point of our analysis is the observation that the Langevin dynamics (1.4)
can be viewed as a (discrete) nonlinear parabolic equation with noise. Indeed, we should
mentally make the replacement

ZV’(V¢t(e)) e V- D,L(Vu), (1.21)

esSx

where p — L(p) is a uniformly convex Lagrangian, and think of (1.4) as being similar to
the equation

Owu — V - D,L(Vu) = “noise”, (1.22)

where the noise corresponds to the term involving the Brownian motions (1.4) and
can be thought of as a discretized version (with respect to the space variable) of a
space-time white noise. The equation (1.22) can then be interpreted as a discrete and
parabolic version of the equation (1.20) where the randomness is not encoded in the
Lagrangian but externally through a random noise. A similar observation was made by
Cardaliaguet, Dirr and Souganidis [27], who proved a qualitative homogenization result
for a continuum version of the Langevin dynamics.

The three following sections discuss further this analogy and some of the conse-
quences which can deduced from it. They are summarized in Figure 1.

1.3.1 The hydrodynamic limit as a homogenization theorem

The standard homogenization theorem for nonlinear elliptic equations [33, 34] asserts
that there exists a deterministic uniformly convex map p — L(p), called the homogeneous
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Sublinearity of the corrector Sublinearity for the random surface
and its flux and its flux
Quantitative Homogenization Quantitative Hydrodynamic limit

S —— I

Large-scale regularity

l

Localization for the linearized environment

a=V"(Ve)
/

Quantitative homogenization
for the linearized equation

Quantitative scaling limit.

Figure 1: This figure summarizes the analogy between the Langevin dynamics and
stochastic homogenization as well as the various implications described in Section 1.3.3.
The double arrow <> refers to results playing the same role in the two theories.

or effective Lagrangian, such that any solution of (1.20) is well approximated over large
scales by a solution @ of the equation

V. D,L(Va) = 0in R%. (1.23)

In comparison to the previous statement, the hydrodynamic limit for the V¢ model [46]
states that the solutions of the Langevin dynamics (1.4) are well-approximated over
large-scales by the solution of the deterministic equation

0 — V- Dpe(Va) = 0. (1.24)

One can thus view the hydrodynamic limit as constituting a homogenization theorem,
where the surface tension & has the same role as the effective Lagrangian. It turns out
that this comparison can be further extended and that the hydrodynamic limit can be
proved with the same technique as the one used to prove homogenization theorems,
namely the two-scale expansion (see Section 1.5.2).

An important ingredient in the implementation of a two-scale expansion is the first-
order corrector, defined, for the model (1.20) and for any prescribed slope p € R, to be
the unique function = — x,(z) (defined up to additive constant) such that the gradient
Vx, is spatially stationary and solution of the equation

V- D,L(-,p+ Vx,) = 0in R%.

For the Langevin dynamic (1.4), the first-order corrector corresponds to the stationary
process ¢(-, -;p). Two properties are important on the first-order corrector to implement
a two-scale expansion: (quantitative) sublinearity estimates on its fluctuations and
on the weak-norm of its flux. These estimates are obtained in this article through
concentration inequalities and deterministic regularity estimates (essentially the Nash-
Aronson estimate and the De Giorgi-Nash-Moser regularity). Obtaining similar estimates
in a degenerate setting would be an important ingredient to establish a quantitative
hydrodynamic limit for dynamics with a degenerate potential (recent progress in this
direction have been obtained by Peled and Magazinov in [65]).

We mention that, in the analogy between random surfaces and homogenization,
bounds on the fluctuations of the first-order corrector corresponds to bounds on the
fluctuations of the dynamic ¢(-, -; p) which are closely related to estimating the fluctua-
tions of a random surface distributed according to the Gibbs measure (1.3); in particular
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establishing localization or delocalization for the random surface is equivalent to proving
that the first-order corrector has bounded or unbounded fluctuations.

We complete this section by discussing the extension of the results to some degenerate
potentials such as the ones satisfying c_|z|P~2 < V(z) < ¢y |z[P~2, for some c_, ¢, > 0 and
p > 2. A critical difficulty to apply homogenization to nonlinear elliptic equation (1.20)
with degenerate Lagrangian is that the solutions of the homogenized operator (1.23)
may not possess good regularity properties. This lack of regularity for solutions is a
consequence of the degenerate structure of the homogenized Lagrangian, which is itself
related to the critical set of the first-order-corrector (i.e., the set of z € R such that
p+ Vxp(xz) = 0). This latter quantity is difficult to control which is an obstruction to the
extension of the theory.

We believe that, in the setting of the Langevin dynamics (1.4), the situation is different
and this difficulty can be dealt with. Indeed, the fact that the randomness is encoded
outside the elliptic operator through the Brownian motions has a smoothing effect on
the system. This phenomenon has been previously observed by Cotar, Deuschel and
Miller [29] who established the strict convexity of the surface tension for some non-
uniformly convex potentials, and is also visible in Theorem 1.3 where we prove that the
surface tension can be more regular that the potential V. We should therefore expect
that the surface tension is (locally) uniformly convex for a large class of degenerate
potentials (which are convex but not strictly convex), including the ones mentioned
above. This would then imply, through standard parabolic regularity estimates, that the
solutions of the limiting operator (1.24) have some regularity, allowing the quantitative
homogenization program to proceed.

1.3.2 The scaling limit via the linearized dynamics

To understand the covariance structure of the field ¢ (resp. its discrete gradient V¢)
under ji ,, (the field ¢ can only be considered in infinite volume in dimension d > 3) and
to prove for instance a scaling limit, it is necessary to analyze the fluctuations of linear
observables, that is, random variables of the form

> Fa)e(x) resp. > F(e)-Vgl(e) (1.25)

T€Z? e€E(Z4)

where F' is a function (resp. vector field) of finite support. The Helffer-Sjostrand
representation formula [71, 47] states that the variance of the linear observable (1.25)
can be represented as follows

Var,, , | > F(z)¢(x)| = /Ooo S° F(a)Palt, 232 F(a') dt | (1.26)

VA w,x’EZd

where a = V" (V¢(-,-;p)), the symbol E denotes the expectation with respect to the
dynamic and P, is the heat-kernel under the environment a, i.e., the solution of the
parabolic equation

{atpac;x) ~V-aVP(52) =0 in (0,00) x Z°, (1.27)

Pa(0,;x) =6, inZ%
where §, denotes the Dirac at the vertex z € Z¢. Naddaf and Spencer [71] (based

on Helffer and Sjostrand [59, 78]) were the first to introduce a representation for the
variance of a linear observable which is similar to (1.26) but is written instead with

EJP 29 (2024), paper 9. https://www.imstat.org/ejp
Page 10/93


https://doi.org/10.1214/23-EJP1072
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Quantitative hydrodynamic limit

an elliptic (rather than parabolic) equation in “infinitely many” dimensions involving
the so-called Witten Laplacian and known as the Helffer-Sjéstrand representation. The
scaling limit for the V¢ field was first obtained in [71] as a consequence of the homoge-
nization of this equation (which has a corresponding homogenized matrix a(p) which is
evidently the same as the one above for (1.27)). Their technique was then reinterpreted
probabilistically and extended by Giacomin, Olla and Spohn [47] who established the
scaling limit of the space-time dynamics.

A quantitative version of this result was recently proved in [14], which lead to the
identification of a as the Hessian of the surface tension:

a(p) = D25 (p), (1.28)

as well as the result on the C? regularity of the surface tension & already mentioned
above, under the assumption that V € C2’°‘(]R). The identity (1.28) is called the
fluctuation-dissipation relation for the V¢ model. It was conjectured in [47], the main
obstacle being the question of regularity of the surface tension.

From the perspective of stochastic homogenization, the parabolic equation (1.27)
corresponds to the linearized equation associated with the Langevin dynamics, and can
be homogenized quantitatively once a large-scale regularity has been established: indeed,
it has been observed in [9, 8] that a C'® large-scale regularity, can be used to localize the
coefficient field a, i.e., show that it is well-approximated by an environment with strong
decorrelation properties, so that it fits in the framework of quantitative homogenization of
parabolic equations with finite-range dependence [6]. The identity (1.28) then states that
the homogenized matrix for the linearized equation is the matrix for the linearization of
the homogenized equation. In other words, homogenization and linearization commute—
a fact which has been recently observed in a very closely related context in [9, 8].

1.3.3 A large-scale regularity theory for the Langevin dynamics and applica-
tions

Establishing a quantitative version of the hydrodynamic limit has an important con-
sequence (at least from the perspective of stochastic homogenization) as it allows to
develop a large-scale regularity for the model. As a prospective application, we dis-
cuss how a large-scale regularity theory (which would itself be a consequence of the
establishment of a quantitative hydrodynamic limit) in the setting of non-uniformly
convex potentials can lead to localization estimates on random surfaces (in which case
deterministic regularity does not apply).

To simplify the exposition, we will only explain the strategy on a formal level, consider
a twice continuously differentiable convex potential of the form V(z) = |z|?, for some
p > 2, and let py, o be the finite-volume Gibbs measure (1.3) in the box A, with slope
p = 0. By the Helffer-Sjostrand representation formula, one has the identity

Var,, o [6(0)] = E { /0 ) dt] , (1.29)

where P, is the solution of the degenerate finite-volume parabolic equation
0Py —V-aVP, =0 in (0,00) x Ay,
Pa:(SO on {O}XAL,
P,=0 on(0,00) x 0Ap,

under the environment a(t,e) = p(p—1)|Ve(t,e)|[P~2, and ¢ is the solution of the Langevin
dynamic started at the time ¢ = 0 from an initial profile sampled according to the Gibbs
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measure [y, o independently of the Brownian motions. Assuming that a large-scale
regularity can be established on the model, one obtains pointwise bounds on the discrete
gradients V¢(t, e) taking the following form: for any edge e € E(Ar), and any interval
I C(0,00),

i /|v¢ (t,e)|P2 dt < 0_1 (0). (1.30)
The estimate (1.30) is sufficient, as is explained in Section 1.5.3 below (see also Propo-
sition 5.1), to prove that the dynamic ¢ — V¢(¢, e) cannot spend (with high probability)
more that a fraction e of its time in an interval of size ¢. The previous statement implies
that the integral fI a(t,e)dt = fI |V(t,e)[P~2 dt is bounded away from zero with high
probability. Building upon the techniques developed by Mourrat and Otto [70], one can
prove that the previous property implies upper bounds on the heat-kernel, which would
then imply bounds on the variance of the height of the surface by the identity (1.29).
In the same direction, the results of Biskup and Rodriguez [19] would identify the
correlation structure of the scaling limit of the model.

We mention that another approach to localization of degenerate random surfaces
has been recently developed by Magazinov and Peled [65] and is based on reflection
positivity (following [44]); they obtain sharp localization and delocalization estimates
for periodic systems with non-uniformly convex potentials, as well as super-Gaussian
stochastic integrability for potentials of the form V (x) = 22 + |z|? with p > 2.

1.3.4 Disordered random surfaces

The analogy and techniques of proofs can be extended to other models of statistical
mechanics; in particular to some models of random surfaces in the presence of a random
disorder which have been studied in the literature [62, 63, 80, 31, 32], and are described
below:

e The random conductance model: In this model, we consider a collection of i.i.d. of
uniformly convex potentials (V. ).cp(z) indexed over the edges of the lattice. For
each realization of the potentials, we consider the Gibbs measure

i 1=;exp<— > Ve(qu(e))) I ds=)

e€E(AT) z€EAL
and the corresponding Langevin dynamic
do(t,x) =V - V! (V)(t,z) dt + V2dB;(x). (1.31)

This model has been studied by Cotar and Kiilske in [31, 32] where they establish
existence and uniqueness of translation-covariant Gibbs states. The dynamic (1.31)
is a combination of the model (1.20) and (1.22), in the sense that the randomness
is encoded both inside the potential and externally through the Brownian motion.
In particular, a quantitative version of the hydrodynamic limit should be accessible
by adapting techniques developed in this article with the tools of stochastic homog-
enization [12, Chapter 10] (though the proofs should be more technical due to the
fact that the randomness is partly encoded in the potential).

e The random-field random surface model: We consider a collection of i.i.d. Gaussian
random variables (n(z)),cz« indexed over the vertices of the lattice, called the
random field. For each realization of the random field, we consider the Gibbs

measure
M = exp< > V(Ve©)+ ) nl )) [T do@)
ecE(AT) z€A TEAL
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and the corresponding Langevin dynamic
do(t,x) =V - V' (V)(t, ) dt + n(x) dt + V2dBy(z).

Various aspects of the models have been studied in the contributions [62, 63,
80, 31, 32, 36, 35] regarding localization and delocalization of the surface as
well as existence and uniqueness of infinite-volume translation-covariant gradient
Gibbs measures. The model of random-field random surfaces is similar to the one
considered in this article and fits in the category (1.22). It can in fact be treated
with the same techniques as the ones used in this article and we believe that a
quantitative version of the hydrodynamic limit as well as a large-scale regularity
and the C2-regularity of its surface tension could be obtained with a (mostly
notational) modification of the arguments in dimension d > 3 (the result does not
apply in dimension d = 1,2 as the random surface is known to have super-linear
fluctuations in this case, see [36, Theorem 2]). We mention that the large-scale
regularity can be combined with the results of [36, Theorem 2] to deduce the
following pointwise estimate on the discrete gradient of the random surface: in
dimension d > 3 there exists an exponent s := s(d, c4,c—) > 0 such that, for any
L € Nand any edge ¢ € E (Ay)2),

E, [<exp(\v¢(e)|8)>% <C (1.32)

where the (-) .1 denotes the expectation with respect to py, . and I, refers to the
L

expectation with respect to the random field. This result would improve the spatial
L?-estimate obtained in [36, Theorem 1], as well as the results of [35], where the
bound (1.32) is essentially proved in dimension d > 4 using the De Giorgi-Nash-
Moser regularity. In dimension d = 3, the estimate (1.32) cannot be deduced from
deterministic regularity estimates, and requires to use the large-scale regularity.

1.4 Background
1.4.1 Random surfaces

The study of random surfaces was initiated in the 1970s by Brascamp, Lieb and
Lebowitz [25] who obtained sharp localization and delocalization estimates for uni-
formly convex potentials. The question of the scaling limit of the model was first
addressed by Brydges and Yau [26] in a perturbative setting based on a renormaliza-
tion group approach. After the groundbreaking works of Funaki, Spohn [46], Naddaf,
Spencer [71] and Giacomin, Olla, Spohn [47], large deviation estimates and concen-
tration inequalities were established by Deuschel, Giacomin and Ioffe [39], and sharp
decorrelation estimates for the discrete gradient of the field were obtained by Delmotte
and Deuschel [38]. The scaling limit of the field in finite-volume was established by
Miller [68]. More recently, Armstrong and Wu applied quantitative homogenization to
the Helffer-Sjostrand PDE of [71] to prove the C? regularity of the surface tension and
the fluctuation-dissipation relation (see also the recent subsequent work of Wu [82]), and
Deuschel and Rodriguez [41] identified the scaling limit of the square of the gradient
field (hereby extending the result of Naddaf-Spencer [71]) and established (among other
results) an isomorphism theorem for the model (see [41, Theorem 4.3]).

The case of non-uniformly convex potentials was studied in the high temperature
regime by Cotar, Deuschel and Miiller [30], who established the strict convexity of the
surface tension, and by Cotar and Deuschel [29] who proved the uniqueness of ergodic
Gibbs measures, obtained sharp estimates on the decay of covariance and identified
the scaling limit of the model in this framework (see also [40] where the hydrodynamic
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limit is established). The strict convexity of the surface tension in the low temperature
regime was established by Adams, Kotecky and Miiller [2] through a renormalization
group argument. This renormalization group approach was further developed in [1]
to obtain a (form of) verification of the Cauchy-Born rule for these models. In [18],
Biskup and Kotecky showed the possible non-uniqueness of infinite-volume, shift-ergodic
gradient Gibbs measures for some nonconvex interaction potentials, and Biskup and
Spohn [20] proved that, for a general category of nonconvex potentials, the scaling limit
of the model is a Gaussian free field. We finally mention the contribution of Magazinov
and Peled [65], who established sharp localization and delocalization estimates for a
class of convex but highly degenerate potential V, and the one of Andres and Taylor [5]
who identified the scaling limit of the field for a class of convex, degenerate potentials
satisfying the assumption inf V" > X > 0.

1.4.2 Quantitative stochastic homogenization

The theory of stochastic homogenization was initially developed qualitatively in the 80’s,
in the works of Kozlov [61], Papanicolaou and Varadhan [75], and Yurinskii [83]. The first
quantitative results are due to Yurinskii [83] and Naddaf, Spencer [72]. Major progress
was achieved by Gloria and Otto in [53, 54], where, building upon the ideas of [72], they
used spectral gap inequalities (or concentration inequalities) to develop a quantitative
theory for the first time. These results were then further developed by Gloria, Marahrens,
Neukamm and Otto [55, 56, 51, 52]. The technique used in this article to obtain bounds
on the first-order corrector is based on correlation inequalities (see Section 1.5.1), and
is closely related to their approach.

Another approach was initiated by Armstrong and Smart in [13], who extended
the techniques of Avellaneda and Lin [16, 17], the ones of Dal Maso and Modica [33,
34] and obtained an algebraic rate of convergence for the homogenization error the
nonlinear equation (1.20) and a large-scale regularity for the model. These results were
subsequently improved in the linear setting in [10, 11, 12] to obtain optimal rates of
convergence.

The homogenization of nonlinear monotone operator was first addressed qualitatively
in [33, 34], and extended to a class of nonconvex Lagrangians with polynomial growth
in [66] (see also [60, Chapter 15]). The first quantitative results were obtained in [13],
and the theory was substantially extended recently by Armstrong, Ferguson and Kuusi
in [9, 8] where quantitative homogenization and a large-scale regularity are proved for
the nonlinear equation (1.20) and the corresponding linearized equation (see also the
subsequent work of Fischer and Neukamm [42]).

In the parabolic framework, qualitative homogenization was established by Zhikov,
Kozlov, and Oleinik in [84]. From a probabilistic perspective, quenched invariance
principles were proved for random walks evolving in a dynamic, degenerate and ergodic
environment by Andres, Chiarini, Deuschel and Slowik [3] and a quenched local limit the-
orem was established by Andres, Chiarini and Slowik in [4], Biskup and Rodriguez [19],
and a local limit theorem was proved by Andres and Taylor [5]. Optimal quantitative
estimates on the heat-kernel and the corrector were obtained by Gloria, Neukamm and
Otto in [51]. Quantitative homogenization and large-scale regularity was established
by Armstrong, Bordas and Mourrat [6], following the techniques in the elliptic setting
of [12].

1.5 Outline of the proof and additional comments

In this subsection, we present a sketch of the proofs of the results presented in this
article. The arguments follow a standard strategy in stochastic homogenization: in
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Section 3, we define and study the first-order corrector for the Langevin dynamic, and
obtain optimal scaling estimates for the corrector and its flux (these results are related to
the Brascamp-Lieb concentration inequality [23, 24] as discussed in Section 1.5.1 below).
In Section 4, we use the results established on the first-order corrector in Section 3 and
perform a two-scale expansion on the nonlinear parabolic equation with a random noise
to obtain the quantitative hydrodynamic limit stated in Theorem 1.1. Section 5 is devoted
to the proof of the C%-regularity of the surface tension and is (mostly) independent of
Section 3 and Section 4. Finally, Section 7 is devoted to the proof of Theorem 1.5 based
on the results of the four previous sections. In the next four subsections, we present a
more detailed outline of the main arguments developed in Sections 3, 4, 5 and Section 7
respectively.

1.5.1 Scaling estimates on the first-order corrector of the Langevin dynamic

The main tool used to prove Theorem 1.1 is the first-order corrector for the Langevin

dynamic defined in Definition 3.1. In Section 3, we establish some properties of the

first-order corrector based on tools of elliptic regularity and concentration inequalities

(following the strategy of Gloria and Otto [53, 54]): bounds on the fluctuations of the

corrector and its flux, Lipschitz bounds on the gradient of the corrector, estimates on

the L2-norm of the difference of gradient of the correctors with different slopes etc.
The proofs rely on two main techniques:

1. If we let Q be a parabolic cylinder, and let ¢ and ¥ be two solutions of the Langevin
dynamic coupled with the same Brownian motions

do(t,x) =V - V'(V¢)(t,z)dt + V2dB,(z) in Q,

and
di(t,z) =V - V'(V)(t,z)dt + V2dB,(z) in Q,

then the difference w = ¢ — i solves the linear parabolic equation
Jyw —V -aVw = 01in Q, (1.33)

where the environment is defined by the formula

1
a(t,e) := /0 V" (sV(t,e) + (1 — s)V(t, e)) ds.

We may thus use the classical theory of regularity for solutions of parabolic equa-
tions to study the behavior of the difference of solutions; this observation was
originally used by Funaki and Spohn [46] to prove the uniqueness of infinite volume
shift-invariant and ergodic gradient Gibbs measure with prescribed slope.

2. Given an integer L € IN, let us define ¢y, : [0,00) X A, — R be the solution of the
system of stochastic equations

(1.34)

dor(t,x) =V -V (V) (t,x)dt +/2dB;(z) for (t,z) € [0,00) x Ap,
¢L(0,'):O in AL,

with periodic boundary conditions. The function ¢, is the finite-volume first-order
corrector with slope p = 0 used in the article, and one would like to estimate the
size of its fluctuations. This is achieved based on techniques of elliptic regularity
and concentration inequalities as explained below. We first approximate map ¢y,
using a discretization of the Brownian motion in the right-hand side of (1.34): for a
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large integer n € IN and k£ € IN, denote by X' («) the increments of the Brownian
motion B.(z) between the times k/n and (k + 1)/n, i.e.,

X,?(ac) =+/n (B% (33) — B% (JL’)) and Xn(t,x) = ZX]zl(m)l{k/ngtg(k+1)/n}7
k

and consider an approximation ¢7 of the map ¢ defined to be the solution of the
parabolic equation

B¢y —V-V'(Vor) = vV2n i X" in [0,00) x Ap,
¢L(O;') =0 in AL,

with periodic boundary conditions in the box A;. The argument then relies on
the two following observations: as the mesh size n tends to infinity the map ¢7}
converges to the map ¢r; and the function ¢} depends only on the increments
X} (x). Using the Gaussian concentration inequality (see Proposition 2.9) and the
Nash-Aronson estimate (see Proposition 2.5), one can estimate the fluctuations of
¢7 by measuring the influence of each one of the increments X} (z).

The two previous tools allow to obtain optimal scaling estimates on the corrector. The
technique can be used to study other observables: we obtain, by adapting the argument,
optimal scaling estimates on the flux of the corrector in Section 3.3 and Section 4.4.
These properties are, as it is well-known in homogenization, crucial to implement a
two-scale expansion (see Section 1.5.2 below) and obtain the quantitative hydrodynamic
limit stated in Theorem 1.1.

We complete this section by making a few remarks and connections with results
already known in the literature. First, it is known that the Langevin dynamic (1.34) is
ergodic and reversible with respect to the Gibbs measure

p(do) :=;exp<— > V(Vcb(e))) [[ dé(). (1.35)

ecE, (A1) zeAL

where the measure is considered over the set of periodic functions ¢ : Ay — R with
spatial average equal to 0. The Brascamp-Lieb concentration inequality [23, 24] estimates
the variance of general functionals of a random field distributed according to the measure
w. In the present setting, it can be stated as follows: given a continuously differentiable
function f : R** — R, one has

vary, [f] S Z <8$f(¢)GAL (wvy)avf<¢)>u ’

z,yEAL

where G, denotes the periodic Green’s function in the box A. Various refinements of
this inequality exist in the literature: Deuschel, Giacomin and Ioffe [39] and Delmotte
Deuschel [38] obtained an exponential version of the result, a Gaussian version of it
(similar to Proposition 3.3 below) can be found in [43] (see [45, Section 4.2] for additional
discussion and references). The result is of course closely related to the one presented
in this section: by the ergodicity of the dynamic, we know that the distribution of the
random field ¢ (¢,-) converges to u as the time ¢ tends to infinity. Since the bound
obtained in Proposition 3.3 does not depend on the time ¢, we may take the limit { — oo
to obtain an alternative proof of the Brascamp-Lieb inequality, based on the Gaussian
concentration inequality and elliptic regularity. Using this technique instead of relying
directly on the Brascamp-Lieb inequality will be useful to us in different ways: it yields
sharp concentration estimates for nonlinear observables of the random field with optimal
stochastic integrability, allows to study correlations for the dynamics in both the space
and time variables, and allows to define a corrector with a slope which depends on the
time variable (see Definition 3.1 and Remark 3.2).
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1.5.2 Quantitative hydrodynamic limit for the Langevin dynamic

Once precise estimates have been obtained on the first-order-corrector and its flux,
Theorem 1.1 can be deduced by performing a two-scale expansion on the model. On a
formal level and for any ¢ > 0, we introduce the two-scale expansion w® according to the
formula

wE = T ey . (E—QgVﬂ> (1.36)

where ¢, . (-,-; Vu®) denotes the corrector with slope p (see Definition 3.1) in a box of
radius 1/e. We then show, through an explicit computation using the properties of the
corrector established in Section 3, that

O (w* — By) + V-V (Vu®) =€,

where £ is an error term which is small in the suitable functional space (the norm H ;alr
introduced in Section 2.1.4).

As stated, this strategy runs into a difficulty. First, as it has been recently observed
in the setting of nonlinear elliptic homogenization in [9, 8, 42, 28], in order to implement
the two-scale expansion (1.36), and obtain the optimal rate of convergence, one would
need to have good control over the corrector associated with the linearized equation,
defined, for a pair of slopes p, ¢ € R?, to be the map Pp.q 1 (0,00) X Z?* — R solution of
the parabolic equation

Othp.g +V -2, (g+ Vibp,) =0 in (0,00) x Z, (1.37)
where the environment a,, is given by the formula
ay(t,e) :=V"(p+ Vo(t, ep)). (1.38)

Such estimates are not established in this article and, in order to bypass this difficulty,
we introduce a mesoscopic scale of size 5%(1 + |Ine H 1;{4—2y) in the argument. This
is responsible for the loss of half of the exponent compared to the optimal result.
We nevertheless mention that optimal scaling estimates on the corrector associated
with the linearized equation (1.37) (and thus and optimal rate of convergence for the
hydrodynamic limit) could be obtained by the following strategy (see [42, 28]):

1. Using the De Giorgi-Nash-Moser regularity, one can prove that the environment
defined in (1.38) satisfies a quantitative ergodicity assumption, and deduce from it
a quantitative homogenization theorem for the linearized equation;

2. One then establishes a large-scale regularity theory for the solutions of the lin-
earized equation;

3. Applying concentration estimates to the linearized equation (1.37) (following a
similar, though more involved, argument to the one outlined in Section 1.5.1) and
combining them with the large-scale regularity for the linearized equation, one
obtains optimal scaling estimates for the corrector 1, ; and its flux. Once equipped
with these estimates, the two-scale expansion (1.36) can be used to deduce the
hydrodynamic limit with an optimal rate of convergence.

1.5.3 C?-regularity of the surface tension

The proof of the C?-regularity of the surface tension is (essentially) independent of the
results established in Sections 3 and 4, and follows the insight of [9, Section 2.3]. The
proof relies on the introduction of a finite-volume approximation of the gradient of the
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surface tension denoted by 77, in the proof below and defined by the formula (using the
notation (2.2) and (2.4))

() =E[(V' 0+ Vor(5p))a. ] - (1.39)

We then establish that the map p — 71 (p) converges pointwise to the function p — D,5(p)
as L tends to infinity, that it is continuously differentiable and that the collection of
functions {p — D,71(p) : L € N} is equicontinuous. Theorem 1.3 is then obtained by
applying the Arzela-Ascoli Theorem.

To present a few more details of the proof, the derivative of the function 7, is explicit
and is given by the formula, for any p € R? and any i € {1,...,d},

Or(p) = E [(V"(p+ VorL(;p))(ei + Vwpe,))ay 2] »

where w,, ., is defined as the solution of a parabolic equation (see (5.3)). The continuity
of the map 9;7, uniform over the parameter L, can be established by proving that the
quantities

E |:||V”(p+ V(ﬁL(7p) _ V//(q —+ V(bL(’q))HLl(QL) and E vap,ei - qu’e'illéz(QL)

tend to 0 as ¢ tends to p (uniformly in L). By arguments of elliptic regularity, the
treatment of the second term can be reduced to the first one, which essentially boils
down to proving the following convergence

E|[[V"(p+Vor(sp)+e) = V"(p+Vor(sp)llpio.) — 0 uniformly in L € IN.
(1.40)
In the case when the potential V' is assumed to be Holder continuous, the proof of (1.40)
is immediate, yielding and algebraic rate of convergence in the parameter £ which can
be transferred back to the surface tension, establishing the Holder continuity of its
second derivative.

In the case of C''! potentials, the strategy is to appeal to Lusin’s theorem to approx-
imate the map V" by a Lipschitz function, which we denote by V,”, on a set of large
measure. We then prove the uniform convergence (1.40) with the function V;” instead of
V", and show that this approximation procedure only generates a small error (uniformly
in L) in the convergence (1.40).

To implement this strategy, we need to prove that the map V¢; does not spend
a large amount of time in the set of small measure where the function V" is poorly
approximated by the function V;”. This pathological behavior is ruled out by noting that,
for each x € A, the map ¢ — ¢, (¢, x) solves the stochastic differential equation

dor(t,x) =V -V (Vér) (t,x)dt + V2dB;(x). (1.41)
drift term noise

Using Proposition 3.3 and specifically the bound (3.5) on the gradient of the field
established in Section 3 (which is the only, but crucial, input from Sections 3 and 4),
we obtain that the elliptic operator appearing in the drift term of (1.41) is (essentially)
bounded. One may thus rewrite the identity (1.41) as follows: for any z € Ay and any
pair of times t4,t_ >0,

ty
bults, ) — bu(t_,z) = / heds +V2(Bi, — Bi),
_ —— —
Brownian motion
Lipschitz function
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where the map h, :=V-V'(Véy) (¢, ) is (essentially) bounded. Using that the Brownian
motion is a rough process, and in particular much less regular than a Lipschitz function,
we are able to deduce that, for any § € [0,1], the process ¢ cannot spend more than
a fraction § of its time in a set of Lebesgue measure less than § (see Lemma 5.1).
Applying this result to the set of small Lebesgue measure where the map V" is poorly
approximated by the map V;”/, we are able to rule out the pathological behavior mentioned
above, and thus establish the uniform convergence (1.40).

1.5.4 Large-scale regularity theory for the Langevin dynamic

Section 7 is devoted to the proof of Theorem 1.5. Based on the ideas of [13], we can use
the quantitative hydrodynamic limit to show that any solution of the Langevin dynamic is
well-approximated, over large scales where homogenization occurs, by a solution of the
equation (1.9) which possesses good regularity properties. We are then able to transfer
the regularity of the solutions of (1.9) to the solution of the Langevin dynamic.

We mention the following technical point in the argument: in order to optimize
the stochastic integrability of the minimal scale (1.15), Theorem 1.1 cannot be applied
directly, and we have to write a second version of it, optimizing the stochastic error at
the cost of a deterministic term. This step is the subject of Section 6.

1.6 Convention for constants

Throughout this article, the symbols C' and ¢ denote positive constants which may
vary from line to line, with C increasing and c decreasing. These constants and exponents
may depend only on the dimension d, and the ellipticity constants c; and c_. We specify
the dependency of the constants and exponents by writing, for instance, C := C(d,,c_cy)
to mean that the constant C' depends on the parameters d, c_ and c.

2 Notation and preliminary results

We must unfortunately introduce quite a bit of notation, particularly since we are
working with parabolic equations which require us to define various function spaces,
and since we are working in both the discrete and continuous settings which require
to introduce different definitions for the differential calculus. We also need to collect
some preliminary results pertaining to elliptic regularity (e.g., Nash-Aronson estimate
on the heat kernel and De Giorgi-Nash-Moser regularity), concentration inequality
(the Gaussian concentration inequality), and stochastic homogenization (the multiscale
Poincaré inequality); most of them are standard in the literature. We thus encourage the
reader to skim and consult this section as a reference.

2.1 Notation

2.1.1 General notation

Consider the hypercubic lattice Z¢ and the real vector space R in dimension d > 2. We
let E(Z%) and E(Z?) be the sets of directed and undirected edges of the lattice. We
denote by (ey,...,eq) the canonical basis of RY, and, for z,y € R? (or R??), we use the
notation z - y to refer to the Euclidean scalar product on the spaces R¢ (or R2¢). We
denote by || the standard Euclidean norm on R¢ (we sometimes abuse notation and use
it to refer to the Euclidean norm on R??). We write |-, := max (||,1). Given two real
numbers a, b, we denote by a A b = min(a,b) and by a V b = max(a,b), and by |a| the floor
of a. We denote by 14 the indicator function of a set A, and by B(R) the Borel o-algebra
of R.
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Throughout the article, we fix two collections of independent Brownian motions
{BY(z) : t >0,z €2 and {B}(z) : t >0, x € Z?} and denote by, for t € R and = € Z,

By(z) := B{(z)1;501 + BLy(2)1{1<0y. (2.1)

This definition gives a (simple) notion of Brownian motion defined on the full line R.

2.1.2 Sets

Given a subset U C Z4, we let E(U) (resp. E(U)) be the set of directed (resp. undirected)
edges of U. We write z ~ y to denote that {z,y} € E(Z%). We let OU be the external
vertex boundary of U,

5U::{x€Zd\U: JyeUyn~ua}.

A box A C Z% is a subset of the form x + {—L,...,L}¢ for x € Z% and L € IN. For any
integer L € N, we let
Ap:={-L,...,L}¢cz?

be the box centered at 0 of side length (2L + 1). We extend the notation to real-valued
L > 0 by setting Ay, := A|p|. For a box A := z + Az and an integer n € IN, we denote
by nA := x + A, the rescaled box (the center of the box remains unchanged but its
sidelength is multiplied by n). If I := (s_,s;) C R is a bounded interval of R, then
we denote by nl := (s— — (n — 1)(s+ — s_), s4) (the right end of the interval remains
unchanged and its length is multiplied by n).

A parabolic cylinder is a set of the form Q := I x A C R x Z? where I := (s_,s;)isa
bounded interval of R and A is a subset of Z¢ (frequently chosen to be a box). For L > 0,
we denote by ;, the parabolic cylinder

Qr := (—L*0) x Ap. (2.2)
We denote by 0,..() the parabolic boundary of the cylinder ) defined by the formula
Opus@ = ({5} x A)U((~5-,5) x A).

Given a parabolic cylinder @) = I x A and an integer n € IN, we denote by n@ := nl x nA,
using the convention above. As it will be useful for us to partition parabolic cylinders,
we introduce the following notation: for each m < n,

Zpm = (3¥Z x 3™ ZY) N Q3.

Note that the collection (z + Q3m)
ie.,

-cz,,, forms a partition of the parabolic cylinder Qs-,

and
Vz,2' € Zpmy 2# 2, (24 Qsm) N (2 + Qzm) = 0.

We denote by |I| the Lebesgue measure of I and by |A| the cardinality of A, and by
Q] == [I] x [A].
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2.1.3 Functions

Given a box A C Z%, we denote by 2 A,per the set of periodic functions defined on the box A
and valued in R, and by Q3 ., the subset of functions of Q4 p. satisfying >, ¢(z) =0

Fix a parabolic cylinder Q = I x A C R x Z? and a function v : Q — R. For eacht € I
and each directed edge ¢ = (z,y) € E(A), we define the discrete gradient

Vu(t,e) == u(t,y) — u(t, z). (2.3)

In expressions which do not depend on the orientation of the edge, such as |Vu(t, e)|? or
Vu(t,e)Vu(t,e), we allow the edge e to be undirected. It will be useful to us to have a
notion vector-valued discrete gradient, mimicking the definition in the continuum. We
thus define, fori € {1,...,d},

Viu(t,z) == u(t,x + e;) — u(t, z),

and
Vu(t,z) = (Viu(t,z), ..., Vau(t,z)) € R

We consider the second derivative of a map u, defined as the matrix-value function
V2u(t,z) = (ViV, u(t,x))1<i,j<q (mimicking the definition of the continuum), and denote
by J;u the derivative of the function u. We define the average value of a function
u : @ — R according to the formula

1
(u)g = Ql / Z u(t, z) dt. (2.4)

I zen

A vector field is a function g : I x E(A) — R satisfying g(t, (z,y)) = —g(t, (y, z)). For
a vector p € R¢, we abuse notation and denote by p the constant vector field defined by

ple):=p- (y—x) forevery e = (z,y) € E(Z).

For a vector field g : I x E(A) — R, we define the average value of the vector field
(8)g = ((8)g1: - (8)g.a) € R? according to the formula, for each i € {1,...,d},

Q,i: |Q\Z/ ,(z,x + e;)) dt. (2.5)

For each (¢,z) € @, we define the divergence of a vector field g : I x E(A) — R according

to the formula
=> gt (

y~w

2.1.4 Functional spaces

In this subsection, we introduce the various functional spaces used in the article. We let
Q@ := I x A be a parabolic cylinder and denote by L the sidelength of the box A.

(i) LP-norms. For p € [1,0), we define the L? and normalized L”-norms of a function
u: @ — R and a vector field g : I x E (A) — R by the formulae

1
iy = [ S lutt)l . Nellyig = g [ 3 lutt.a)l at,
al )i 2

zEA
and
el = [ 3 leol a Nl = [ 2 letoP
ecE(A) ecE(A)
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We define the L°°-norm of the function u (resp. the vector field g) to be the essential
supremum of u (resp. g) over the set Q (resp. I x E (A)) and denote it by ||u||Lx(Q) (resp.
I8l 1 (q))- We similarly define the L?(A)-norm and normalized L”(A)-norm of functions

(resp. vector fields) defined on the box A (resp. the edge set E (A)) and valued in R.

(ii) Sobolev spaces. For p € [1,00) and a function v : @ — R (resp. v : A — R), we
introduce the Sobolev norms

HUHWLP(Q) = ||u||Lp(Q) + ||vu||LP(Q) + ||8tu||Lp(Q) (2.6)
and
[ollwrpay = 10l Locay + 1Vl o)
We denote by Wol’p (Q) (resp. Wol’p (A)) the completion of the space of smooth compactly
supported functions defined on the cylinder ) (resp. the set of functions equal to 0 on
the external boundary dA) with respect to the norm (2.6). In the case p = 2, we denote

by H'(Q) := W'2(Q) and H}(Q) := W, *(Q) (and use similar notation with the box A).
We introduce the Sobolev space H?(A) according to the formula

lull 2 ay = el oy + 1Vl g2 gay + ([ V2] Loy -

We similarly introduce the space H?((Q) taking into account the derivatives with respect
to the time variable. We additionally define the norm

Il sy 2= | Nt By

and define normalized version of these norms according to the formulae

[llwrnay = HUHLP(A IVl Lo

and

1
Il a0y = 777 1 M

Let us denote by ¢ := p/(p — 1) the conjugate exponent of p. We introduce the dual
Sobolev norm

[ullyy—1.0(p) = sup {Zu(w)v(z) s v e Wyl (A), [[olly, aga) S 1}

zEA

as well as its normalized version

U|lyr—1,p = sup
I ||w () {MZ

1,
v(z) v e Wy l(A), [v]lwiacy < 1}
zeA

and denote by H~'(A) = W~52(A) and H '(A) = W "2(A). We define the following
norm

Lo(rav-rr () m/” M1 @t

The following norm is used to study solutions of parabolic equations: given a function
u: @ — R, we set

1
lullwz @) = 7 el + IVl Loy + 110ell Lo(r w-1m(a)) -
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We denote by Wgﬁu the completion of the set of smooth compactly supported functions
in (s_, s4] x A with respect to the norm w;g;(Q). We then define the parabolic E;;;p(Q)-
norm of a map v by

1
||UHK;&1r,p(Q) = sup {m /1 Zu(t,x)v(t,x) dt :ve Wplz;f,u(Q)’ anﬂég@) < 1}

zEA

and set H (Q) = W'2(Q) and H . (Q) = W..1*(Q).

=L par ~~_par =~ par *¥ par

(iii) Holder spaces. For any exponent « € [0, 1], any parabolic cylinder Q C R x Z¢,
and any function v : Q — R, we define the C%“-seminorm of the map u by

t _
sup Ju( f/)2 U(s,y)la.
(t.a)(s.)eq [t — 8|2 + |z —y|

[ulcoaq) =
The C1“-seminorm of the map v is then defined by

[u]cl,a(Q) = [Vu]co,a(Q).

We note that, while all the definitions above are given in the discrete setting, we may
use them in the continuum to refer to either the boundary conditions f to the solution
of the homogenized equation (i.e., the map u in (1.9)) in the proofs of Theorem 1.1 or
Theorem 1.5.

2.2 Microscopic notation

In the statement and proof of Theorem 1.1, we work on the rescaled lattice £€Z¢; this
convention is standard in homogenization and is also the one used in the proof of the
hydrodynamic limit by Funaki and Spohn [46]. Working in this framework requires to
introduce notation which are adapted to the rescaled lattice eZ¢ but essentially matches
the ones of the previous subsections.

2.2.1 Sets and functions

As mentioned in Section 1.2, we let D C R¢ be a bounded C*! domain, let I := [—1,0]
and set @ := I x D (as in the statement of Theorem 1.1). We denote by D¢ := eZeN D,
by Q¢ := I x D*. We denote by 0D* the external vertex boundary of D® and by 0ps:Q° :=
({=1} x D) U (I x 8D%). For k € (0,1), we denote by AS := [—k,x]? N eZ? and by
Q¢ = (—~k%,0) x A%. We denote by |AZ| (resp. |D?|) the cardinality of the box AS (resp.
the set D?), and by |Q%| = x% |A%| (resp. |Q°| = |I||D?)).

Given a function u¢ : D° — R and an edge e = (z,y) € E (D?), we denote its discrete
gradient by Veu(t,e) := e~ (u(t,y) — u(t,x)). Similarly, fori € {1,...,d}, we define

Veu(t,z) == e ' (u(t,z + e;) —u(t,z)) and Veu(t,z) := (Viu(t,z),..., Vu(t,z)).

We will have to consider the second derivative of a map u, defined as the matrix-valued
function
Veru(t, x) = (ViViu(t,z))i1<ij<a-

We define the average value of a function u over the set ()¢, according to the formula
1 0
(W)ge = 77 Z u(t, x) dt,
" |Q/<;|

— k2
K™ zeAs

and similarly define the average value of a vector field by rescaling the definition (2.5).
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2.2.2 Functional spaces

We also define the suitably rescaled version of the LP-norms by the formulae (which will
be used either on the set Q° or on cylinders of the form z 4+ Q%)

0
P d P P d P
ey = t, dt and p(Oe) = t, dt, 2.7
||u||LP(Q y =€ /I E u(t, z)| [[ullg Q) "= ¢ /—;# E u(t, z)| (2.7)

weDs TEAS,

as well as the averaged LP-norm

1 O
HUHZP(Q'EC) = 0] /_K2 Z lu(t,z)|” dt. (2.8)

TEAE,

We similarly define the L°°-norm by considering the essential supremum. Given a time
interval I C R and a box A® C £Z? of sidelength  (i.e., of the form z+ A¢ for x € £Z%), we
extend the definition of the norms W?(I x A®), LP (I, WP (A®)), W—1P(A®), WoE(I x A%)

and W, 1'?(I x A®) by replacing the discrete gradient V by V¢, the parameter L by x and

par

the LP-norms by the ones defined in (2.7) and (2.8).
Finally, we extend the definition of the norm H_! to the set Q¢ := I x D? by setting

== par

1
Hu”ﬂ;alr(QE) := sup {I||DE|/] Z u(t,x)v(t,m) dt : v e Héar,u(QE)7 HUHE%)M(QE) < 1}.

zeDe
(2.9)

For later use, we record that the H ;alr satisfies the following scaling identity: for any

L € NN, any function v : Q@ — R, if we let u® : QZ; — R be the rescaled map defined by
the formula u°(t,z) = u(t/e?, x/¢), then we have

1wl =1 (e, ) = € Mull s gy - (2.10)

2.3 Stochastic integrability

Fix an exponent s € (0,00) and a constant K > 0. Given a random variable X, we

write .
<0018 o ( (2] )] <.

We record from [11, Appendix A] some properties satisfied by this notation:

e Summation: For each exponent s > 0, there exists a constant C such that, if let

X1,...,X, be nonnegative random variables and K3, ..., K, be positive constants,
then
X1 S O(K1), .., X S Os(Kn) = ) Xi < O, (Cs Zm) : (2.11)
i=1 i=1

* Powers: For each pair of exponents s, sy > 0, and each constant K > 0, one has the
estimate
X <O4(K) = X*° <Oy, (K*); (2.12)

» Integration: For each exponent s > 0, there exists a constant C such that the
following holds. Let (X:);>o be a collection of random variables, (K;);>0 be a
nonnegative function and I C (0, 00) be an interval, then

Vt>0,X, < O,(K,) = /Xt <0, (Cs/Kt dt> ; (2.13)
I I
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» Expectation: For each exponent s > 0, there exists a constant C; such that
X <04K) = E[X] <CK;

e Multiplication: For each exponent s > 0, and each A > 0,
X <04(K) = AX < O5(AK);

* Maximum: For each exponent s > 0, there exists a constant C, such that, if let
X1,...,X, be nonnegative random variables and K be a positive constant, then

X1 € O(K), ..., Xn < O(K) = max X; <O, (cs (1ogn)%K). (2.14)

i=1,...,n

2.4 Parabolic equations and regularity

In this section, we introduce the definition of discrete parabolic operators and record
some of the main properties of the solutions of parabolic equations used in the article:
the Caccioppoli and Meyers inequalities, and the Nash-Aronson estimate for the heat
kernel. We recall that we fix a parabolic cylinder Q = I x A C R x Z¢.

2.4.1 Environment and parabolic equations

An environment a defined on the parabolic cylinder () is a measurable map a: I x E(A) —
[0, 0]. Given an environment a, we denote by V -aV the time-dependent elliptic operator
defined by the formula: for any map » : Q@ — R and any (¢,z) € Q,

V-aVu(t,z) = Z a(t,{z,y}) (u(t,y) — u(t,z)) . (2.15)

Yy~

The discrete Laplacian on the lattice is the elliptic operator A = V - aV when a = 1.
Given a parabolic cylinder Q C R x Z? and an environment a, a function u : Q — R is
called a-caloric if it solves the parabolic equation

Ou—V-aVu =0in Q. (2.16)

In the rest of this section (and of the article), we will assume that all the environments
satisfy the uniform ellipticity condition 0 < c_ < a < ¢y < 0.

2.4.2 Caccioppoli and Meyers inequalities

In this section, we state the parabolic versions of the Caccioppoli and Meyers inequalities.
For the Caccioppoli inequality, we refer to [6, Lemma B.3] (among other possible sources)

Proposition 2.1 (Parabolic Caccioppoli inequality). There exists a constant C' < oo
depending on d, cy,c_ such that, for every sidelength L. € N, every uniformly elliptic
environment a defined on ()51, and every solution of the parabolic equation

atu—V'avU:V'anQ2L7

one has the upper bound

C
IVullg2iguy < 7 lellz2@uny + CIF L2 -

The second proposition of this section is the interior parabolic Meyers estimate which
provides a W12+ regularity estimate for solutions of parabolic equations. In the elliptic
case, the Meyers estimate is due to [67], in the parabolic case they were first proved
in [48], and the global version was considered in [76] (see also [6, Appendix B]).
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Proposition 2.2 (Interior parabolic Meyers inequality, Theorem 2.1 of [48]). There exist
a constant C' < oo and an exponent v, > 0 depending on d, c,,c_ such that, for every
sidelength L € IN, every uniformly elliptic environment a defined on ()21, and every
solution of the parabolic equation

Ou—V-aVu=V-FinQ-r,
one has the upper bound

IVull 20 (qry < ClIVUll L2 (@) + ClIEl L2420 (Qur) -

We finally collect a global version of the Meyers estimate.
Proposition 2.3 (Global parabolic Meyers inequality, Proposition B.2 of [6]). There exist
a constant C' < co and an exponent vy > 0 depending on the parameters d,cy,c_ such
that for every L € N, every environment a: Qp — [c_,c4], and every F : Q1 — R, if we
let u be the solution of the parabolic equation

Ou—V-aVu=V_-F inQp,

u=0 in AL7

u(t, ) € Qap per fortelp,

then one has the estimate

IVull L2440 gp) < CIF L2470y ) -

2.4.3 De Giorgi-Nash-Moser regularity

In this section, we record the C%“-regularity for solutions of parabolic equations with
uniformly elliptic coefficient. The proof of this result in the continuous setting can be
found in [73, 69, 37] (see also [49, Chapter 8] and [58, Chapter 3]). In the discrete
setting considered here, we refer to [47, Appendix B] and [38, Section 3].

Proposition 2.4 (L°° and De Giorgi-Nash-Moser regularity). Fix an integer L € IN and let
a be a uniformly elliptic environment defined in ()»1,. There exist an exponent o > 0 and
a constant C' < co depending only on the parameters d, c,c_ such that, for any solution
u : Q21 — R of the parabolic equation

atu —V-aVu =0 in Q2L7
one has the estimate

lull oo gy + L [Ulcong,) < Cllull2,,) - (2.17)

2.4.4 Heat kernel, Nash-Aronson estimate and Duhamel principle

Let @Q := I x A be a parabolic cylinder denote by I = [s, s;], and assume that A is a box
of sidelength L. Fix a point y € A. Given a uniformly environment a defined on @, we
consider the heat kernel in the box A with periodic boundary conditions defined by

atpa('a'asay)fv'avpazo inQ,
1
Pa(sa'asay) :5y7W in A, (218)

Pa(t,-,5,9) € QA per fortel,

where §, denotes the discrete Dirac function taking the value 1 at y and 0 everywhere
else; the term 1/|A| ensures that, for any time ¢ > s, the spatial average of the heat
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kernel over the box A is equal to 0. We extend the definition to the times ¢ < s
by setting P, (t,x;s,y) = 0 in that case. For each constant C > 0, we denote by
®c.r ¢ (0,00) x RY — R the function

_4 |z —yl t
Qe p(t,z) :=C(tV1)"2exp (— ol ) exp <_CL2> . (2.19)

The Nash-Aronson estimate, originally established in the continuous setting in [15],
provides an upper bound on the heat-kernel P, in terms of the function ®¢ ;. The result
stated below in the discrete setting can essentially be deduced from [47, Proposition
B.3] (see Remark 2.7).

Proposition 2.5 (Nash-Aronson estimate). Let a be a uniformly elliptic environment
defined on (), and let P, be the heat kernel with periodic boundary conditions defined
in (2.18). There exists a constant C := C(d,c_,cy) < oo such that, ift — s < L2,
1
OSPa(taxasay)+m S(I)C,L(tfsaxfy), (220)
and, ift — s > L2,

|Pa(t, z,5,y)] < Pen(t —s,2—y).

Additionally, there exists an exponent o := a(d, c4,c_) > 0 such that
IV Pa(t,z,5,9)| < (t V1) %®c (t — 5,2 — ). (2.21)

Remark 2.6. The term 1/ |A| in the left-hand side of (2.20) takes into account the additive
factor 1/ |A| in the initial condition of (2.20), which itself is added to the definition to
ensure that the spatial average of the heat kernel over the box A is equal to 0.

Remark 2.7. The result of [47, Proposition B.3] is stated for the heat kernel defined in
infinite volume (compared to the one considered here which is defined in a box A and
with periodic boundary conditions). The result of Proposition 2.5 can be deduced from
the one of [47, Proposition B.3] through standard arguments.

The heat-kernel plays a fundamental role in this article, as it can be used to solve
parabolic equations with a non-zero right-hand side. The formula is known as Duhamel’s
principle and is stated below.

Proposition 2.8 (Duhamel’s principle). Let f : @ — R be a piecewise continuous
function such that, for any t € I, ZIGA flt,z) = 0. Letu : @ — R be the (periodic)
solution of the parabolic equation
Owu—V-aVu=f in Q,
u(s,) =0 in A, (2.22)
u€ Qpper fortel,

then we have the identity, for any (t,z) € Q,
t
u(t.) = 3 [ Pt ) f( ) 5
yeA VS

Proof. For (t,x) € Q, we denote by w(t,z) := > 5 fst P,(t,z;s',y) f(s',y) ds’. We will
prove that the map w solves the equation (2.22). Differentiating the function w with
respect to time, we obtain

t
atw(tvx) = Z Pa(ta fﬂ,t,y)f(t, y) + Z/ 8tPa(t7x; slay)f(sla y) dsl' (223)

yeA yeA s
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For the first term in the right-hand side, we use the definition (2.18) of the heat kernel

and write
t
Zthty( Zf y_ f(t z).
AL
yeEA yeN
For the second term in the right-hand side of (2.23), we use the definition (2.18) a second
time and write

/at (t,z; 8", y)f(s ,yds-Z/V aVP(t,z; s y)f(s' y)ds

yeEA yeEA

=V aV Z/ (t,z; 8", y) f(s',y)ds

yeA
=V -aVuw(t,z).

A combination of the three previous displays implies that the map w solves the parabolic
equation
oow—V-aVw = f in Q.

Additionally, the definition of w implies that w(s, ) = 0. These two observations imply
that v and w are both solutions of the parabolic equation (2.22), and are thus equal. O

2.5 Gaussian concentration inequality

In this section, we record Gaussian concentration inequality [21, 79] (see also [22,
Theorem 5.6]). The result is used to estimate the fluctuations of the first-order corrector

in Section 3.2 and to estimate the ﬂ par-IOIM of the flux of the corrector in Section 3.3.

Proposition 2.9 (Gaussian concentration inequality [21, 79]). Let X1,...,X,, be inde-
pendent Gaussian random variables with expectation 0 and variance 1. Let F' : R" —- R
be a 1-Lipschitz function (i.e., |F(x) — F(y)| < |x — y| for all z,y € R™ where we used the
Euclidian metric on R™), then there exists an absolute constant C' < oo such that

[F—E[F]] < 05(C).

2.6 Multiscale Poincaré inequality

The multiscale Poincaré inequality will be used to estimate the weak H par -norm of a
function in terms of its space-time averages over different scales. We refer to [11] for
the result in the elliptic setting. In the parabolic setting, the proof can be found in [6,

Proposition 3.6].

Proposition 2.10 (Multiscale Poincaré inequality, Proposition 3.6 of [6]). There exists
a constant C' < oo depending on d such that, for every m > 1 and every function

feL?(Qsm),

m

1 2

103 (umy < C1Fl2qumy +C 3" IDNCRN
k=0

|Zk’m 2EZK,m

The multiscale Poincaré inequality can be combined with the following statement, for
which we refer to [6, Proposition 3.7].
Proposition 2.11 (Proposition 3.7 of [6]). There exists a constant C < oo depending on
d such that, for every L € N, every u € H'(Q) satisfying either (u)g, = 0 and every
g € L*(Qy) satisfying yu = V - g, one has the estimate

el g2auy < € (Il 0y + I8l )
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The final statement of this section describes more explicitly the structure of the set
H_. (Qr). The proof of the result can be found in [6, Lemma 3.11].
Lemma 2.12 (ldentification of ﬂ;;r(QL)). There exists a constant C := C(d) < co such
that, for any f € L?(Qy), there exists (w,w*) € L?(I; HY(AL)) x L*(Ip; HY(AL)) such
that
[ = 0w+ w",

with the upper bound

||wHL2(1L,H1(AL)) + [lw* ||L2(IL H=1(AL)) <C HfHﬂ;alr(QL) .

We can additionally assume that, for any x € Ay, the map t — w(t,z) is continuous in
the closed interval [—L?, 0] and satisfies w(—L?,z) = w(0,z) = 0 for any z € Ap.

3 First-order corrector for the Langevin dynamic

This section is devoted to the first-order corrector for the Langevin dynamic and
is structured as follows. In Section 3.1, we introduce the corrector for the Langevin
dynamic. In Section 3.2, we estimate the fluctuations of the corrector following the
outline presented in Section 1.5.1. In Section 3.3, we obtain estimates on the flux of
the corrector. Finally in Section 3.5, we obtain some estimates on the L?-norm of the
difference of the first-order correctors with two different slopes.

3.1 Definition

In this section, we introduce the first-order corrector for the Langevin dynamic. We
let Q := I x A be a parabolic cylinder, denote by I = [s_, s;], and let L be the sidelength
of the box A. We assume that |I| = s, —s_ > L2

Definition 3.1 (First-order corrector for the Langevin dynamic). Fix a time-dependent
slope ¢ : I — R%. We define v (+;q) : @ — R to be the solution of the Langevin dynamic
with periodic boundary conditions

dog(t,z;q) =V -V'(g+ Vol ) (¢, x)dt + V2dBy(z) for (t,z) € Q,
vq(s,q) =0 forz € A, (3.1)
@Q(L 3 q) € QA,pcr fortel.

We then define the first-order corrector ¢q(-,-;q) by subtracting a spatially constant
term from the map ¢ and write, for anyt € I and x € A,

Pt 23 q) = ¢q(t, z;q) N Zsocg t,y;q) = pq(t,;q) ZBt (3.2)
yEA yEA

The corrector can be equivalently defined as the solution of the system of stochastic
differential equations

dog(t,z;q) =V - V'(qg+ Vog(q9))(t, x)dt + V2dBy(x A Z dBi(y) if(t,x) € Q,
yEA
$q(s,5q) =0 ifz € A,
¢Q(t7 ) q) € QA,per ift € I,
(3.3)

The flux of the corrector is then the vector field V'(q + Voq(-, - q))-

Remark 3.2. Contrary to the usual convention in stochastic homogenization, we allow
the slope ¢ to vary in the time variable. The reason motivating this choice is twofold:
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1. First, the technique used to estimate the corrector and its flux covers this case
without modifying the argument;

2. Second, allowing the corrector to have a time-dependent slope is useful to optimize
the rate of convergence in Theorem 1.1. As mentioned in Section 1.5.2, the proof of
Theorem 1.1 relies on a two-scale expansion and requires to introduce a mesoscopic
scale. A natural strategy would be to introduce a mesoscopic scale with respect to
both the space and time variables, but it turns out that this causes a deterioration
of the rate of convergence, and leads to a rate of the form €3 (1 + | log sﬁl{d:g}).
Having access to a corrector with a time-dependent slope allows to define the
mesoscopic scale only with respect to the spatial variable and yields the rate of
convergence stated in Theorem 1.1.

3.2 Scaling estimates for the first-order corrector

The following proposition estimates the size of the first-order corrector of the
Langevin dynamic following the outline presented in Section 1.5.1. We fix a parabolic
cylinder @ := I x A, denote by I = [s_, s;], assume that A is a box whose sidelength is
denoted by L and that s, — s_ > L%. We also fix a time-dependent slope ¢ : I — R,

Proposition 3.3 (Fluctuation estimates for the first-order corrector). There exists a
constant C := C(d,c4,c_) < oo such that, for any z € Q,

[6(2:a)| < Oz (C(1+ (log L) 1(asy) ) (3.4)

Additionally, for any z € Q,
Véq(z )l < 02(C). (3.5)

Proof. To ease the notation in the proof, we will assume that ¢ =0, Q = [s_,0] x A, for
some s_ < —L? and that z = 0. We denote the corrector by ¢ (i.e., we drop the slope and
the cylinder from the notation since they are fixed in the argument). The proof in the
general case follows from the same lines. We prove the estimate

6(0)] < 05 (C(1+ (l0g L) ¥ Laay) )

where we denoted by 0 the zero of R x Z?. As a preliminary observation, we note that
the law of the first-order corrector is invariant under spatial translations. Combining
this observation with the identity (3.2), we deduce that: for any (¢,z) € Q,

E [6(t, z)] = 0. (3.6)

We then consider a discretization of the Brownian motions {B;(x) : t € R, x € Z%} in
piecewise affine functions defined as follows: for any integer n € IN, any integer [ € Z,
and any time ¢ € [I[/n, (I + 1)/n], we set

().

We denote by X'(z) the normalized increments of the Brownian motion B(x) between
the times [/n and (I 4+ 1)/n, that is

3=

Bi'(z) := (nt —1) Bsa (z) + (I +1—nt) B

XMz) = vn (BHTl (z) — B

(x)) and Xn(t, a:) = Z Xl’n(.r)l{l/ngtg(lJrl)/n}’
keZ

and note that the random variables {X}'(z) : | € Z, x € Z*} are i.i.d. Gaussian with

expectation 0 and variance 1. We denote by X"(t) := ﬁ > yen, X"(t,y) (and assume
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that this term is spatially constant), and let ¢™ : Q@ — R be the solution of the system of
ordinary differential equations
0" =V -V (V™) + V2n~1 (X" —X") in @,
@"(s,-) =0 inApr, (3.7)
d"(t,+) € QL per fort eI

We note that, sending n to infinity, the functions ¢” converges to the solution of the
stochastic differential equation (3.3), and thus

¢"(0) — #(0) P — almost-surely; (3.8)

and we then establish that there exists a constant C(d, c4,c_) < oo such that, for any
n e N,

6"(0)] < Oz (C(1+ (0g L)} 1gamsy) ) (3.9)

A combination of (3.8) and (3.9) with the definition of the O-notation and Fatou’s Lemma
completes the proof of Proposition 3.3.

We next prove the stochastic integrability estimate (3.9). We first note that, for each
n € IN, the function ¢” depends only on the values of the increments

{X'(y) : Le{|ns_],...,0},y e AL}.

Using that the increments of the Brownian motions are independent Gaussian random
variables and the observation E[¢"(0)] = 0 (which follows from the same argument as
in (3.6)), we see that Proposition 3.3 is a consequence of Proposition 2.9 if we can prove
that, for a large constant C depending only on d, ¢, c_, the mapping

¢"(0)
C(1+ (log L)%l{d:2})

is 1-Lipschitz (in the sense of Proposition 2.9). To this end, let us fix | € Z and y € Z7,
and note that the derivative w := 9¢" /0X]'(y) solves the linear parabolic equation

F:{X['(y) : Ll €{|ns],...,0},y € AL} —

8tw(t,x) -V an(t, I) \/71{156[%, ]} (l{x yy — |A1L|> in @,

w(s,) =0 inAp, (3.10)

w(t, ) € Qa, per fort eI,

with the environment a(t,e) = V" (V¢}(t,e)). Applying Duhamel’s principle (Proposi-
tion 2.8), we obtain the following identity

(I4+1)/n
w(0) = v2n/ P, (t,x;8,y) ds, (3.11)
l/n
where P, is the heat-kernel defined in (2.18) with respect to the environment a. Using
the Nash-Aronson estimate stated in Proposition 2.5 and recalling the definition of the
map Pc 7, stated in (2.19), we obtain
. U+D/n C
|w(0)| S Cn2 @C;L (_ ) d8+ 1{l<L2} (312)
l/n

Summing the inequality (3.12) over the integers | € nI NZ? and over the vertices y € Ay,
we deduce that

097 (0) (1+1)/n 2 .
5 —d+2
2 (8X” y) > Cn (/ Por (—5,y) ds) + CL™%2,

lenINZ lenInZ l/n
yeEAL yeEAL
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There remains to estimate the term in the right-hand side. By the Cauchy-Schwarz
inequality, we have

(1+1)/n 2 , C
Z Cn / Qe (—s,y) ds| < C’/‘I)QL (=s,y)" ds < —57—-
lenInZ ln 1 lyl¥

where we recall the notation |-| | :=max (|-[,1). Summing over the vertices y € Az, we

see that o
yEAL |y|+

A combination of the three previous displays shows that

1 n 2
lenInNZ

C(1+ (log L)1{4=2}) OX['(y)
yEAL
Applying Proposition 2.9 completes the proof of (3.4).

The proof of (3.5) follows a similar outline: using the identity 6§¢’£ JOX](y) = Vuw
(where w is the solution of the parabolic equation (3.10)), we may use the same argument.
The only difference is that we use the estimate (2.21) on the gradient of the heat kernel
instead of (2.20) to remove the logarithm in two dimensions. O

3.3 Decay of the spatial average of the flux

In this section, we obtain optimal estimates on the fluctuations of the space-time
averaged value of the gradient of the corrector and its flux. The proof follows a similar
outline to the proof of Proposition 3.3 (and is based on a discretization of the Brownian
motions and the Gaussian concentration inequality). However, it is technically more
involved due to the nature of the observable considered. In particular, it makes use of the
Caccioppoli inequality, the De Giorgi-Nash-Moser regularity, the Nash-Aronson estimate
and a decomposition over the scales. We recall the definition (2.5) for the average value
of a vector field over a parabolic cylinder (in particular, we recall that this quantity is
valued in R%). As in the previous section, we fix a parabolic cylinder Q := I x A and a
time-dependent slope ¢ : I — R<.

Proposition 3.4 (Decay of the space-times averages of the gradient of the corrector and
the flux). There exists a constant C := C(d,cy,c_) < oo, such that, for any integer ¢ € IN
and any vertex z € @) satisfying z + Q, C Q,

(V' (a+ V(s 5a).0q, — E [(V’ (@ + Vool q)))sz < 0(Cr%) (3.13)

and )
‘(Vfbcz(w;q))zwl‘ < 0y(C02). (3.14)

Proof. As in the proof of Proposition 3.3, and to ease the notation in the argument, we
assume that the cylinder Q is of the form Q := I x Ay with I := (s_,0) and s_ < —L?,
that ¢ = 0 and z = 0. We recall the definitions of the discretized Brownian motions B"
and the dynamic ¢™. We will prove the estimate: for any n € NN,

(V! (V6™)g, — E[(V!(V9"),]| < 02(C7 ).

By the Gaussian concentration inequality (Proposition 2.9), it is sufficient to prove the

upper bound
!/ n 2
Z (W) <o, (3.15)
lenInZ, 0X7 (y)
yeEAL
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We fix [, y and recall the notation for the map w := 9¢7 /90X (y), the environment a and
the heat kernel P, introduced in the proof of Proposition 3.3. We first claim that the
following identity holds

(V' (V")g, (1+1)/n
0X7'(y) \/%/

(@aVPa(18,9))g, ds. (3.16)

l/n

Recalling the definition of the average value of a vector field over a parabolic cylinder
stated in (2.5), we have, for any integer i € {1,...,d},

(V'(Ve™)) Qi i= Z /[2 V/(Vo™(t, (x,x + ¢e;))) dt.

LISV

|Qz\
Differentiating both sides of the identity by X"(y), we obtain

OV (V")) g, V' (Vo (t, (z,x +e))) ., (OV'(Ve")
OX['(y) IQe\ 2 /p dX['(y) dt_( OX['(y) >QH'

AV

Since the previous identity is valid for any i € {1,...,d}, we obtain

o(V'(Vé"))g, _ (GV’(W"))
X7 (y) oOX'y) /g,

We next note that, for any time ¢ € I and any edge e¢ € E(A 1), the chain rule implies

V' (Ve¢"(t,e))

X" (y) =V"(V¢"(t,e))Vuw(t,e).

Using the definition of the coefficient a (below (3.10)) and the identity (3.11) for the
function w, we may rewrite the previous display as follows

’ n (I4+1)/n
W = a(t,e)\/%/ VP, (t,e;s,y) ds

l/n

@+1)/n
=V 2”/ a(t,e)VPa (t,e;s,y) ds.

l/n

Combining the previous identities, we see that

0(V'(Ve")q, _ (GV’(VW))
OX['(y) OX"y) /o,

(I+1)/n
= v2n/ a(t,e)VP(te;s,y) ds
l/n

(4+1)/n
=V 2”/ (a(tae)vpa (tae;svy))Qg dSv

l/n

Qe

where, in the last identity, we commuted the integral over the parameter s with the
integral over ¢t and the sum over the edges e. This is exactly (3.16).

From (3.16), we deduce that
8(V’(V¢>”)) (+1)/n
|Qf < Cn? IV Pa (5.5, 9) 11 (0, s (3.17)
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We next estimate the term in the right-hand side. To this end, we denote by « the
exponent of the De Giorgi-Nash-Moser regularity (Proposition 2.4), and, for C' < oo,
introduce the map U¢ 1, : Q — [0,00) defined by the formula

(<€1> /\1) w if s ¢ 145,
S2

cp—a-t exp (—2;) if s € Iyy.

Ve rn(s,y) = (3.18)

We will prove the following upper bound: there exists a constant C := C(d,cy,c_) < o0
such that, for any (s,y) € Q,

IV Pa (55,9 100y < Pen(s.9)- (3.19)

To prove the inequality (3.19), the strategy is to apply the Caccioppoli inequality com-
bined with the De Giorgi-Nash-Moser regularity and the Nash-Aronson estimate. The
implementation of the argument faces the following technicality (see Case 2 below): to
apply the Caccioppoli inequality in the parabolic cylinder );, we need the heat kernel
P, to be a solution of the parabolic equation (2.16) in the cylinder )5, which is not the
case if the point s belongs to the interval I5,. To overcome this issue, we distinguish two
cases: whether the point s belongs to the interval 14, or not (we use the multiplicative
factor 4 instead of 2 for technical convenience). In the first case, the argument is rather
straightforward, in the second case, we construct a sequence of scales, denoted by
lo, ..., Lk and defined in (3.23), and define a covering of the parabolic cylinder @), by a
collection of smaller parabolic cylinders, denoted in the argument below by (see (3.24))

P={24+Q : k€ {0,...,K}, z € Z}, (3.20)
and satisfying the following property:
VQeP, Q=IxA = s¢2I (3.21)

We are then able to apply the Caccioppoli inequality and the Nash-Aronson estimate on
each cylinders of the partition P to prove the result.

Case 1: s ¢ I. In this setting, we apply the Cauchy-Schwarz inequality, then the
Caccioppoli inequality and then the De Giorgi-Nash-Moser regularity estimate. We obtain

IVEa (58,9 1 (g < IVPa (58, 9)l 20

C
< 7 [Pa(38,y) — (Pa (s, y))szHy(QQZ)

Q

< 7 Pa (58,90 qu)

< (rhz) |
0 \s3AL

Applying the Nash-Aronson estimate, we deduce that

Pa(:58,y) = (Pa(58,9)q

s/2AL

2(Qyamn)

C l “
9P sllian < 5 (g ) IPent =5 =0l agq_ -

Using the assumption s ¢ Iy, together with an explicit computation based on the
formula (2.19) for the map ®¢ 1, we obtain the upper bound

[Pc.L (=5, =)z, < PorLlsy),
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where we increased the value of the constant C in the right-hand side. A combination of
the two previous displays yields

C !/ &
VP G0 < (AL) Be.1(5,) (3.22)

Finally, if s > L2 then the definition of the map ®c; and the inequality
L=*exp(—s/(CL?)) < C's~*/? exp(—s/(C'L?)), valid for some C’ > C, imply

1 1
TaPer(sy) < 5 %crls y),
where we have increased the value of the constant C' in the right-hand side. Combining
the two previous inequalities implies (3.19).

Case 2: s € I4y. We first partition the time interval I, by constructing an increasing
sequence of times (¢;)r>0 defined as follows

t —
to:=max{—(? s} and tpq:=ty + % V1.
We let K € IN be the smallest integer such that ¢tx > 0, and define, for each k£ €
{0,..., K —1},
b = /tes1 — ti (3.23)
and the set

Zy = {(trp1,7) : T € LZI N A} (3.24)

For later use, we note that the scales ¢, grow exponentially in k. Consequently, there
exists a numerical constant C' < oo such that

K
> <.
k=0

By construction, the set P defined in (3.20) is a covering of the cylinder ), satisfy-
ing (3.21). We thus have

|VPa (s y)”Ll(QZ) = |Q | Z Z |\VPa(s y)HLl(er@ )- (3.25)

k=1ze€Z

We next estimate the terms in the right-hand side by first applying the Cauchy-Schwarz

inequality, then the Caccioppoli inequality, and then the Nash-Aronson estimate. We
obtain, for any k € {0,..., K} and any z € Zj,

vaa (, S, y)HLl(Z“FQZk) S |ka ‘ vaa (7 S, y)||L2(Z+Q£k) (326)

C |Q@k

) 7y (Pa (a Say))z+Q2£k L2(2+Q25 )
e k

|Q€k |

1Pc.r (=5 =9l 2 (240, ) -

Using the property (3.21) of the cylinders of the set P and an explicit computation
based on the formula for the map ®¢ 1, we deduce that, for any k € {0,..., K} and any

z = (tkt1,7) € Zp,

®c,r (- — s, — y)HL2(Z+Q2£k) <Oy (tht1 — s, —Y), (3.27)
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where we have increased the value of the constant C' in the right-hand side. Summing
over the points = € £,Z% N Ay, we deduce that

Z Do g (b1 — s, 2 —y) < Z Do g (tht1 — S, 2 — ) (3.28)
€l ZANA, €l ZANA,
<Ct > Por (ter — s, 7 —y)
TEZINA,

< Cﬂk exp ( gé)

Using that |Qg, | = (2(20 + 1)? and combining the inequalities (3.26), (3.27) and (3.28),
we obtain

Iyl
Z IV P, ( sy||L1(Z+Qe )<C’€kexp< 7

ZEZ)

Summing over the scales k € {0,..., K} and using the inequality (3.25), we deduce that

K
Z Z IVPa(;s,y ||L1(Z+Qtz ) < Cexp <|Cy'l[> ka < Clexp <|Cy’€) .

k=1z€Z

Dividing both sides of the previous display by the volume factor |Q,| and using (3.25),
we obtain

c ly|
IVEa G5 9)lli(qn < gzt p< CE) (3.29)

In the setting where the point s belongs to the time interval I4,, the inequality (3.29)
implies (3.19). Combining (3.22) and (3.29) completes the proof of (3.19).

We now complete the proof of Proposition 3.4 using the inequality (3.19). Combin-
ing (3.17) and (3.19) with the Cauchy-Schwarz inequality, we see that

> (%) <C/Z\Pcu8y ds.

lenINZ yEAL
yeEAL

The term in the right-hand side can then be explicitly computed and we have, for any

sel,
E d+2a 1
Z eer( 5,9)° <C(<52) A1>5d+2

yEAL

Integrating over the time interval I, we obtain

d+o 1
/Z\I/c“sy ds<C’/(< 21)) >€d+2dS<C€d

Combining the three previous displays completes the proof of the inequality (3.15), and
thus the proof of Proposition 3.4. The proof of the inequality (3.14) follows from a
notational modification of (3.13), and we thus omit the details. O

3.3.1 Spatial average of the flux corrector with a cutoff function

In this section, we state and prove a slightly more general version of Proposition 3.4
which will be useful in order to obtain the rate of convergence in the proof of Theorem 1.1.
To state the exact result, we consider a parabolic cylinder @ of the form @ := I x A
where the interval [ is of the form I = (s_,0) with s < —L2 We denote by ¢ the
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Langevin dynamic defined in Definition 3.1 in the cylinder @) with slope ¢ = 0, and fix a
function x : A — R satisfying

0<x<1s, and [[Vx|pe(n,) <CL7" (3.30)

We then consider the map, defined on the set I x Ay,

Vx-VI(Ve): (ta) = D Vx(e)V' (Volte)).
ecE(D%)
e=(z,y’)
The purpose of the following proposition is to study the fluctuations of the average value
of the map Vx - V'(V¢) over parabolic cylinders of different sizes. Two cases will be of
interest for us:

» Parabolic cylinders of small sizes: typically cylinders of the form @, with ¢ < L,
in that case the result is essentially a consequence of Proposition 3.4 and the
properties of the map x (the pointwise bound on its gradient);

» Parabolic cylinders of large sizes: typically cylinders of the form @), with ¢ > L, in
that case the result is obtained by making use of the definition of the flux combined
with an integration by parts. We emphasize that this case cannot be deduced
Proposition 3.4 and contains additional information on the behavior of the flux
of the corrector, which is then crucial in order to obtain the optimized rate of
convergence in Theorem 1.1.

The strategy of the proof follows the one of Proposition 3.3 and Proposition 3.4:
we discretize the Brownian motions and compute the derivative of the dynamic with
respect to the discrete increments X' (y). As it will be useful to us to preserve some
information, we state the result in terms of an upper bound of the derivative of the
observable (Vx - V' (V¢")),, with respect to the increment X}!(y). Remark 3.6 below
states the concentration estimate which would be obtained by combining the result of
Proposition 3.5 with the Gaussian concentration inequality. We recall the notation for
the map ¥¢ ¢ 1, defined in (3.18), and that the dynamic is defined on a parabolic cylinder
of the form @ = I x Ay = [s_,0] x Az with slope ¢ = 0.

Proposition 3.5. There exists a constant C := C(d, ¢4, c_) < oo, such that:

e On small cylinders: For any { < L, anyn € WN, any ! € {|ns_|,...,0} and any
yeAL
I(Vx-V'(Vo")o, :
<Cn:L7 W 1Y) .31
‘ X7 (y) <Cn cen(l/n,y) (3.31)
 On large cylinders: for any ¢ € [L,/|s_|], anyn € N, any ! € {|ns_|,...,0} and
anyy € Ay,
I(Vx-V'(Vo"))g, Ly (I/n)
< Cn~ 302 _ . 32
’ IX7 () <Cn 2/ exp( C’(z) (3.32)

Remark 3.6. As mentioned above, the reason we state the result at this level of precision
is that it is used to obtain a sharper rate of convergence in Theorem 1.1. The proof
follows the same strategy as the one of Proposition 3.3 and Proposition 3.4, and the
argument is in fact straightforward once Proposition 3.4 has been established.

Remark 3.7. The proof is written for the corrector defined on a specific class of parabolic
cylinders and with a slope constant equal to 0 for notational convenience. The same
argument would apply to correctors defined on a general parabolic cylinder and with
a general time-dependent slope ¢ : I — R. The only constraint in the extension is the
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following: if we denote by Q = I x A the domain ~of the corrector, and by @ =1 x A the
large cylinder in (3.32), then one must have A C A (so that one can integrate by parts in
the argument).

Remark 3.8. Combining the result of Proposition 3.5 with the Gaussian concentration
inequality, one obtains the fluctuation estimates:

¢ On small cylinders (¢ < L):

(Vx -V (V")) — E[(VX - V/(V6")o,]| < 02 (CL7'2) 5

* On large cylinders (¢ > L): we first remark that since the map yx is supported
in the box Ap, we have (Vx)Q = 0. Since, by definition, the field ¢™ is spatially
stationnary (thus its expectation does not depend on the spatial variable), and since
the map x is deterministic, we have the identity

E|(VX-V/ (V6")g,| = (VX-E[V/ (6")])g, = 0.
The Gaussian concentration inequality gives in this case

‘(vx v (w)”))Q[‘ <0, (Cﬁ‘d/2+1> .

Proof. We first treat the case ¢ < L (small cylinders). Using the same arguments as in
the proof of Proposition 3.4, we obtain the identity

d(Vx-V'(Vé)g,
X[ (y)

N|=

=N

(1+1)/n
/l (Vx-aVPa(;s,9))g, ds. (3.33)

n
To prove the inequality (3.31), we use the properties of the map y and obtain

I(Vx-V'(Vo"))g,
0X['(y)

P (I+1)/n
< CnilL /l IV Pa (55,90 ds-

n

The rest of the argument is identical to the proof of Proposition 3.4.

We next treat the case ¢ > L (large cylinders). In this setting, the identity (3.33) is
still valid. Using that ¢ > L and that the map y is supported in Ay, we may perform a
discrete integration by parts and write

(Vx -aVP(; s,y))Q,Z = —(xV-aVP,(; 579))@5 :
Using that the heat kernel P, solves the parabolic equation 0;P, = V - aV P,, we have
(Vx -aVPa(; Svy))Q/z = (X0t Pa(; Svy))Q[
=2 [(xPa(O, 15.9)4, — (XPal(=0) V 5";S’y))AJ :
Using the Nash-Aronson estimate on the heat kernel P,, we deduce that

’3 (Vx -V (Ve™))g,
X7 (y)

(I4+1)/n
< Cn%£7d72/l HPa ((762) Vs, .;S’y)HLl(AL) =+ ||Pa (Oa ';Say)HLl(AL) dS,

n

< Cn~ 2 exp < (l/”)> .

NelZ

This completes the proof of the proposition. O
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3.4 Expectation of the average of the flux of the corrector and the surface
tension

In this section, we study quantitatively the expectation of the spatial average of the
flux of the corrector and relate it to the surface tension. Specifically, in Section 3.4.1, we
introduce a finite-volume version of the surface tension (following [46]), and establish its
convergence quantitatively with an optimal rate to the (infinite-volume) surface tension
of the model. In Section 3.4.2, we estimate the difference between the expectation of
the spatial average of the flux of the first-order corrector and the finite-volume surface
tension.

3.4.1 The surface tension

In this section, we introduce and study the finite-volume surface tension associated with
the model. In (3.34), we recall the notation Q3 ., for the set of periodic real-valued
functions ¢ : A, — R satisfying > ., ¢(z) =0.

Definition 3.9 (Finite-volume Gibbs measure and surface tension). For each integer
L € NN, and each slope p € R?, we define the Gibbs measure u,, , on the space of
functions Q3 according to the formula

Ay ,per
1
or(p) :=— A llog/ exp( Z Vip-e+ V(e > H do(x (3.34)
L AL per e€E(AL) TEAL
We additionally define the finite-volume Gibbs measure over the space of functions 3 ,
1
LAy p :=Zexp<— > Vip-et+ V(e ) I1 deta (3.35)
Ar.p ecE(AL) zEAL

where Z,, , is the normalizing constant.

In the rest of this section, we let ¢, , : A, — R be a random variable distributed ac-
cording to ua, , independent of the Brownian motions. We record below three properties
of the finite-volume surface tension and the Gibbs measure pa, p:

» By the Brascamp-Lieb inequality [23, 24, 43], for every = € Ay,
1
|, ,p(x)| < O2(C(1 + (log L)2114-9})).

* The Langevin dynamic is ergodic and stationary with respect to us , ,. Consequently,
if we consider the system of stochastic differential equations

deL,PEF(tv z;p) =V - V/(p + vaL,per('a ~;p))(t, x)dt + \/idBt(x) inQr,
ﬁ’Quper(_Lza 5P) = YA p inAp,
wQL,pcr(ta ';p) S QAL.,pcr fort e IL,

and define, for any time ¢ € I,

¢QL,per(t7$;p) ¢QL per(t ‘Tvp |A | Z wQL per t I,p)

TEAL

then, for any time ¢ € I, the random variable ¢q pe (¢, ;p) is distributed according
to ua, p. Consequently, one has the estimate, for any z € Ag,

61 per(t, 73 9)| < O2(C(1 + (log L) 2 14—y)). (3.36)
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» Using an explicit computation, one has the identity

DpUL(p) =E [(V’(p + V¢AL,per(', '?p)))AL} . (3.37)

Consequently, using the stationarity of the dynamic in both the space and time
variables, we have the identity, forany ¢ < L,

DpUL(p) = E[(V/(p + V(bQL;IL)EI‘(.? ';p)))Q,_;] .

The main result of this section provides a quantitative rate of convergence for the
gradient D,o;, of the finite-volume surface tension.

Proposition 3.10 (Quantitative convergence of the finite-volume surface tension). For
each p € R?, the sequence o, (p) converges as L tends to infinity to the surface tension
a(p). Additionally, there exists a constant C' < co depending on the parameters d,cy,c_
and p such that, for any L € NN,

_ — 1
|Dyor(p) — Dpir(p)| < OL™ (1 + (log L) #1(4_sy).
Proof. We first note that, it is sufficient to prove the following inequality: for every L € NN,
Do (p) — Dpoar(p)] < CL™Y(1 4 (log L)3 14—y (3.38)

Proposition 3.10 can indeed be deduced from (3.38) by a summation over dyadic scales.
The inequality (3.38) can be proved by noting that the map w = ¢a, per(:; D) — PAsy per(-; D)
solves a linear parabolic equation with uniformly elliptic coefficient. By the Caccioppoli
inequality and the estimate (3.36), we have

C C
E[vaHy(QL/Q)} < ZIE [||¢QL,per('a 'QP)HLZ(QL)] + EE {“¢Q2L7per('v ';p)||£2(QL):|

< OL7H(1+ (log L) 3 1(4—sy).

Using the identity (3.37), together with the assumption that V' is Lipschitz, we deduce
that

|Dpor(p) — Dypoar(p)] (3.39)

E[(V/(p + V¢L,per('7 ';p)))QL/2] - E[(V/(p + v¢2L,per('; .;p)))QL/2j|
S E[HVUJH£2

(QL/Z)}'

A combination of the two previous displays completes the proof of the Proposition 3.10.
O

3.4.2 Expectation of the average of the flux corrector

In this section, we estimate the difference between the expectation of the spatial average
of the corrector and the gradient of the surface tension. In the following statement, we let
Q=1 x A and Q, = I; x A be two parabolic cylinders such that 2I; C I. We additionally
denote by L the sidelength of A and assume that |I;| = L2. Given a (time-dependent)
slope ¢ : I — R? and a (constant) slope p € R?, we set

2 1 / 2
p—q = q(t) — p|=dt.
Ip = aliiser) = g ., 10 =l

Proposition 3.11. There exists a constant C := C(d,c4,c-) < oo such that for any
constant slope p € R¢, and any time-dependent slope q : I — R?,

B [(V'(a+ Vool 5a))q,] ~ Deo®)| < Cllp = dllgrary) + CL™ (14 (108 L) 1(amy).
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Proof. Using the translation-invariance of the system, we assume without loss of gener-
ality that A = A, (i.e., the box A is centered at 0) and that ; = ). By Proposition 3.10,
it is sufficient to prove the estimate

[E[(V'(a+ Voa(30))g, ] = Dpoee()| < Cllp = dllge(ar,) + CL™ (1+ (0g L) 11amsy).

Using that the field ¢ is spatially stationary, it is equivalent to prove

[E[(V'(a+ Vool 30, n, | — Droar®)]
<Clp—dllg2r,) + CL™'(1+ (log L)%l{d:2})-

The proof follows the same outline as the proof of Proposition 3.10: we use that the
map w = ¢q(+;q) — #Q,, per(-; ) Solves a linear parabolic equation with uniformly elliptic
coefficient of the form

Ow—V-a(lp—q+Vw)=0in 21y x Ap.

Applying the Caccioppoli inequality together with the estimates (3.4) and (3.36), we
obtain

E [vang(hmwz) <Clp—dllp2@r,) + CL™'(1+ (log L)? 1(4—33).

We complete the argument using that the map V’ is Lipschitz as in the computation (3.39).
O

3.5 Regularity of the corrector with respect to the slope

In this section, we prove an upper bound on the L?-norm of the difference of two
correctors defined on different parabolic cylinders (with large intersection) and with
different (time-dependent) slopes. The result will be useful in order to establish Theo-
rem 1.1; its proof is elementary and relies on an application of the Caccioppoli inequality.
To state the result, we fix two two parabolic cylinders @, := I; x A; and Q5 := I3 X Ay,
denote the sidelengths of A; and A; by L; and L, respectively. We additionally fix two
time-dependent slopes ¢; : I; — R% and ¢» : I — R?.

Proposition 3.12. There exists a constant C' := C(d, ¢4, c_) < oo such that the following
holds. If there exists an integer L ¢ IN and a point z = (t,z) € (0,00) x Z¢ such that
Li,Ly, <4L and z + Q21 € Q1 N Qo, then

||V¢Q1('7 " (]1) - V¢Q2('a E q2)||L2(Z+QL)
< Clla = @l 2oy + OL 7 (11600 s ) gy + 1602 (3 2y ). (B:40)

Proof. As in the proof of Proposition 3.11, we note that the difference w := ¢¢, (-;¢1) —
0@, (-; g2) solves a linear parabolic equation of the form

Ow+V-a(p—qg+Vw)=0 in (z+ Q2r). (3.41)

The bound (3.40) then follows from the Caccioppoli inequality. O

4 The quantitative hydrodynamic limit

This section is devoted to the proof of Theorem 1.1 based on the results established
in Section 3. As mentioned in Section 1.5.2, the proof relies on a two-scale expansion
and, in order to be implemented, requires a few preliminary results and notation listed
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below. In Section 4.1.1, we collect, without proof, some standard regularity estimates on
the solutions of the homogenized equation (i.e., the equation (1.9)). In Section 4.1.2, we
introduce and study an approximation scheme for the homogenized equation which is
used to pass from the discrete setting (where the Langevin dynamics are defined) to the
continuous one (where the homogenized equation is defined). Such an approximation
scheme has already been used qualitatively in the proof of the hydrodynamic limit
in [46]; the main input of this section is to obtain a quantitative version of their result
(see Proposition 4.2) with a sufficiently good rate (i.e., of the form s%) to match the
error term in Theorem 1.1. Section 4.2 is devoted to the construction of the two-scale
expansion. As mentioned in Section 1.5.2, this construction requires to introduce a
mesoscopic scale of size £2 with respect to the spatial variable. In Section 4.3, we
define a first error term which appears when we implement the two-scale expansion
and estimate it using the results of Section 3 and the regularity estimates of Section 4.3.
In Section 4.4, we introduce and estimate a second error term: the one arising from
the flux of the corrector in the two-scale expansion. Its estimation is a key point of the
analysis: in order to obtain the rate of convergence stated in Theorem 1.1, one needs
to obtain precise estimates on its ﬂ;alr(QE)-norm (see Proposition 4.4) which requires a
precise analysis. Finally, Section 4.5 implements the two-scale expansion and proves
Theorem 1.1, following mostly standard techniques and making use of the estimates
established in the previous sections.

4.1 Preliminary results

4.1.1 Regularity estimates for the solution of the limiting equation

In this section, we record the regularity properties for solutions of the homogenized
equation used in the proof of Theorem 1.1. These estimates are classical and we refer
to [50, Section 8.4] for a proof in the elliptic setting, and to [64, Chapter 6] in the
parabolic setting. Briefly, the bounds (4.1) and (4.2) are obtained by differentiating the
nonlinear homogenized equation in space and in time, respectively, and applying the
usual global energy estimates. We recall the notation I := (—1,0) used in this section.

Proposition 4.1 (Regularity for solutions of the homogenized equation). Let D C R be
a bounded and C'' domain. Then, the solution @ of the parabolic equation (1.9) over
the set Q) = I x D satisfies:

 The H?-regularity estimate: there exists a constant C(d, c,,c_) < co such that

Nl 21 m2(pyy < CULf g2y +1)- (4.1)
 The time regularity estimate: there exists a constant C'(d, c4,c_) < oo such that
10etll 21,1 (pyy < CULF a2y +1)- (4.2)

4.1.2 An approximation scheme for nonlinear parabolic equation and regular-
ity estimates

In this section, we construct and study an approximation scheme for nonlinear parabolic
equations. We recall the notation introduced in Section 2.2. For each point x € D® and
each ¢ € (0, 1), we recall the definition of the (vector-valued) discrete gradient

—

Veu(t,z) == (Viu(t,z),...,Vu(t,z)) € R (4.3)

Fori € {1,...,d}, we denote by V" u(t,z) = e~ (u(t,z — e;) — u(t, r)) the adjoint of the
discrete derivative V5. We then denote by

Verult,z) = (Vi u(t,z), ..., V5 u(t, z)) € R%
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We next define the discrete elliptic operator

Ve - D,a(Veu)(t,z) = e} Z ( L, (Veu(t, z)) + Dpﬁ(ﬁe’*u(t,x))) -e;. (4.4)

The operator (4.4) is defined so as to satisfy the following identity: for any pair of
functions u, v : ¢Z% — R with finite support

= Y Ve D (Vu)(@u(z) = Y Dpa(Vou(a)) - Vou(a). (4.5)

r€eZ? z€eZd

Let us recall the notation ﬁ(t, x) = (2e)¢ f[% e f(t,x 4+ y)dy and let @° : Q° — R be the
solution of the discrete parabolic equation
8, —V° - D,a(Veu) =0  in Q°,
= ﬁ on Jpar Q.
The following proposition quantifies the difference of the L?-norm between the solution
u of the continuous parabolic equation (1.9) and the solution %° of the discretized

equation (4.6). In order to state the result, we extend the map «° and its gradient from
the discrete setting to the continuous one into piecewise constant functions by setting

ﬂs(t,x) = Z ﬂg(t,y)l{y6m+[_s7€]d} and VE € t iL’ Z VE t Y 1{y€r+[ €]}

yEeZ4 yeeZd

(4.6)

The L?-norms in Proposition 4.2 then denotes the continuous one on the space Q = I x D.

Proposition 4.2. There exists a constant C := C(d) < oo such that, for any ¢ > 0,
_ _ . _ 1
12 = all 2 () + IVFE® = VallL2q) < Ce2 [ fllg2(q)

The proof of this proposition can be found in Appendix A. It implies that, in order
to prove Theorem 1.1, it is sufficient to establish it on the discrete space Q¢ with the
function %° instead of u. All the analysis of this section will, from now on, be carried out
in the discrete setting (either the lattice ¢Z? or Z%).

4.2 Construction of the two-scale expansion

This section is devoted to the construction of the two-scale expansion and introduces
the mesoscopic scale.
4.2.1 Mesoscopic scale and partition of unity

Fix a parameter ¢ > 0 and define the mesoscopic scale
K = % (1+ |1H5|2 1{d 2})

We recall the definitions of the box A% and the parabolic cylinder )¢ introduced in
Section 2.2. We next partition the set D¢ (resp. the cylinder ¢) into boxes of the form
y + AZ (resp. cylinders of the form z + Q). To this end, we introduce the sets

V. =kZ*N D and 2, := (K’IN, x kZ*) N Q.

Given a point z = (t,y) € Z,., we will abuse notation and denote by z/c := (t/e?,y/¢) the
point rescaled diffusively. We say that two points y,y’ € ), are neighbors if |y — ¢'| < &,
and that two points z = (t,y) € 2, and 2’ = (t',2') € Z, are neighbors if |t — /| < k?

EJP 29 (2024), paper 9. https://www.imstat.org/ejp
Page 43/93


https://doi.org/10.1214/23-EJP1072
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Quantitative hydrodynamic limit

and |y — ¢'| < k. We note that, with this notation, we have y ~ y and z ~ z. For any
fixed point y € )., we will use the notation ) Y~y O refer to sum over the points ¢y’ € Y,
satisfying 3/ ~ vy.

We next consider a smooth partition of unity (x,)ycy. : D° — R satisfying the
following properties:

0<xy <lgysag} D, Xy=1 inD7, (4.7)
YEVr
and
KJ”VEXyHLoo(De) + H2||VE’2Xy||Loc(D5) < C. (4:.8)

4.2.2 Average value of the gradient of the homogenized solution

Let @© be the solution of the equation (4.6). Given a point z = (¢,y) € Z,,, we denote by
¢, the average value of the gradient Vu® over the parabolic cylinder z + ()5,,, i.e.,

= (V). g5,

For each y € )., we denote by §, : I — R the time-dependent slope defined by the
formula

&y(t) = Z &1 {(ty)ez+Qs, ) (4.9)

ZEZo,

We note that, with this notation, we have

1 .
1Vl Zy 1€yl p2((~1,0)) < CNVE | L2(gey -
YEYVr

4.2.3 Definition of the first-order corrector
Let us set L := |k/¢], and, for y € ), denote by
Qy = 6721 X (’g/é‘ + AQL).

We define the first-order corrector ¢° according to the formula

c t x
¢ (ta)=c Y xy()og, <52 E;51,(15)) : (4.10)
YEVk
and the two-scale expansion by
w® = u + ¢°. (4.11)

For later use, we introduce the notation, for y € Y,

t x

wlt.o) = & (0) -0+ <dq, (5. Zi6,0)).

Remark 4.3. As mentioned in Remark 3.2, the mesoscopic scale is only defined with
respect to the spatial variable as the variations of the slope of the homogenized solution
with respect to the time variable are encoded directly in the corrector (the function ¢,
defined in (4.9) depends on the time variable); this simplifies the implementation of the
two-scale expansion in Section 4.5 and improves the rate of convergence.
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4.3 Error terms and preliminary estimates

In this section, we introduce a collection of error terms (FE.).cz, which appear
frequently in the proof of Theorem 1.1. Formally, we define, for any z = (¢,y) € Z,,

o €
20 3] LU IS SIS of IO

2~z

. (4.12)
L*(z/e+Qr)

The error terms (E,).cz, are small in the following sense: using Proposition 4.2, the
regularity estimate (4.1), Proposition 3.3 and the Poincaré inequality, we have

1 -
Iz Y B2 <OV — V|7 g + OR(IV2l[72(q) + Cr0: Va2 (o) (4.13)
r 2€EZ,

S 3 oo

< O (Ce(1+[loge[Lig=sy)) -

2
L?(Qy)

We complete this section by stating an inequality involving the error terms (E.).cz,
which will be used in the proof of Theorem 1.1 below: for any z = (t,y) € Z,,

H > xyVeuy | = Ve, < CE.. (4.14)
Y~y

L2(24Q%)

The upper bound (4.14) is obtained by using the properties of the partition of unity
(Xz)zez, listed in (4.7) and Proposition 3.12.

4.4 Estimating the weak norm of the flux of the corrector

In this section, we estimate the H Ijalr(Qf)-norm of the error term involving the flux
of the corrector which appears in (4.39) when implementing the two-scale expansion.
Obtaining a sharp estimate on this norm is crucial to optimize the rate of convergence in
Theorem 1.1, and we dedicate the next proposition to its study.

While the nature of the observable, and consequently the argument, are technical,
the strategy of the proof is straightforward: using the multiscale Poincaré inequality
(Proposition 2.10), we first reduce the study of the H;alr(Qg)-norm of the error term to
the study of its averages over parabolic cylinders of various sizes. We then estimate
these spatial averages using the same techniques as in Proposition 3.3, Proposition 3.4
and Proposition 3.5: we discretize the increments of the Brownian motions, compute the
derivative of the observable with respect to the discrete increments using Proposition 3.5
and apply the Gaussian concentration inequality.

Proposition 4.4. There exists a constant C := C(d, c,,c_) < oo such that

3 Vexy - (V! (Vo0,) — Dy (£,)) <05 (Ceb (14 [logel 1qasy) ) . (415)
YD Hl(Q)

Proof. To ease the presentation of the argument and, in particular, the application of the
multiscale Poincaré inequality (Proposition 2.10), we make two additional assumptions
in the proof: the set D is included in the box [—1,1]? and there exists an even integer
m € IN such that ¢ = 3=™, and consequently  := 3~"/2(1 + mél{dZQ}) and L := k/e =
3m/2(1 + mél{dﬂ}).
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We split the proof of the inequality (4.15) into two inequalities:

S Vo (BIV (V0] — Dy (€,) <37 ¥ (14milmy), 416
YEVr ﬁ;mlr(QE)

and
ST Vo (V! (Vo) — B[V (V50,)) <0 (€37 % (14 m¥ljumsy))
YEYx HL(Q7)

4.17)
The inequality (4.15) is then a consequence of (4.16), (4.17) and the triangle inequality.

Step 1. Proof of the inequality (4.16). We note that the maps E [V’ (V®v,)] and
D,é (&) depend only on the time variable (and not on the spatial variable due to the
spatial stationarity of the first-order corrector). Combining this observation with the

definition of the H ljalr(QE)-norm and a discrete integration by parts, we obtain

7 Ve BV (Vo] — D5 (&)

YEYVr ﬂ;alr(Qe)

<11 D Xy B[V (Vou,)] = Dya (&)

YEVk L2(Q9)
To estimate the term in the right-hand side, we fix a point y € )),;, a point z = (¢,y) € Z.,
and denote by 2’ = (t — 4k?,y) € Z,.. We then apply Proposition 3.11 with the parabolic
cylinder Q' := z/¢ + @21, and obtain

. _ C(1+ logLlg4—
B[V (Vov,)] = Dp& () 2as 0z ) < Ol — &+ ( T 2),

Using that the map yx, is bounded by 1 and supported in the set y + A5, , we obtain

2

> BV (Vou,)] = Dy5 (&)
e 12(Q?)
C . ) )
< [EA] Z |E [V’ (V)] — Dyo EDl L2 (o0 )
Flzez, :
<Cc3 ™ (1 + ml{d:z}) .

Step 2. Proof of the inequality (4.17). The proof of the inequality (4.17) is more
involved than the proof of (4.16) and is based on an application of the multiscale Poincaré
inequality. It is subdivided in two steps below. We first rescale the inequality (4.17)
(using, for instance, the identity (2.10)), use the assumptions D C [—1, 1]d ande =3"™
(which imply [—£72,0] x D¢ /e C Q3=) and the definition of the map v,. These observations
imply that (4.17) is equivalent to the inequality

STV (V (& + Vg, (116) —E [V (& + Voo, (+56))])

YEYs HL(Qsm)
<Oy (C?)_% (1 + mél{d:z})) ,
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where we used the notation xj := Xy (€+). By the multiscale Poincaré inequality (Proposi-
tion 2.10) and the property (2.11) of the O-notation, we see that it is sufficient to prove
the two following estimates:

> VXV (& + Vg, (556) <0, (CL7Y), (4.18)
v L2(Qam)

and, for every k € {0,...,m} and every z € Zj, ,,,,

> (VG (V/ (& + Voo, (556)) —E[V/ (& + Voa, (+:6)])) .10,
YEVx

(4.19)

(d+2)k

O5(C3=2) if3* > L.

_ {(92(CL—13—‘2‘“) if3F < L,

We split the proof of the inequalities (4.18) and (4.19) into three substeps.
Substep 2.1. Proof of the inequality (4.18). To prove the estimate (4.18), we use the
bound (4.8) on the cutoff functions (x,)ycy, and obtain
2

3 VGV (& + Voo, (456

YyEVk

L2(Qzm)
CL™2
< TS (Ielaey + 1900, 56 2,
|yK| YyEYVr ’
<0, (CL7?).

Taking the square root in the previous display completes the proof of (4.18).

Substep 2.2. Proof of the inequality (4.19), case 3k < L. We note that, for each
z € Zj m, there are at most C := C(d) < oo vertices y € ),; such that

(VXZ : (V/ (&/ + V¢Qy ('a 7&;)) - B [Vl (51/ + V¢Qy (', B 5y))])>z+Q3k # 0,

and that, by Proposition 3.5, for any y € Vs,
’(in ' (V/ (Sy +Voq, (5 §y)) - [V/ (gy + Vg, (- .;gy))]))z+Q3k
<0, (CL—13—%) .

A combination of the two previous displays gives the inequality (4.19) in the case
3k < k/e.

Substep 2.3. Proof of the inequality (4.19), case 3k > L. To ease the notation and
without loss of generality, we assume that z = 0. The strategy of the argument follows
the one of Proposition 3.3 and Proposition 3.4. We consider the dynamic ¢22y (&)
run with the discretized Brownian motions introduced in these proofs (and let n be the
size of the mesh of the discretization). In order to prove (4.19), it is sufficient to show,
uniformly in the parameter n,

S (v (v (6 + Va0, (258) ~ B[V (& + V6D, (258))]))

YEYVr Qg
_ (d+2)k
<0, (03 : ) . (4.20)
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By the Gaussian concentration inequality (Proposition 2.9), it is sufficient to prove the
two following results: for any « € Asr o7, and any [ € {—n3?™,... 0},

0 (VX; v (ﬁy + Vg, (- ';fy)))

Qyk 1o k(d+2) (I/n)
< 1 — .
> X <CVn-13 exp< sor ) (42D
YEYVr
and, for any ¢ Az 44z and any I € {—n3*",...,0},
0(Vx; V' (6 + V08, (58)))
> b — . (4.22)
OX[(x)

Y€V

The proof of the inequality (4.21) and the identity (4.22) relies the two following obser-
vations. First, for any vertex = € Azm, there exist at most C' := C(d) < oo vertices y € )V,
such that z € y/e + Asr. Second, for any y € )., the dynamic 90, (+,-;&y) depends only
on the increments X*(z) inside the parabolic cylinder @,, that is, on the increments
X]'(z) with x € y/e + Ao

Consequently, for any « € Asm, there exist at most C := C(d) < oo vertices y € V.
such that

o(vx; V7 (& + V3, (256)))
OX]' (@)

Qsk

£ 0.

Additionally, if a vertex y € ), is such that y/e ¢ Azr, o7, then the cylinder @, does not
intersect the cylinder Q5+, and consequently

(3 V' (6 + Ve, 56))), =0

Finally, using Proposition 3.5, we have, for any y € ), any = € y/e + Ay, and any
le{—n32m .. 0},

0 (Vi V' (& +Vap, (36)) )
X ()

Qsk < C\/nj3—k(d+2) exp (_ (l/n)> )

32k

Combining the previous remarks and inequalities completes the proof of (4.21) and (4.22).
O

4.5 Two-scale expansion and proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1 making use of the previous results
established in Section 3 and Section 4.

Proof of Theorem 1.1. We split the proof of the theorem into many steps. The main
objective of the proof is to show that the two-scale expansion w® is almost a solution
of the equation (1.8). Specifically, we will prove the identity (4.23) below and estimate
the size of the two (small) error terms £ and &. To achieve this, we compute the time
derivative and gradient of the map w®, and compute the value of the term V= - V/(Vew®)
in Steps 1, 2, 3 and 4 below. Once the identity (4.23) has been established, we show
that the L?-norm of the gradient of the difference u® — w® is small. This is the subject of
Step 5. In Step 6, we conclude the proof building upon the results established in Step 5.
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To ease the notation, we denote by (B°(x)),c.z« the suitably rescaled Brownian
motions: for any (¢t,z) € R x D*,

We first establish the identity

—

) (w —\2BE - 5“1%“) —VEV(VEwt) = VE - E 4 €, (4.23)

where the functions € : (—1,0) x E(D?) — R and € : (—1,0) x D° — R are explicit error
terms satisfying the estimate

‘|5||L2(Q5) + ||€||£;a1r(Qs) S 02 (CS% (1 + |1Og6|%1{d:2})> s (424)

and the error term £™°*" : (—1,0) x D* — R arises from the correction involving the
averaged sums of the Brownian motions in the right-hand side of (3.3), and is defined by
the formula

mean \/>
£ =Y xyl@) o] S OB | (4.25)
YEVn 261 prey+As,

Step 1. Computing the time derivative of the two-scale expansion w®. To prove the
formula (4.23) and the estimate (4.24), we first compute the time derivative of the map
w® — B®. Using the definition (4.11) of the two-scale expansion w®, we obtain the identity

o (w* — v2B: — gmeen)

= 0" + Oy (¢E — V2B — Emca“)

=0 +e ) x| oo, ( : sﬁy) — V287 — | S oB@E)|. @426
YEYVrk 2n o/ €Y+ AS,

Step 2. Computing the gradient of the two-scale expansion w®. We next compute
the gradient of the map w*. Using the definition (4.11), an explicit computation, the
definition of the error term E, and the inequalities (4.7) and (4.13), we obtain, for each
(t,e) € (—1,0) x E (D?),

Vews(te) = > Xy(e)Vouy(t,e) + &t e), (4.27)
YEVr

where we used the notation, for any edge e = (zg,z1) € E (D?),

- ~ Xy(@o) + xy(71)
%y (e) = Mool )

and the error term 51 satisfies the L?-bound
1€l 22y < Oz (Ce¥ (1 + [ logel 1 aay) ) - (4.28)

Step 3. Computing the value of V¢ - V' (Vew*): the identity (4.29). Building upon the
identity (4.27) and the bound (4.28), we establish the identity

VeV (VE YRV (Vo) + VE &, (4.29)

YEVk
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where the error term 52 satisfies the estimate
1&lln2(qe) < 02 (C=# (14 [TogelF1amsy) ) (4.30)

To establish (4.29) and (4.30), we first decompose the term 52 as follows

E =V (Vo) =V | Y%, Vo, | +V' [ D %,V | = D %V (Vo) (4.31)
ISRy Y€V Y€V

(4.31)—(4) (4.31)— (i4)
and estimate the two terms (4.31)-(i) and (4.31)-(ii) in two distinct substeps.

Substep 3.1. Estimating the term (4.31)-(i). We use that the map V"’ is Lipschitz and
the identity (4.27). We obtain

V/(VE®) =V [ D %, Ve || < ClE

YEYVw

Applying the estimate (4.28), we deduce that
1(4.31) — (8)l| 2 (e < O2 (Cs%(l + \1ogs|%1{d:2})) . (4.32)

Substep 3.2. Estimating the term (4.31)-(ii). We use that the map V"’ is Lipschitz,
together with the inequality (4.14). We obtain, for any z = (t,y) € Z,,

I <o|(Z o) -7
)

Y €Vr
A similar argument yields

Z )’(’y/vevy/) — V/ (Vevy)

= L2(2+Q¢ L2(2+Q%)

< CE,.

> XV (Vouy) = V! (V) = > X (V/(VEuy) = V/(VEr,))

y' eV Lz(z""Qi) Yy EYVy LQ(ZJ"QZ)
<C Z Xy (Vv — Vouy)
v EVn L2(24Q%)
<CEFE,.

Combining the two previous displays and summing over the vertices z € Z,,, we deduce
that
.. 1 1
1(4.31) — (id) | p2(gey < Os (Csz (1+ [loge|? 1{d=2})) . (4.33)

Combining the inequalities (4.32) and (4.33) completes the proof of (4.30).

Step 4. Computing the value of V¢ - V' (Vew®): the identity (4.34). In this step, we
prove the identity

VEY T RVI(VE) = Y xy Ve V(VEu,) + VE - Dy (ﬁsas) +EFVE &, (4.34)
Y€V YEYVr

where the two error terms £ and 53 satisfy

1€ 212 ey + 183 L2 (qey < Oo (05% (1+ |10g€\%1{d:2})) - (4.35)
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We introduce the following time-dependent vector field

Z XyDpa (&) : (t,€) = Z Xy(€)Dpo (&y(1)) - e

YEYVx YEYVk

To prove the identity (4.34) and the upper bound (4.35), we will prove the two identities

Ve Dy (Veat) = v ( 3" %Dyo (@)) +VELE, (4.36)
YEVk
and
Ve ( Z Xy (V' (VEvy) — Dpa (fy))) = Z Xy VeV (Vo) + & (4.37)
YyEVk YEVx

together with the estimate (4.35). Each of these identities is proved in a specific substep.

Substep 4.1. Proof of the identity (4.36). In this step, we focus on the identity (4.36)
and the estimate on the error term &£5. Using the definition (4.4) and the identity
> yey, Xy = 1, we may write, for any ¢ € (—1,0) and e = (zo, 1) € E(D?),

Eo(t, ) i= Dy (Vo (o)) - e = D Tyl e)Dyr (&) - ¢

YEVw

=D Tylte) (Dpa' (ﬁsﬁg(tﬁ%)) e —Dpo (&) ~e) .

YEVx

For any z = (t,y) € Z., we have

< CE,.

I€sll2er@e) < C D IIVEE =&yl 2o <

y'~y

Summing over the vertices z € Z,;, we obtain
- N .
[€3]lL2(qe) < O2 (062 (1+ \loga|21{d:2})) )

Substep 4.2. Proof of the identity (4.37). In this substep, we focus on the iden-
tity (4.37) and prove the error estimate (4.35) on the term &. Expanding the discrete
divergence, we may write

V“(EJ%WKWM—%ﬂm0=}:mwwwﬂﬁw—%dw) (4.38)

YEYVk YEVr

+ Z Vexy - (V! (Vevy) — Dya (&),

Y€V

where we used the notation, for any (¢, z) € (0,00) x D,

37 VX (V/ (Vo) = Dy (&) (t )

YEYx
=D D Vixlte) (V/(Vouy(te) = Dpa (&) -e). (4.39)
Y€V ec E(D®)

e:($7y/)

We next simplify the previous display as follows: using that the terms D,d (§,) are
spatially constant, we write

Ve (V! (Vo) — D5 (€,)) = VE - V! (Vo). (4.40)
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From (4.38) and (4.40), we obtain the following formula for the error term &,

&= Z VExy - (V/ (V) — Dpa (&) -

YEYVr

The H! (Q%)-norm of the error term & is then estimated by Proposition 4.4. The proofs

L par

of the identity (4.37) and the inequality (4.35) are complete.

Step 5. Estimating the norm of the difference v := u® — w®. We next combine the
three identities (4.26), (4.29) and (4.34) and use the definition (4.6) of the map «° and
the one of the Langevin dynamic (1.8). We obtain the identity (4.23) with the error term

5::%—1—:‘3.

The upper bounds (4.30) and (4.35) ensure that the error terms £ and g satisfy the
estimate (4.24). We then take the difference between the equations (1.8) and (4.23) and
obtain that the map v := u® — w® solves the linear parabolic equation

(4.41)

Oy (v — EM™N) _VE.aVey =V - £+ €  inQF,
v=¢° in 0par@°.

where the environment a is given by the formula
1
a(t,e) := / V" (sVeus(t,e) + (1 — s)Vow(t, e))ds.
0

Using the linearity of the equation (4.41), we may decompose the map v according to
the formula v = vy + v1 + vo, where the functions vy, v; and vy are the solutions of the
parabolic equations

8{1)0 - Ve avsvo =0 in QE, (4 42)
Vo = qbs in 61)&1-@87 '
and .
8t1)1 - Ve, aV€v1 =V . E+€& in Q€7 “ 43)
v = 0 in aparQE, ‘
and
By (va — E™™) — VE . aVeiy, =0 in QF, )
Vo = 0 in 8parQE. '

We then estimate the L?-norm of the gradients of the three maps vy, v; and v, in three
separate substeps.

Substep 5.1. Estimating the term vy. Regarding the term vy, we will prove the
estimate

||VU0||L2(QE) < 02 (OE% (1 + |10g5|%1{d:2})) . (445)

The discrete version of Stokes’ theorem (suitably scaled to take into account the parame-
ter €) gives

> (=VE-aVeu(t,x)) vt z)

xreDe

= Z a(t,e)(VEvO(t,x))Q—i—% Z ¢ (t, z)n - aVuy(t, z),

e€ E(D¢#) x€dDs
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where the notation n - aV©y, refers to the discrete version of the normal component of
the vector field aV¢vy, formally defined by, for ¢t € (—1,0) and = € D¢,

n-aVeyy(t,z) := Z a(t,e)Veuy(t,e).
e=(y,x)€E(Z?)
yeD*®
Multiplying the equation (4.42) by v, integrating over the parabolic cylinder ¢ and
applying the Cauchy-Schwarz inequality, we obtain (after multiplication by the volume
factor ¢4 to normalize the L?(Q¢)-norms)

1 2 1 2 2

3 lv0(0, )l z2(pey — 3 16°(=1, ) z2(pey + [IVv0ll 2oy (4.46)
1
2

< —1< /Z |¢5tx|dt> (/ 3 |V€v0(t,e)|2dt>

r€dDse e=(xz,y)€E(D?)
z€D®,y¢ D*

[N

We next use the inequality

€d/ Z | ’l}0t€|dt<€/ Z ’U()te‘dt_HV'UO”[/zQs.

I e—(z.y)eE@Y e€E(D*)
z€D ,y¢D*

Combining the two previous displays and using that the first term in the right-hand side
of (4.46) is nonnegative, we obtain the upper bound

Ve UOHL2(Q) < / Z lo°(t, @ 2dt> ||VEUOHL2(QE)+ [[¢°(0, )||2L2(D€)7

€O D=
which implies
2
192 v0ll2 ey < Cet- / S 165 (1) Pt + C I8 (0, ) ey -
rxedDe=

Using the pointwise bound on the corrector stated in Proposition 3.3, the fact that the
cardinality of the boundary 0D is of order '~ (since D is assumed to be Lipschitz) and
the property (2.11) of the O-notation, we obtain

et 2/ Z |¢°(t, z)dt < Oy (Ce (1 + [loge| 14-2})) (4.47)
x€dD*

and, by a similar argument,

165(0,)[72(02) < O1 (Ce® (1 + [loge| 1(a=s})) -

A combination of the previous displays gives
IV500 ]l 2 ey < O2 (Cs% (1+ |1ogg|%1{d:2})) . (4.48)

Substep 5.2. Estimating the term v, . In this substep, we estimate the term L?(Q°)-
norm of the map v;. Applying Lemma 2.12 together with a rescaling argument, we obtain
the existence of a pair of functions (w,w*) € L?(I; Hi(D?)) x L*(I; H=1(D?)) such that

E = 0w + w*, (4.49)
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and ¢t — w(t, x) is continuous, w(—1,z) = w(0,z) = 0, and
lwll g2, (peyy + 10" 21 (D)) < CNEN g1 @e) -

Combining the equations (4.43) and (4.49), we deduce that

9 (vy —w) = V°-aVeu, + V- € + w* in Q°.
Multiplying the equation by (v; — w), integrating over the parabolic cylinder @<, and
using that w is equal to 0 on the boundary of the time interval, we obtain the estimate
h@@)f + [ VEurll; < 'l +C w7 +C|€13
o WIS L2 (De) HiL2(Qe) = L>(I;H'(D*)) L*(I;H~'(D*=)) L2(Q#)

= 2
< C||5||%2(Qs) +C ||5||ﬂ;a1r(Q€) .
We deduce that
1 1
VL] p2(gey < O2 (055 (1+ |log 5\51{d:2})) : (4.50)

Substep 5.3. Estimating the term v,. We first let Y be the solution of the stochastic
differential equation

1 .

dYi(x) = —— Yi(x) dt + dE™™(t,z)  for (t,z) € (~1,0) x DF,
K

Y_1(z)=0 for z € D*.

Since the term £™°*" is Gaussian (as a sum of independent Brownian motions), the
process Y is Gaussian. Moreover, it can be written as the stochastic integral

b e
Yi(x) :/ e R dEMM (s, )
-1

Combining the previous identity with the definition of &,.., stated in (4.25), we see
that the process Y satisfies the following properties: for each ¢,s € (—1,0), and each
x,y € D®,

var [V;(z)] < Celr?4,

cov [Yi(z), Ys(y)] < C’gdn27de_%, (4.51)
cov [Yi(x),Ys(y)] =0 if |2 — y| > 4k.

Combining these properties with the multiscale Poincaré inequality (after suitable
rescaling and omitting some of the technical details), yields the bound on the H. Ijalr(QE)-
norm of the process Y, .

||Y||£;;.(Q5) <Ckxe2r 2. (4.52)
Intuitively, the estimate (4.52) is the product of two terms: the first one corresponds to
the scale above which the process Y behaves like an uncorrelated, space-time, white
noise and the second one corresponds to the typical size of Y (as obtained in the first line
of (4.51)). Using the process Y, we may rewrite the definition of the map v, as follows

1
8t (’U2 — Y) - Ve aVEvg = sz in Qs,
KR
Vg = 0 in 3parQ€.

In this form, the L?(Q¢)-norm of the gradient of the map v, using energy estimates, the
bounds (4.51) and (4.52), and the identification of the space H —1 (Q°) similar to the

par
one used to estimate the function v;. We obtain (skipping the technical details as the
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techniques are essentially the same as the ones used to estimate the L?-norms of the
gradient of the functions vy and v; above)

Ce 1 1
IV 2 ey < O (H + cfﬁ) <0, (ng (1 n |ln€|2)) . (4.53)
Step 6. The conclusion. Combining (4.48), (4.50) and (4.53), we obtain
VU — Vou®| 2 ey < O (Cs% (1 + \1ng|%)) 7

which completes the proof of the estimate stated in Remark 1.2. Combining the previous
inequality with the bound (4.47) and the Poincaré inequality (with a trace term) gives
the upper bound

lu® — 0|2 (e < O (cs% (1 + |1ns|%)) .

Using the definition of the two-scale expansion w* (stated in (4.11)) and Proposition 3.3,
we obtain the estimate

I8 — w2 (ge) < Os (Cs (1 + |1ns|%)) .

A combination of the two previous displays together with the triangle inequality com-
pletes the proof of Theorem 1.1. O

5 (?-regularity of the surface tension

This section is devoted to the proof of the C2?-regularity of the surface tension &
following the outline presented in Section 1.5.3. The section is mostly independent of
Sections 3 and 4 (except that the bound (3.5) of Proposition 3.3 is used), and is structured
as follows. In Section 5.1, we prove a general property of stochastic processes. In
Section 5.2, we establish a linearization estimate for the Langevin dynamic, following
the argument of [9, Lemma 2.4] in the case of nonlinear elliptic equation. Finally in
Section 5.3, we introduce a finite-volume approximation (7;,)1>1 of the surface tension
and establish, building upon the results of the Sections 5.1 and 5.2, that its gradient is
equicontinuous. Taking the limit L — oo then implies that the second derivative of the
surface tension is continuous by the Arzela-Ascoli Theorem.

In the rest of this section, and contrary to the two previous sections, we only consider
Langevin dynamics with slopes which are constant in time. For z € R x Z¢, we denote
by ¢. 1.(-;p) (resp. ¢r(-;p)) the solution of the dynamic introduced in Definition 3.1 in
the parabolic cylinder z + @Q;, (resp. Q1) with a constant slope p € R?.

5.1 A general property for the solutions of stochastic differential equations

In this section, we prove the following general property for solutions of stochastic
differential equations of the form dX; = h;dt + dB;.

Proposition 5.1. Fix a constant K > 0 and a filtration (Ft),. Let (Bt),-, be a Brownian
motion for the filtration (F;):>o and let (h;):>o square-integrable process adapted to the
filtration (F;):>0. Assume that (h:):>o satisfies the integrability estimate

||hHL2((O’1)) < Oy(K). (5.1)
Let X; be a solution of the stochastic differential equation

Then there exists a constant C := C(K) < oo such that, for any ¢ > 0,

1
/0 1yx,<ey dt < Os (Ce).
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Proof. Fix e > 0, and let f. : R — R be defined by the formula
fo(x) := max(2 — ez, 0).

We note that this function is continuous, compactly supported in the interval [—2¢, 2¢]
and satisfies f. > 1|_. ;. We next denote by F. : R — R the function satisfying

<F5>// = fs and F,=0on (—OO, —28).

The explicit formula of F. could be easily obtained but is not relevant for our purposes;
instead we record four of its elementary properties: the map F; is twice continuously
differentiable, is nonnegative, satisfies I.(z) < 2¢ max(x + 2¢,0) and F/(z) < 2e1[_s. o).
Applying Itd’s formula to the process (F.(X})):>o yields

1 1

F.(X1) = F.(Xo) +/ Fl(Xy)dX, + 5/ FI'(Xy)dt
0 0

1

1 1
F{(Xp)hidt + = F!'(Xy)dt.
g 2 g

1
= F.(Xo) +/ F/(X:)dB; +/
0 0 0

Using the properties of the function F, we deduce that

1 1
/1{\xt|gs}dt§/ F!'(Xy)dt (5.3)
0 0

1
0

We then estimate the three terms in the right-hand side. For the first one, we use that
the map F! is (2¢)-Lipschitz together with the definition (5.2) of the stochastic process
X:. We obtain

1
<2|F.(Xy) — F.(Xo)| + 2‘/ F!(X:)dB;
0

1
|F.(X1) — F.(Xo)| < 2¢ | X1 — Xo| < 2¢|By +/ hy dt‘ < 2e|By| + 2e ||l 201y -
0

Using that the law of B; is a centered normal distribution of variance 1 together with
the assumption (5.1), we deduce that

|F.(X1) — F-(Xo)| < 0a(Ck). (5.4)

To estimate the second term, we use that ¢ — fg F!(X,)dBs is a martingale whose
quadratic variation is the function ¢ — fot F!(X,)? ds. By the Dubins-Schwarz theorem
(extending the function s — F/(X) by 1 for s > 1 if necessary), there exists a Brownian
motion (f;);>0 such that fot FU(Xs)dBs = B¢ py(x,)2 as- Using that the map F{ is bounded
by 2¢ and standard estimates on the supremum of a Brownian motion, we deduce that

< sup |Bs| <02 (Ce). (5.5)

s€[0,4e2]

1
/ F/(X.)dB,
0

= ’%} Fr(X.)? ds

Combining (5.3) with (5.4) and (5.5) and the definition of the map F., we deduce the
existence of a finite constant C' := C(K) < oo such that

1 1
/ 1gix,|<ey dt < |Fo(X1) — Fo(Xo)| +2 ’/ FU(Xy) dBy| + 4 |7l 20,1y < O2(C).
0 0

The proof of Proposition 5.1 is complete. O
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As a consequence of Proposition 5.1, we record the following corollary which esti-
mates the amount of time spent by the process X; in a measurable set of prescribed
Lebesgue measure.

Corollary 5.2. Fix a constant K > 0 and a filtration (F3),-. Let (Bt),>, be a Brownian
motion for the filtration (F;):>o and let (h:);>o square-integrable process adapted to the
filtration (F;):>0. Assume that (h;);>( satisfies the integrability estimate

1All 20,1y < O2(K).
Let (X¢)¢c[0,1) be a solution of the stochastic differential equation
dX; =hdt+dB; in (0,1). (5.6)

Then there exists a constant C := C'(K) < oo such that for any measurable set A € B(R),

1
/ Lix,cay dt < Oy (C|A]).
0

Proof. We first note that, for any a € R, the process X; + a is a solution of the stochastic
differential equation (5.6). Applying Proposition 5.1, we obtain that, for every a € R
and € > 0,

1
/0 1{|Xt+a\gs} dt < 02 (06) (5.7)

The stochastic integrability estimate (5.7) can be equivalently reformulated as follows:
for any interval I C R,

1
/ Lix,en di < 05 (CI1]). (5.8)
0

Let us consider a measurable set A C R satisfying |A| < 1 (otherwise the statement
is trivially satisfied). Using the outer regularity of the Lebesgue measure on R, we
deduce that there exists a countable collection of disjoint intervals (I,,),en satisfying
AC UpenInand )y |1n] < 2|Al. We thus obtain

1 1
/ 1{XteA} dt < Z / 1{X1,€I,,,} dt.
0 0

nelN

Using Proposition 5.1, we deduce that

1
/ 1{x,eadt < O (C > |In> < 0,(C|A)).
0

nelN

The proof of Corollary 5.2 is complete. O

5.2 Linearization estimate

In this section, and following [8, Lemma 2.4], we identify the first-order term in the
asymptotic development of the difference ¢r.(-,;q) — ¢ (-, -;p) with p,¢ € R and [p—q| <
1. This term is characterized to be the solution of the linearized parabolic equation
and is introduced in Definition 5.3 below. In Lemma 5.4, we estimate quantitatively the
L?-norm of the map Vo (-,;q) —Vér(-,;p) — Vwyr, p 4—p and obtain a rate of convergence
depending on information which is intrinsic to the potential V' (and specifically, on how
precisely the second derivative V" can be approximated by Lipschitz functions).
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Definition 5.3. Fix L € IN and p,¢ € RY, and denote by a := V"(Vor(-,-;p)). We let
wrpe : Q@ — R be the solution of the parabolic equation with periodic boundary
conditions

Owrpe —V-aVwr ,¢e =V -a& inQr,

vaP{(*LZa ) =0 in Ay, (5.9)
vava(tﬂ ) 6 QAL,per fOI‘t E IL'

Lemma 5.4. Fix L €¢ N and R > 1. Then there exists a continuous function xg :
R+ — R depending on c4,c_, R and the rate of the limit in (1.13) over all parameters
(R,e) € [1,00) x (0,1], which satisfies xg(0) = 0, such that, for every p,q € Bg,

IVoL(-,:0) = VoL (- 5p) = Vwrpg—pllp2g,) < O2(Cxr(lp—al)lp—dl).  (5.10)
Proof. We split the proof into several steps.

Step 1. Setup and preliminary observations. Fix L € IN, R > 1 and p,q € Br. We
may assume that |p — ¢| < 1. We introduce the notation vy, (¢, z;p) :== p-x + ¢ (¢, x; p) and
vp(t,x;q) := q¢-x+¢r(t, x; q). We first observe that the difference w = ¢r.(-,;q) — (-, -; p)
solves the parabolic equation

8,5@—V5V@:V5(q—p) inQL,
w(—L*-)=0 in Ap, (5.11)
w(t,-) € QA per fort e I,

where the environment a is given by the formula
1
a(t,e) == / V" (sVur(t,e;q) + (1 — s)Vour(t,e;p)) ds. (5.12)
0

Using the uniform ellipticity of the environment a, we have the estimate
IVl p20,) < Clp—4l. (5.13)

For later use, we note that the Meyers estimate (Proposition 2.2) applied to the function
w yields the following result: there exists an exponent 7, := 7(d, c4+,c—) > 0 such that

|‘V@“L2+70(QL) <Clp—ql. (5.14)

Taking the difference between the equations (5.9) and (5.11), we obtain that the map
v =W — W pq—p SOlves the parabolic equation

Ov—V-aVo=V-((a—a)lg—p+ Vw)) in Qp,
v(=L?)=0 in Az, (5.15)
v(t,-) € Qa, per forallt e Iy,.

The definition (5.15) leads to the energy estimate
(IVo(t, ')HE(QL) <C|(a—a)(g—p+ V{D)HE(QL) . (5.16)

We next estimate the term in the right-hand side of (5.16), and split the argument into
two steps.

Step 2. Comparing the environment a and a. We first prove that the term a — a is
small when the slopes p, q are close to each other. Formally, we prove the inequality: for
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any € > 0, there exist 0 := d(d, R,V,e) > 0and C := C(d, R,V) < oo such that, for every
p,q € Bp satisfying |[p — ¢| < 4,

Here and throughout, dependence of constants on V is restricted to dependence on
the rate of the limit in (1.13) over all possible parameters (R,¢) € [1,00) x (0,1]. To
establish (5.17), we fix € > 0 and use Proposition 3.3 to obtain the following tail estimate
on the gradient of the field: we claim that there exists a constant C' := C(d, cy,c—, R) < 00
such that for any (t,e) € I, x E (A1), any slopes p,q € Br with [p—g¢| <1, and any S > 0,

2
P(IVu(t cia)] 2 5] < Cexp (-2 )

We may thus select S. := Ce~! > 0 for some constant C' depending only on d,c,,c_, R
such that, for every ¢ € By with |p — ¢| <1, and every (t,e) € I, x E(Ap),

1(Vor(tesq)z5.3 < O2(). (5.18)

Using (1.13), for every € > 0, we may select a parameter . > 0, depending on d, R and
the rate of the limit in (1.13), in addition to ¢, such that

|As. k. (e)] <e. (5.19)

e)Re

We will now prove the estimate (5.17) with the value § := k. > 0. We introduce the
notation
a,, =V (VuL(-,-p))
and )
a,. = / Vil (sVor(-:q) + (1 — s)Vor (s p)) ds.
0

By the triangle inequality, we can write

la— a”y(QL) <la- ansHy(QL) + llax. — aHEHQ(QL) + llax. — a”y(QL)v (5.20)

(5.20)—(4) (5.20)— (44) (5.20)— (i44)
and estimate the three terms in the right-hand side separately.
Substep 2.1. Estimating the term (5.20)-(i). We first use the inequality: for any = € R,
Vii(2) = V"(@)] < + Cligeas, .o} + CLyjalzs.3-

We thus obtain

1
2 —as g, e+ % / Yo | LeVusten+ -9V (ep)eds. .. () ds dt
Iy ecE(AL) 0
(5.21)
C 1
t o > / L{|sVuL(tei0)+(1-5)Vor (t,ep) > 5.} 45 At
L ecE(AL)

We next estimate the two terms in the right-hand side. To treat the first term, we prove
the estimate: for any s € [0, 1], any time 7' € (—L?,—1), and any edge ¢ € E(AL),

T+1
/ ]-{vaL(t,e;q)«k(lfs)VvL(t,e;p)EAsE_’,is (e)} dt < 02(05> (522)
T
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The proof relies on an application of Corollary 5.2. We fix s € (0,1), a time T € (—L?,—1),
an edge e = (z,y) € E(Az) and denote by (X;);c[o,1] the stochastic process

Xy = sVor(T+te;q) + (1 —s)Vor (T +t,e;p).

Using the definition of the first-order correctors vy (-, -;p) and vy (-, -; q), we see that the
process X; solves a stochastic differential equation of the form

dX; = hydt + 2dB;,

where B, = (Bri(y) — Bri«(z)) /v/2 is a Brownian motion for the filtration F, :=
o ({Bris(w) : s <t,w € Z%}), and the adapted process h; is defined by the formula

hy == sV - V' (VoL (50T + t,y) + (1 — 8)V - V' (Vor(50)(T + t,y)
— sV V' (Vo (@) (T + t,2) + (1= )V - V/(Vor(5p)(T + ¢, 2).
Using the pointwise bound on the gradient of the dynamic stated in Proposition 3.3, we

deduce that, for any ¢ € (0,1),
|he| < O2(C).

Using the property (2.13) of the O-notation, we can integrate over the times ¢ in the
interval [0, 1] and deduce that

1Al L2 (0,1 < O2(C)-

We apply Corollary 5.2 to the process X; with the set Ag_,._(¢), and use the inequal-
ity (5.19) to complete the proof of the estimate (5.22). Noting that the inequality (5.22)
is valid for any s € (0,1), integrating over this variable and using the property (2.13) of
the O-notation, we deduce that: for any time 7' € (—L?, —1), and any edge e € E(Ay),

1 T+1
/ / 1{\SV1)L(t,e;p)+(1—s)VvL(t,e;q)\ZSs} dtds < 02(05)
0 T

We next sum over the times 7' € {—L?,..., 1}, over the edges of the box Ay, and use
the property (2.11) of the O-notation. We obtain

C 1
d+2 / Z / 1{8VvL(tﬁe;q)+(1*S)VvL(t,e;p)GAss,KE (e)} ds dt (5.23)
I ccB(AL) " °
C 1 T+1
= T2 Z Z / / L{sVuL (tesq)+(1—5) VoL (tep)€As, . ()} A5 AT
Te{-L2,...,~1} ecE(AL) 0 JT

S 02(06)

We next estimate the third term in the right-hand side of (5.21). Using the estimate (5.18),
we see that, for any s € (0, 1), any time ¢t € (—L?2,0), and any edge ¢ € E (A7),

L{|sVor (tesq)+(1-8)Vor (tep) |25} < L{|Vor (tesq) 5.1 T 1| Vor (hep) 2523 < O2(Ce).
Integrating over s in the interval (0, 1), over the times ¢t € (—L?,0), summing over the

edges e € E (A1), and using the property (2.11) of the O-notation, we deduce that

C 1
Ld+2 / 2 : / L{|sVuL (tesq)+(1—s) VoL (teip)|>5.} ds dE < Oy(Ce). (5.24)
I = 0
e€EF(AL)
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Combining the estimates (5.21), (5.23) and (5.24), we deduce that
Hﬁ - 5,% ||L1(QL) S 02(05)

Substep 2.2. Estimating the term (5.20)-(ii). We use the inequality (1.11) and obtain,
for any (t,e) € I, x E(AL),

. (1,6) — . ()| < < Vi(t,0)]

Taking the L'-norm over the parabolic cylinder Q, using Jensen’s inequality and the
bound (5.13), we deduce that

< Ce. (5.25)

3 C v Cva Clp — 4|
13 = axlliqu < IVl < - VOl < ——

Substep 2.3. Estimating the term (5.20)-(iii). We use the same technique as the one
used to estimate the term (5.20)-(i). We first note that the following bound holds

1

C
||a_ali5||£1(QL) SE—’_W I Z / 1{V")L(t76;10)€A55,N5(5)}det
LeeB(AL)
C 1
* W/ > / L VoL (t.eip) > 5.} ds dt.
T ceB(ay)”°

We apply the estimate (5.22) with s = 1 and obtain: for any time T' € (—L?, —1) and any
edge e € E(Ap),

T+1
/T L{VuL (teip)€As, n. ()} dE < O2(CE).

Summing over the times 7' € {—L?,...,—1} and over the edges of the box A, we obtain
1
i/, Y LVertemeas, .} < O02(Ce).
" eeB(AL)

A combination of the previous estimates with (5.18) yields
lax. —allpig,) < 02(Ce).

Combining the results of the Substeps 1.1, 1.2 and 1.3 completes the proof of the
estimate (5.17).

Step 3. Estimating the right-hand side of (5.16). We now complete the proof of
Lemma 5.4 using the estimate (5.17). By Holder’s inequality, the upper bound (5.14),
and denoting by pg := (2 + v0) /70, we may rewrite (5.16) as

[Vu(t, M2, < Clia=a)(g—p+ V)|l q, (5.26)
< Clla=al e, lla—p+ VOl 2400,
< C ||5 - a”LPO(QL) |p - Q|~

Using that the maps a and a are bounded by the constant ¢, and interpolating the space
LP°(Qr) between the spaces L'(Qr) and L>°(Qr), we deduce that

~ ~ 1 ~ —1 ~ 1
I8~ all o g, < I3 = all G, 13- all P2, < Clla - allf,) (5.27)
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A combination of (5.26) and (5.27) shows

~ 1
Vot g2, < Cla—al /b, Ip—al-

We then set

Xr(r) = inf{e >0 :Vp.g€Brwith|p—q| <r, |a-al)/ <0, (5)}, (5.28)

so that we have the inequality
Vot 2,y < O2(Cxr(lp —al)lp —dl) -

The inequality (5.17) ensures that xg(r) — 0 as r — 0 which yields the lemma. O

Remark 5.5. We record the following generalization of Lemma 5.4 whose proof can be
deduced from the same argument. For every L € IN, p,q € R? and ¢ € R¢, we denote by
WL.pq.¢ : @ — R the solution of the parabolic equation

81:'{5[,,17,(1,5 - v . 5V{5L,p,q,§ = V . 55 in QL,
WL pge(—L?) =0 inAp,
wLaPaQaﬁ(t7 ) € QAL,per fort e IL7

where a is the environment defined in (5.12), then we have the inequality
IVwp,e — va,q,5”£2(QL) < Oz (Cxr(lp — al)l€]) - (5.29)

Remark 5.6. An investigation of the proof shows that if the second derivative V" is %
then xg is a Holder modulus (with a regularity exponent § < «).

5.3 (C?-regularity of the surface tension

This section is devoted to the proof of Theorem 1.3, building upon the result of
Lemma 5.4.

Proof of Theorem 1.3. Let us recall the notation vy, (¢, z;p) :=p-x + ¢ (¢, x;p). We first
set, for p € R%,

() == E[(V'(Vor(,p))oy ] -

Using Proposition 3.11 (where ¢ is chosen to be the constant slope equal to p), we have
that

72(p) — Dypo(p)] < CL™} (1 + (log L)%l{dﬁ}). (5.30)
Using the result of Lemma 5.4, we will prove the following two properties:
(i) The map 77, is differentiable and its gradient is given by
0y (p) = E [(V"(Vor(,:p)(ei + Vwrpe))qL,.)» pERY ie{l,...,d}. (5.31)
(ii) The partial derivatives of 77, are continuous and their moduli of continuity satisfy

|0it(p) — 0it(q)| < Cxr(lp—4ql), p,q € Bg, (5.32)

where the moduli {xr}r>1 are given in Lemma 5.4. In particular, the fam-
ily {0i71} 5 is locally equicontinuous on R,
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Since the map { — wr p ¢ is linear, the differentiability of 7, and the identity (5.31) are
equivalent to the statement that

mL(p+ &) = 1L(p) + E (V" (VoL (-, sp)) (€ + Vwr pe))q, .| +o(€]) as | —0. (5.33)

We now prove (5.33). Taking the expectation in the inequality (5.10) of Lemma 5.4, we
obtain, for every |¢| <1,

Using that the map V' is Lipschitz together with Lemma 5.4 and Jensen’s inequality, we
obtain

< Oxpp+1(1€D1E]-

70+ &) — B [(V/(Vor (1) +€+ Vw6,

Consequently, (5.33) is equivalent to

E [(v'(wL (1p)+E+ va,M))QL/J
= 7(p) + E[(V'(Vor(:p) (€ + Vwrpe))q, 2] +0(€) as ¢ — 0. (5.34)
Since the map V' is Lipschitz, it is differentiable almost everywhere. We denote by

Diffy» C R the set where it is differentiable. We thus have, for any (¢,e) € I, x E(Ar)
such that Vo (¢, e; p) € Diffy,

V(Y (t,e;p)+6+Vwrpe) =V (Vor(t, e;p)) + V'(Vor (¢, €;p)) (§+VwLpe) + o(6)
(5.35)

Additionally, since the map V' is Lipschitz and V" is bounded, and since the map
&+ Vuwy, , ¢ is linear, we have the following upper bound: for any || <1,

]V (Vor (4 55p) + €+ Vwp pe) = VI(Vor (5p) = V' (Vor (450)(§ + Vwr pe)
d
< C+|Vwrpee) SC+CY [Vwppe,l. (5.36)

=1

Using the definition of wy, , ¢ stated in (5.9), we have, for every i € {1,...,d},

E [||VwL,p,ei } <. (5.37)

L*(Qr)

Finally, since the set Diffy has full Lebesgue measure, we can apply (5.4) to obtain

E

/I Z l{VvL(t,e;p)éDiffV/} dt‘| =0. (5.38)

L eecE(AL)

Combining (5.35), (5.36), (5.37) and (5.38) with the dominated convergence theorem
completes the proof of (5.34). The proof of (5.33), and thus of (5.31), is complete.

We now prove the continuity estimate (5.32). Pick R > 1 and p,q € Br. Using the
identity (5.31) and the triangle inequality, we first write

10i72.(q) — O;Tr(p)] (5.39)
= [E[(V"(Vor(, o) (e + Vwrpe))an, — (V' (Vor( 5 a)(ei + Vwrge))ay,)|
< B [(V"(Vor(,
+ |E [(V"(VoL(-

)
';p>)<€i + va7p7€i))QL/2 - (VH(VUL('7 ';p))(ei + va7‘17ei))QL/2:| ’
7';p))(€i + va,q,ei))QL/fz - (VN<VUL('7 ) q))(ei + va,q,ei))QL/Q] } .
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We next estimate the two terms in the right-hand side. For the first one, we use that V"
is bounded together with Jensen’s inequality to obtain

E[(V"(Vor(,5p) (e + Vwrpe)a,,.] — B[V (Vor () (e + Vwrge))ay ) |
<E {vall,nei - vwlj,qyeqt

y(m)} :

We estimate the term in the right-hand side using the triangle inequality and the upper
bound (5.29) stated in Remark 5.5 with £ = e;. We obtain

E [IIVwL,p,ei = Vwr ge; y‘(@m}

S E [”va,p,ei - V([1-7L,p,q,ei L2(QL):| + E {HV{EL,p,q,ei - va,q,e,;

< Cxr(lp —4l)-

v

A combination of the two previous displays yields

’E [(VN(VUL(" ';p))(ei + VwL,P,Ei))QL/z] - [(VH<VUL('7 ';p))(ei + va,lLEi))QL/Q} ’
< Cxr(lp—14q|). (5.40)

To estimate the second term in the right-hand side of (5.39), we first note that, by the
Cauchy-Schwarz inequality,

|E [(VN(VIUL(U ';p))(ei + va-,qyei))QL/Q - (VH<VUL('7 " q))(ei + VvaQaei))QL/z] |

/2
< CE[IV"(Vur(59) = V' (Vor(y50) [3aay)] B [les + Veorge,

2 }1/2
L*(Qr)
1/
< CE[IV"(Tus(0) — V(s 50 )] G.41)

Recalling the definition of the coefficient a stated in (5.12), and the definition of the
modulus of continuity (5.28), we deduce that

E IV (Vor(,5p) = V' (Vor( 5 @) |72y )

~ 1/2 - 1/2
<E[IV/(Tor(50) — lgaqy|  +E[I&= V" (Torls )i q,)] (5.42)
< Cxr(lp —ql)-

A combination of (5.41) and (5.42) yields the upper bound

’E [(VN(VUL(" 5p))(ei + VwL,q,m))QL/z - (VH<VUL(" 5 p))(e + va’q’ei))QL/J ’
< Cxr(lp—4l). (5.43)

A combination of the three inequalities (5.39), (5.40) and (5.43) completes the proof of
the inequality (5.32).

To conclude, we observe (5.32) that the family {p — D,7(p) : L € N} is locally
bounded and equicontinuous on R?. We may therefore extract a subsequence converging
locally uniformly to a continuous function. Since the map 7;, converges locally uniformly
as L — oo to D,5(p) by (5.30), we deduce that the function D, belongs the space
C*(R%) and the whole sequence D,7;, converges locally uniformly to D}%& as L — oco. In
particular, & € C? and its second derivative Dg& satisfies, in view of (5.32),

|D25(p) — D25(q)| < Cxr(lp—dl), p.q € Br.

The proof of Theorem 1.3 is complete. O
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Remark 5.7. In view of (5.31), the proof of Theorem 1.3 yields the following formula
for D?%5:

0:D,5(p) = Jim B [(V”(VUL(-;p))(ei + VwL,p,ei))QL/J , peRY ie{l,...,d}.
(5.44)

6 Quantitative hydrodynamic limit with optimized stochastic er-
ror

This section and Section 7 are devoted to the proof of Theorem 1.5. As mentioned in
Section 1.5.4, we first prove in Proposition 6.1 a version of Theorem 1.1 more adapted
to our purposes. The (technical) reason is twofold:

e The statement of Theorem 1.1 requires that the boundary conditions belongs to
the Sobolev space H?(Q). This assumption is used in order to optimize the rate of
convergence in Theorem 1.1 but is too strong for Theorem 1.5.

* Using the result of Theorem 1.1 directly yields a suboptimal stochastic integrability
for the minimal scale.

In order to overcome these two difficulties, we establish Proposition 6.1, which exhibits
the following features:

* The boundary condition is required to belong to the Sobolev space W3;27(Q),
where v, is the exponent appearing in the Meyers estimate (Proposition 2.3).
Additionally, we prove a result which is uniform over the boundary conditions
whose W ;217 (Q)-norm are bounded by a constant M.

*« We decompose the error term into two parts: a deterministic error of the form
P for some small exponent 3 > 0, and a random error of the form O, (¢°) for a
fixed exponent s € (0,d/2) (see (6.3)). This way of writing the error optimizes the
stochastic term at the cost of a deterministic error term.

Proposition 6.1 (Quantitative hydrodynamic limit with optimized stochastic error). Fix
s € (0,d/2), e € (0,1) and let Q := [-1,0] x [-1,1]?. Let vy > 0 be the exponent of
Proposition 2.3. For f € W2t7(Q), let uj : Q° — R be the solution of the system of
stochastic differential equations

du(t,2) = V- V/(Vu5) (t, 2)dt + V22dB (g) for (t,z) € QF,

~ (6.1)
u? = fe on aparQea
and let u : Q — R be the solution of the parabolic equation
Owuy —V-D,6(Vur) =0 inQ,
tUf po (Viiy) Q (6.2)
Uy =f on0OpaQ.

Then, there exists an exponent [3; > 0 and constant C' < co depending on d, s, cy,c_ such
that, for any M > 0,

sup g = Ul 2oy < C(M + e + 0, (Ce®). (6.3)
f: Hfl\wgﬁwo(Q)SM

The proof of Proposition 6.1 follows a strategy which is similar to the one used to
establish Theorem 1.1 and is closely related to the argument of [12, Section 11.4]. It
is decomposed into different sections and is structured as follows. In Section 6.1, we

EJP 29 (2024), paper 9. https://www.imstat.org/ejp
Page 65/93


https://doi.org/10.1214/23-EJP1072
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Quantitative hydrodynamic limit

obtain some suitable bounds on the finite-volume corrector and its flux. These estimates
will be optimized with respect to the stochastic term at the cost of a suboptimal, but
algebraically small deterministic term. The proof can be found in Section 6.1.2 and
makes use of a comparison with the Langevin dynamic for the Gaussian free field which
is introduced in Section 6.1.1. Section 6.2 contains the proof of Proposition 6.1 and is
decomposed into two subsections. In Section 6.2.1, we record the regularity properties
on the solution of the limiting equation (6.2) which are used in the proof. Section 6.2.2
contains the proof of Proposition 6.1. As in the proof of Theorem 1.1, it is based on a
two-scale expansion with three main differences: we choose the mesoscopic scale x to
be almost as large as the macroscopic scale, add a (large) boundary layer where the
finite-volume corrector is assigned the constant slope equal to 0, and use the estimates
on the L?-norm of the corrector and the H_! -norm of its flux established in Section 6.1.

== par

6.1 Concentration inequalities for the corrector and its flux

In this subsection, we establish some estimates for the finite-volume corrector and
its flux.

6.1.1 The dynamic of the Gaussian free field

In this section, we introduce the Langevin dynamics of the Gaussian free field and record
some of its properties. We denote by I := [s_,s,] C R, and let A C Z“ be a box of
sidelength L.

Definition 6.2 (Dynamic of the Gaussian free field). Let ¢ be a Gaussian free field in
the box A with average value equal to 0 (i.e., a random surface distributed according to
the Gibbs measure (3.35) with V (r) = 2%2/2 and p = 0) and independent of the Brownian
motions (B;(x))er weze- We denote by 1rx : I x A — R be the solution of the system of
stochastic differential equations

2
dYrxa(t,z) = Aprxa(t, z)dt + V2dBy(z) — |‘A[ > dBi(y) for (t,x) € I x A,
yEA
Yo(s—,:) =1 forz € A,
Yrxa(t,-) € Qa per fort e I.

Since the dynamic is stationary with respect to the Gaussian free field, we have that,
for any time ¢ € I, the random surface 7« (¢, -) is distributed according to a Gaussian
free field with average value 0 in the box A. We record below three properties of the
dynamic ¥;«x. The proof of these results can be obtained by explicit computations,
essentially diagonalizing the Laplacian on a discrete box to reduce the problem to
concentration estimates for a sum of independent random variables. A detailed sketch
of the argument is given below.

Proposition 6.3 (Concentration for the dynamic of the free field). There exists a constant
C :=C(d) < oo such that, forany z € I x A, and any ¢ € IN such that z + Q, C I x A,

[(Vibrxa) o,| € 02(CC7%)  and  |[Viraallpaig) < C+O02(CL7),  (6.4)

and
ClnL+0y(C)  ifd=2,

[Yrxallp2g) < (6.5)

C+ 0, (CLl—%) ifd > 3.

Proof. Without loss of generality, we may assume that z = 0 and denote by L the
sidelength of the box A.
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We now prove first inequality in (6.4). We first fix a time ¢ € [ and integer i €
{1,...,d}, and note that the random variable (V7. (t, '))Ae . is Gaussian and that its
variance is given by

Var [(szx/\( N, } |A£| Z Viu(x
TEN,

where u is the periodic solution to the equation —Au = —V - (1,,¢;) in the box Az. In
particular, the map u satisfies the identity

Vu(e Viu(z

> = M >
ecE(Ap) TENy

Additionally, the Cauchy-Schwarz inequality implies that

VA 2%
> Viu(z) <| Z‘Zvu ) < 0y > (Vue)?| .

|e|

TEA, zE€Ny e€EFE(AL)
A combination of the two previous displays implies that
1 C
Z Viu(z < —.
= 7d
\Ae| A =@
As the previous estimates are valid for any ¢ € {1,...,d} and the random variable

(wax,\(t, '))Ae is Gaussian, we obtain the upper bound

[(Veraa(t, ), | < Oa(C07%).

We then integrate over time and use the property (2.13) to complete the proof of (6.4).
We next prove the remaining estimates by diagonalizing the Laplacian. For any
ke{-L,...,L}, we denote by

1 2itk -z
ex(x) := GL+ 177 exp < YA > . (6.6)

This collection of function is a complex orthonormal basis of €24 e, i.€.,
Z ex(z)ew (#) = L—wy,
zEA

and that it diagonalizes the Laplacian,

d
27k;
—Aex = Agex with )\k:Z <22cos (2L7T+1>>'

=1

Since for any time ¢, the law of ;A (¢, ), i.e., a Gaussian multivariate distribution whose
covariance matrix is given by the Green’s function, we have the identity in law

law Xge
vty =Y T
ke{—L,..Lyi\{o} VK

where (X )k is a collection of standard complex Gaussian random variables satisfying
the following two conditions: (i) Xyx = X_x and (ii) Xx and Xy are independent if
k' ¢ {k,—k}.
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Using that the family of functions (ex)c {~L,..,r)¢ is orthonormal and diagonalizes
the Laplacian, we may compute the law of the L?-norm of the map ;x4 (t,-) and its
gradient as follows

1/2
(aw) [ 1 | X |2
et Mz = |7 22 : (6.7)
ke{—L....L}"\{0} ~K
and y
2
(law) 1 9
IVeralt Moz =" | 13 > Xl* | (6.8)

ke{—L,...,L}2\{0}

To treat the (easier) term (6.8), we note that the map, defined on C2+D“~1 and valued
in R,
1/2
1 2
(z1) o] > |k

ke{—L,...,.L}4\{0}

is \/1/|A|-Lipschitz (where we used the Euclidean metric as in Proposition 2.9). We may
thus apply the Gaussian concentration inequality (or to be precise a slight modification
of it to take into account that the Gaussian random variables Xy are complex and are not
exactly i.i.d.), and note that the expectation of any sides of (6.8) is bounded uniformly in
L, to obtain that

IVerxa(t, Yy < €+ Oz (CLT)

After (suitable) integration with respect to the time variable (making use of the properties
listed in Section 2.3), we obtain the second estimate of (6.4).

We next treat the term (6.7). To this end, we note that the non-zero eigenvalues Ay
are always larger than c¢/L%. We deduce that the right-hand side of (6.7) is a CL/ \/W
Lipschitz function of Gaussian random variables. The Gaussian concentration inequality
implies this time that

lrxalt; Mp2a) < E [WIXA(E')H;Z(A)} + 0 (CLl*d/Q) .

The expectation in the right-hand side is of order C(1 + vIn L1,4-2). The proof of (6.5) is
complete. O

6.1.2 Concentration inequalities for the finite-volume corrector and its flux

In this subsection, we prove concentration estimates for the L?-norm of the finite-volume
corrector Yy, introduced in Definition 3.1, as well as the H Fjalr-norm of its flux. In the
following statement, we assume that the length of the time interval I is close to L? (the
sidelength of the box A). This assumption simplifies the proof and will be satisfied when

we apply the two-scale expansion in Section 6.2.2.

Proposition 6.4 (Concentration inequality for the corrector and its flux). For any ex-
ponent s € (0,d/2), there exist a constant C := C(s,d,c4,c_) < oo and two exponents
8s = d5(d,s) > 0 and (s := (s(d,s) > 0 such that, if L> < |I| < L*%¢, then for any
time-dependent slope q : I — R?, and any z € I x A satisfying z + Qr, C I x A,

prxal; Dl L2 (ar0,y < CL% + 05 (CL'™9), (6.9)
and
IV/(p+ Vorxal:0) = BV (0 + Vorala)llu-: 1o, < CL' ™" + 0z (CL'7) .
(6.10)
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Remark 6.5. The proof below gives the explicit values d, = (1 — 2), ¢, == (1 — %)
(though they are not used in the rest of the argument).

Proof. We assume, without loss of generality, that A := A, (i.e., the center of the box
is the vertex 0), that z = 0 and ¢ = 0. We first prove the concentration inequality
on the L*(I x Ap)-norm of the gradient of the map ¢;xa,: there exists a constant
C:=C(d,cy,c_) < oo such that

IV6rasllzaen,) < €+ 02 (CL72). (6.11)

Let ¢rxa, be the solution of the stationary dynamic introduced in Definition 6.2. The
map w = @rxa, — Yrxa, Solves the equation

Ow=V-(V(Vw+Virur,) — Vibrxa,) in I xAp. (6.12)

An energy estimate then yields the inequality
C
||V’LU||L2 (IXAL) < c ||V77[}I><AL ||L2(I><AL) + = | | ||7/}I><AL (5_7 -)”Lz (AL) " (613)

and consequently

C
2 2 2
||V¢1XAL||L2(IXAL) <C HV’(/}IXALHL?(IXAL) + ﬁ HwIXAL (5*7 ')HLQ(AL) : (6.14)

The inequality (6.11) is then a consequence of (6.14) and the properties (6.5) and (6.4)
of the map ¢;x». We then deduce that
< 19|

IV6raliqa,) < e V0reallia < B €+ 01 (01 7))

<CL* (140, (L77).

We next prove the inequality (6.10). To ease the presentation of the argument, we assume
that L = 3™ for some integer m € IN. We next set §, = $(1 — 2%), ¢, := (1 — %) and
ms = |2sm/d]. By the multiscale Poincaré inequality (Propos1t10n 2.10), it is sufficient to
show that

1/2

m

ng # Z ’(V/(V¢IXAL) —E[V/(V¢IXAL)])z+Q3k

k=0 | Zk,ml 2€Zk,m

2

< 03m=%) L 0y(C3m—4ms/2) (6.15)

To prove (6.15), we truncate the sum in the left-hand side at the value m, as follows

1/
> 3 Zoml > ’(V’(anAL) ~ B[V (Véraa ). o,
k=0 T 2€2km
1/2
. k L ! / 2
:23 W Z ‘(V (V¢IXAL)_E[V (V¢IXAL)})Z+Q3]‘;
k=0 k.m ZGZkﬁn
(6.16)— (1)
1/
. 2
k , ,
kz 3 ‘Zk m| Z ‘(V (V¢I><AL) _E[V (V¢1XAL)])Z+Q3}¢ (6.16)
(6.16)— (i)
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We then estimate the two terms separately by writing

((6.16) — (1)) < C3™ (|‘V¢IXAL lL(Qm) + 1) < O3meHem/2(1 4 0y(374m/2))
< C3m17%)(1 4+ 05 (37972))

and .
Y k —dk/2 m—dms /2
((6.16) — (ii)) < Ck§S3 O, (3 ) <0, (03 ) .

Combining the two previous displays completes the proof of (6.15).

We next prove the inequality (6.9). The proof follows a similar outline. We consider
the map w = ¢rxa, —Yrxa, and note that the equation (6.12) can be rewritten as follows
(using that the divergence of a spatially constant term is equal to 0)

w=V-(V'(Vorxa,) — B[V (Vorxa, ) — Vorxa,) in  IxAp.

Defining g := V' (Vérxa,) —E[V'(Vorxa, )] — Vibrxa,, we can use Proposition 2.11 and
write

[l 2(@gm) < IVl -1 (@umy T 18l 2 (@4 - (6.17)

We next estimate the two terms in the right-hand side using the multiscale Poincaré
inequality. We first write

1/2
1

|Zk',m|

S (V)i

ZGZ}c,m

IVl g1-1 (Qgm) < CIIV@ll 2(ggny +C D 3"
k=0

Using the same argument as in the proof of (6.15), and making use of (3.14) instead
of (3.13), we obtain

VW] 1 ooy < C3ET0I™ L O, (O30
HZ (Qzm)

There only remains to estimate the second term in the right-hand side of (6.17). To this
end, we first write

HgHg;;r(ng) < V' (Vorxa,) - E [V/(V¢I><AL)]”ﬂ;alr(QSm) +[IVYrxa, ||g;;r(Q3m) :

The first term in the right-hand side is estimated by the inequality (6.10). The second
term is estimated by applying the multiscale Poincaré and is identical to the proof
of (6.10). We obtain

w| < 3i=%)m L 0, (Cc3i=sIm) . (6.18)
L?(Qsm
To complete the proof, we write

161xaLllL2(Qem) < 10l L2(Qgm) F 1¥rxaLllL2(Qgm)
and use the inequalities (6.5) and (6.18). O

We next establish a technical refinement of Proposition 6.4 which will be used in the
proof of Proposition 6.1. Specifically, we prove an estimate which is uniform over the
time-dependent slopes ¢ : I — R? satisfying the two following criteria:

(i) They are constant on the time intervals of the form [—(n + 1)L?,nL?] for n € IN;
(ii) They are bounded by a constant M.
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We will denote this set by Sy, i.e.,

Si = {q : 1 =R : qis constant on [—(n + 1)L? nL?] forn € N and ||q|| oy < M} .
(6.19)
Proposition 6.6. Let s € (0,d/2). There exist C := C(s,d,c4,c_) < oo and two expo-
nents d,, (s > 0 depending on d, s, such that, if L> < |I| < L?>*¢, then for every M € [1, c0)
and every z € I x A suchthatz+ Qr CI XA,
sup H¢IxA('§fI)||L2(z+QL) <C(M + 1)L1765 + Os (C'Llfs),
q€SI, M -
and
sup [[V'(p+ Véra(:0) —=EV'(p+ Vorals ol :+q.)
q€ST, M par
< O(M +1)L'% 4+ O, (CL' ™).

Proof. The proof relies on a combination of Proposition 6.4 and a union bound. We first
set sg := (s + d)/2 so that s < sg < d. By choosing the exponent {; > 0 small enough we
may:

(i) Apply the result of Proposition 6.4 with the exponent sg (instead of s);

(ii) Find a finite collection of slopes Q C S; s satisfying the following properties:

Vg € Sty 300 € Q, (g —qoll ey < ML, (6.20)

and
19 < exp (L(SO—SW) : (6.21)

Indeed, each slope of the set Sr ps can only take LS -different values, all of them belonging
to the interval [ M, M|, we may thus consider a mesh of size M/L? for each of these
intervals, and obtain an upper bound on the cardinality of Q of the form (LQ)LCS. We can
then select the parameter (; sufficiently small so as to have the upper bound (6.21).
Applying the property (2.14) of the O-notation, we have that
_ _s 1
supQ érxa(5a0)lL2ar0p) < CL'™%0 + O, (CL' " (log |Q])?) (6.22)
qo€ B
< CL'™ %0 + 05(CL' ™).

We then fix ¢ € Sy and go € Q such that (6.20) is verified. We note that the difference
1A (+3q) — drxa(+;qo) solves a parabolic equation with uniformly elliptic coefficient in
the cylinder I x A. An energy estimate thus gives the upper bound

CM
IVorcala) = Vorcaliao)lzgxay < Clla = qll g2y < ——

Consequently, by the Poincaré inequality for functions with spatial average equal to 0 in
the box A,

[6rxa(30) = drxal90)lp2aqqy) < LIVOrxalsa) = Vorxalsao)llpzrg,)  (6.23)

< LAtCs v¢[><A(';Q) - vqs[xA(';QO)HLQ(IXA)
< CML.

Combining (6.22) and (6.23) (and assuming that (, is small), we obtain
sup H¢I><A('§ q)||L2(Z+QL) < CLl_(SSO + Oy (CLl_S) + CMLS

qEST, M
< C(M +1)L' %0 + O5(CL'™*).
The proof of Proposition 6.6 is complete. O
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6.2 Proof of Proposition 6.1

This section is devoted to the proof of Proposition 6.1. In Section 6.2.1, we recall
some standard regularity estimates for solutions of nonlinear parabolic equations, and, in
Section 6.2.2, we implement the two-scale expansion using the results of Proposition 6.6.

6.2.1 Regularity for the solutions of the homogenized equation and discretiza-
tion scheme

We recall the following notation: for each r > 0, we denote by Q(r) the parabolic cylinder
Q = [-1,0] x [~1,1]¢ to which a boundary layer of size r has been removed, i.e,

Q(r) :=={(t,2) €Q : t > —1+r? and dist(z,d[—1,1]%) > r} and Q°(r) := Q(r) N Q".

(6.24)
We then collect some regularity properties satisfied by the solution of %y of the equa-
tion (6.2): the global Meyers estimate and the interior regularity. The proof of the global
Meyers estimate essentially follows from [6, Appendix B] (written in the linear setting),
or from the one of [76] (written for more general, nonlinear and degenerate parabolic
equations but with different assumptions regarding the regularity of the boundary con-
ditions). The interior regularity is obtained by noting that the functions v := Vi, and
w = Oy are solutions of linear parabolic equations with uniformly elliptic coefficient
field and by applying either the Caccioppoli inequality (Proposition 2.1), or the regularity
estimates of Proposition 2.4.

Proposition 6.7 (Meyers estimate and interior regularity for the homogenized equation).
There exist an exponent g := 7o(d,cs,c_) > 0 and a constant C := C(d,cy,c_) < 00
such that

Hvaf”L(Hvo)(Q) < C(Hf”Wr}ﬁ*WO(Q) +1),

and, for any r € (0,1),

p(2d)/2 |

_ 2. 2 -

Vsl ooy 7 v ufHLz(Q(,.)) T 1710Vl 2oy < C(Hf“H}gar(Q) +1).
We additionally record the quantitative estimate on the discretization scheme that we

will use in the proof. We note that the right-hand side depends on the Wgﬁ*w (Q)-norm

of the boundary conditions instead of its H?(Q)-norm. This causes a deterioration of the

rate of convergence, but is more suitable for our purposes.

Proposition 6.8 (Discretization scheme with 1,27 boundary conditions). Let @} be the

solution of the discretized equation (4.6). There exist a constant C := C(d,cy,c_) < o0
and an exponent 3 := (d,c4,c_) > 0 such that, for any e > 0,

||a§” - afHLz(Q) + ||v€ﬂ§“ - v17'f||L2(Q) < OSﬁ(HfHW;jMo(Q) + 1)'

The proof of this proposition can be found in Appendix A.

6.2.2 Two-scale expansion and proof of Proposition 6.1

In this section, we implement the two-scale expansion to prove Proposition 6.1, the
argument is similar to the proof of Theorem 1.1 and to the argument of [12, Section
11.4] (it can in fact be seen as a combination of these two proofs), we thus only provide
a detailed sketch of the argument, making use of the notation introduced in Section 4.

Proof of Proposition 6.1. By Proposition 6.8, it is sufficient to prove the result with the
solution u° of the discretized equation (4.6) instead of the function u. We first choose
a boundary layer r and a mesoscopic scale « of the form r = % and x = ¢/* for some
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small exponents 0 < 6y < #; < 1 to be selected later in the argument, and define
L :=k/e = &% ~1. We then introduce the notation

Ve =rZN[-1,1]" and 2, := (’N. x kZ%) N Q.
For f € W,2t°(Q) and z € Z,,, we denote by

- { (VE@‘})HQ;N if z € Q(r),

0 if 2 ¢ Q(r).
We note that, by Proposition 6.7, one has the upper bound

sup || < r_(2+d)/2(M +1).
ZEZ,

As in Section 4 (and specifically (4.9)), we define the map ¢, : [-1,0] — R according to
the formula

t) = Z E1i(y)ez+Qz )

ZEZ,
We next introduce the set

={q:[-1,0] » R" : gis constant on [—(n + 1)x? nk?*] for n € N
and gl <741}

This set is a suitably rescaled version of the sets Sy 3 introduced in (6.19); it is defined
so that §, € S.. We then introduce the function

st = 3 o, (5. 560),

YEVx
as well as the two-scale expansion
we = uf + ¢

In the present setting, the error terms (E,).cz, take the following form, distinguishing
whether the point z belongs to the interior of the cylinder or lies in the boundary layer

» Forany z = (t,y) € Q(r), we let

- > [v-¢]

z'~z

L2(24Q%)

+ ) 6 — &l +er 1ZH¢Q 77§y)’

2~z

» Forany z = (t,y) € Q \ Q(r), we let

E, = HVEE}”Lz(Z-FQ;N) + Z HV¢Q1/ (”O)’

y'~y

L2(z/e+QL)

L2(2/e+QL)
Using Proposition 6.7 and Proposition 6.8 (and a computation similar to the one of (4.13))
we deduce that

1

AP (LS |

ZEZ, OQ z ~z

e - 52/|2>
L2(:4Q3)

< C||V5ﬁ — V’EL”LZ(Q) + CFCHV ’[LHLQ(Q(,,)) + C/i2||8tVﬂH%2(Q(T))
<C (¥ + k¥ 2+ w471 (||f|\3v;;§+”°(Q> +1)

<O (2 42 20) (| 1 1400 ) + 1)
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If the exponent 0y defining the size of the mesoscopic scale is chosen small enough,
then one can apply (the suitably rescaled version of) Proposition 6.6 with the exponent
S0 := (s + d)/2 and obtain, for any z = (¢,y) € 2.,

up 60,40 1) £ CO + 1y CHEL0 40, CL1).

Using the identity L := |x/¢|, we deduce that

sup en g, ()| s sy < COM+ D102 (£)7 w04 (0 (£)").

qE€S,
Using that sy > s, choosing the exponents 6y and ¢; small enough, we deduce that there
exists 3, := fs(d, s) > 0 such that

sup ek C(M +1)ePs 4+ O, (Ce®).

e

||¢Qy 4 ||L2(z+QL)

Summing over the points z € Z, N Q(r) and using that, for any map f € W12 (Q)

par

satisfying Hf”WL?“O(Q) < M, the slope &, belongs to the set ¢ € S., we deduce that
par
there exists an exponent 3, := (3s(d, s) > 0 such that the error terms (E,).cz, satisfy:

1
sup > E2<C(M+ 1) 4+ 0y (C™). (6.25)
Pl @< 126l 250 )

We next estimate the sum of error terms in the boundary layer. By Proposition 6.7 and
Holder’s inequality, we have

Vsl ignotmy < 12\ QDT 198l @100
<(\Q(r )|)2 o (240 + 1)
+70)
< ,rz—(2+'vo> (”fHWpl.ﬁ*'w(Q) + 1).

0o

By Proposition 6.8 and using the definition r = 0, we deduce that

’|veﬂ§”HL2(Qs\Qs(r)) < IVFag = Vg2 o) + ”vafHL?(Q\Q(r))
< ||€Eﬁ§c - vﬂf”L2 Q)+t Hvaf||LQ(Q\Q(r))

(
<C( _|_€02 (2+vo))(||f|W12+—m(Q)—|—l)

Combining the previous display with the bound (6.11) and choosing the exponents 6,
and #; small enough (depending on d, s, ¢4, c_), we obtain that there exists an exponent
Bs > 0 such that

sup

> E? < C(M +1)e*Ps + 0y (Ce). (6.26)
FEF L1 2400 (@M |

2€2,N(Q\Q(r))

1

Combining (6.25) and (6.26) yields

sup E2 < CO(M +1)e*P 4+ 0y (Ce™). (6.27)
Fef 1120 QM |2 |ZGZZ:

Equipped with the estimate (6.27), one can essentially rewrite the two-scale expansion
of Section 1.1 once the term arising from the flux (Proposition 4.4) has been estimated
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(by optimizing the stochastic term). To this end, we may combine the definition of the
H 1;a}r(Qs)-norm with the properties (4.7) and (4.8) of the cutoff functions x,. We obtain

S Vex, - (V! (Vouy) — Dyo @))H
YEVn H L (Q9)

< Y v v (970 - Dyo @))H
YEVw Ho1(Qf)
<Cr? Z IV (Vu,) — Dpa(gy)||ﬂ;3r(z+%) .
Z2€EZ, )
z=(t,y)

The term in the right-hand side can then be decomposed as follows

V' (Vvy) — Dpo (gy)Hﬂgalr(z-ngﬁ)
< V(& + Voo, (556)) —E [V (& + Vo, (5 &) ot 2/ergan
+ [E[V' (Voy)] — Dypo (fy)”ﬂ;;r(ZJngn) .
The first term in the right-hand side is estimated thanks to the concentration inequality

stated in Proposition 6.6. The second term in the right-hand side is estimated thanks to
Proposition 3.11. We obtain the upper bound

< C(M+1)eP 40, (Ce%).

sup 5 Vo (V) - D, )
f: ”f”WIl)ﬁJr“ro (Q)<M YEY, ﬂ;;,(@g)
(6.28)
One can then rewrite the proof of Theorem 1.1 of Section 1.1, using the estimates (6.25)
and (6.28) instead of (4.13) and (4.15) to complete the proof of Proposition 6.1. O

7 Large-scale regularity for the Langevin dynamic

This section is devoted to the proof of the large-scale regularity stated in Theorem 1.5.
The strategy of the argument follows the one initially introduced in [13] in the context of
stochastic homogenization, and his reminiscent of the Schauder regularity theory: using
the quantitative homogenization theorem (or rather Proposition 6.1 which optimizes the
stochastic term), we are able to iterate the homogenization estimate over different scales,
use the C'1® regularity of the solution of the homogenized equation (see Proposition 7.1)
and transfer it to the Langevin dynamic.

The proof is decomposed in three subsections and is structured as follows. In
Section 7.1, we record, mostly without proof, some standard regularity estimates for
the solutions of the homogenized equation. Sections 7.2 and 7.3 constitute the core of
the proof of Theorem 1.5. In Section 7.2, we use the results of the previous sections to
establish that any solution of the Langevin dynamic is well-approximated, over large
scales, by a solution of the homogenized equation. In Section 7.3, we iterate the previous
results down the scales and make use of the regularity of the homogenized equation to
complete the proof of Theorem 1.5.

7.1 Ch“-regularity for the hydrodynamic limit

In this section, we collect some regularity properties of the solution of the equa-
tion (7.1). We recall the definition of the Holder seminorms stated in Section 2.1.4.
Before stating the result, we introduce the set P; of affine functions in R¢,

Pr={l:R*>R:FpeR ceR, l(z)=p-z+c}.
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In the following statement, we will denote by @ the continuous cylinder [—L?,0] x
[-L, L]d C R x R% the LQ(Q 1) and Holder norms are considered in the discrete setting
(but similar statements hold in the continuous setting). They can essentially be obtained
by differentiating the equation and applying the De Giorgi-Nash-Moser regularity.

Proposition 7.1 (Interior C*®-regularity for solutions of the homogenized equation). Fix
L >0, and let @ : Q1 — R be a solution of the nonlinear parabolic equation

oyt — V - Do (Vi) = 0 in Qp, (7.1)

then one has the regularity estimate: there exists an exponent o > 0 and a constant
C, < oo depending on d, cy,c_ such that, for any L > 0,

[@era@u < Frva 18— @allpq,) -

Consequently, for anyl € (0, L),

- A
élengl @ —Lllp2(q,) < Ca (L) zlengl luw—="Llr2q,) - (7.2)

7.2 Approximation by solutions of the homogenized equation

In this section, we prove that every solution u : Q; — R of the Langevin dy-
namic (1.16) is well-approximated on sufficiently large scales by a solution of the
nonlinear parabolic equation (7.1).

Proposition 7.2. Fix s € (0,d) and M € [1,00). There exist two constants Chom :=
Chom(8, M,d,cq,c_) < oo, C:=C(s,d,cq,c_) < oo, an exponent 8 := 3(s,d,cy,c_) >0,
and a nonnegative random variable M; = satisfying

N < Os(chom)a (73)

hom

such that the following statement holds. For any L > M; . and any solutionu: Q; — R
of the Langevin dynamic

du(t,z) =V - V'(Vu)(t, z)dt + V2dB; (z) for (t,z) € Qy,
1
I Hu - (U)QLHL?(QL) <M,
there exists a function @ : Q1 — R solution of the equation

Ou—V-Dpa(Va)=0 inQr» (7.4)

such that
lu = all 2, ) < CL™Plu— (w)g, llL2gy) + CL"7. (7.5)

Proof. The strategy of the proof relies on the observation that the map u solves the
system of stochastic differential equations

{du(t,x) =V - V'(Vu)(t,z)dt +V2dB; (x)  for (t,z) € QL s, 7.6)

Uu=mu on 6parQL/2-

and apply (the suitably rescaled version of) Proposition 6.1 to the system (7.6). A techni-
cal problem is caused by the fact that the boundary condition u does not belong to the
Sobolev space Wgﬁ*“’ﬂ (essentially due to the roughness in the time variable caused by
the Brownian motions). We correct this lack of regularity by using a (simpler) solution of
the Langevin dynamic denoted by ¢, below together with a partition of unity.
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Step 1. Declaration of exponents, mesoscopic scales and partition of unity. We fix a
small exponent 0 < v < 1 whose value will be selected later in the proof. We define a
(large) mesoscopic scale by setting £ = L'~". We then introduce the sets

V:i=(Z'NAy; and 0Y:={yel :dist(y,dAr) <L}.

For each y € 9), we denote by @, the parabolic cylinder /7,5 x (y + Ay), and let ¢, be
the solution of the Langevin dynamic introduced in (3.1) of Definition 3.1 in the cylinder
@y with slope ¢ = 0. In particular, we emphasize that the dynamic ¢ is not assumed
to have spatial average equal to 0 in this proof. We then introduce a partition of unity

(Xy)yeoy satisfying

C
0< Xy € Lipanays D0 Xy =1 0n0ALe, and [V lli=(a,,) < 7 (7.7)
yeody

We denote by
p = Z XyPy>
yeoy
and note that ¢ is supported in a boundary layer of size ¢ around the set I,/ X OAp, /5.
As we will have to regularize the function ¢ with respect to the time variable, we let
n: R — [0, 1] be a smooth nonnegative cutoff function supported in the interval [—1, 1]
and satisfying fR n = 1. We then denote by ¢, the time convolution of ¢, and n,

Oyt ,x) = p*n(t,z) = / y (s, z)n(t — s) ds, (7.8)
R

and by
o= Z XyPy-
yeoy

We let 79 > 0 be the exponent which appears in the Meyers estimate (Proposition 2.2)
and set sy := (s+d)/2. We then let 25, be the minimum of the exponent f3,, 24+, appearing
in Proposition 6.1, the exponent J,, appearing in the right-hand side of Proposition 6.4
and the exponent (sg — s)/4. We additionally let C(/4 be the maximum of the constants
which appear in the right-hand sides of Proposition 6.4, the inequality (6.11), the Meyers
estimate (Proposition 2.2), the multiscale Poincaré inequality (Proposition 2.10) and
Proposition 6.1 (with the parameter s := s¢/2).

Step 2. Definition of the minimal scales. Equipped with these constants and expo-
nents, we define three minimal scales M, M1 and M, as follows. The first one provides
a minimal scale above which homogenization (in the form of Proposition 6.1) occurs
uniformly over the boundary condition:

llug — gl g2
Mp:=sups Le N : sup L*(Qc/) > CoLt =P 3,
fQL—R Kp+1
K;<CLP0(M41)

where the constant C' in the supremum is the one which appears in (7.16) and where we
set

Ky = ”fHE;l)frJr’YO(QLm) :

The variable M provides a minimal scale above which the L?-norms of the corrector ¢,
are smaller than Cy¢'~% and the L?-norm of its gradient is bounded:

My =supq LN : sup [oyllp2q, ) = Col P or sup IVeyllL2q,) = Cop -
yedy o yedy -
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Finally, the minimal scale M, is defined only in terms of the Brownian motions, and
will be used to estimate two technical terms (specifically (7.28) and (7.30) below). It is
defined as follows: we let # : R — R be the compactly supported (in the interval (—1,1))
function defined by the formula 0(¢) = ffoo n(s)ds — 1{>0y, and define the stochastic
integrals

t+1 t+1

n(s)dB.(x) and (0. B) (t,2) = / 0(s)d B, (x).

t—1

- B) (ta) = [

t—1

We then set

1 2 v
Moy = sup{L eN: 7 16 BHLQ(IL/M@ALM) 2 Col

2

and > COL”}.
ﬂg;r(QL/z)

<Z Xy> (n-B)

yeyY

We define the minimal scale M;_  as follows
hom = Mo V My V Ma. (7.9)

Step 3. Quantifying the stochastic integrability of the minimal scale M; . We first
verify that the minimal scale M;_  satisfies the stochastic integrability estimate (7.3).
By Proposition 6.1 and the definitions of the constant Cjy and the exponent 3y, we have
the estimate

luy = allL2(q,,.) J,50—260
P sup = EE) S CpL P | < exp (— ) (7.10)
FQLoR Ky+1 ¢
K;<CLP0(M41)

<er(-2)
xp | —— | .
- C

A similar argument, using Proposition 6.4, the identity / = L'~" and a concentration
estimate on the averaged sum of Brownian motions, yields the upper bound

_ [ (1=v)(s0—2p0)

Using that the cardinality of the set ) is smaller than CL=1" 3 union bound, and
choosing the exponent v small enough, we deduce that

[(1=v)(s0—2B0) LS
- d—1)v

(7.11)
The same argument, using this time the inequality (6.11), yields
P Ve, >0 | <C < LS) (7.12)
sup © > <Cexp|—— ). .
yeY YILA@Qy) 0 C

Finally, using that the map 6 is supported in the interval [—1, 1], we can use standard
concentration estimates for sum of independent random variables to obtain that

1 5 Cy L?
]P|:L ||0 . B||L2(IL/2><8AL/2) 2 L:| S CGXp (C) y (713)

EJP 29 (2024), paper 9. https://www.imstat.org/ejp
Page 78/93


https://doi.org/10.1214/23-EJP1072
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Quantitative hydrodynamic limit

and similarly, using this time the multiscale Poincaré inequality stated in Proposition 2.11,

(5 w)ors

Combining the fives estimates (7.10), (7.11), (7.12), (7.13) and (7.14) with a union bound

shows, for any L > 0,
LS
<C —— . 7.15
) <cen(-5) 7

The inequality (7.15) implies the stochastic integrability estimate (7.3).

2
P > CoL™"

H L (Qry2)

< Cexp (—g) . (7.14)

S (LI)S
< —
P [Mhom > L] L/E LCexp ( C

Step 4. Proving the approximation estimate (7.5): Defining the function 4. We next
prove the inequality (7.5). To this end, we fix a sidelength L > 2M3_ . For each y € 0,
we denote by w, 1= u — ¢, and set w := 3 x,w,. Let us note that w is equal to u — ¢
on the boundary 0,,,Qr. We next note that, for each y € 0), the map w, solves a
linear parabolic equation with uniformly elliptic coefficients in the cylinder ,. We
may thus apply the Meyers estimate (Proposition 2.2) and the Caccioppoli inequality
(Proposition 2.1) and obtain: for any z € @, such that z + Q2 C Q,,

||va||L2+’Y0(Z+Q£) < 7 [wy — (wy)Z+Q2e||L2(Z+Q2£)

< C C
=7 llu— (U)Z+Q2eH£2(z+QM) + 7 ||<PyH£2(Z+Q2£) :

Covering the cylinder Q1 /, with cylinders of the form z+(Q,, we may choose the exponent
v small enough (depending on 3) so that

1
3 e Veyll oo g,y < CLP/? (Lnu — (W, ll2@r) + 1) :
yedy

A similar (and simpler) computation, involving regularity estimates for solution of
parabolic equation (for instance Proposition 2.4 provides L°°-regularity for solutions of
parabolic equations) yields the bound

1
D IVxywyll g o,y < CLP? (Lllu — (g, lL2@u) + 1) :
yeY

A combination of the two previous displays shows

1
||V1U||L2+’YQ(QL/2) S CL/HO/Q (LHU’ - (u)QL ||£2(QL) + 1) '

Since dyw =}, 5y XyV - a,Vw,, we may use the properties of the maps (xy),,, and
choose the exponent v small enough so as to have
[[w| < CLP/? l||u — (u)o, | +1 (7.16)

Wyt (Qry2) — L Qr IL*(Qr) : :

We then let 1 be the solution of the system of stochastic equations
dy(t,z) =V - V/(V)(t,2)dt + V2dB; (z)  for (t,z) € Qp o,

’(/J =w on aparQL/Z-
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Using (7.16) and applying Proposition 6.1 (after suitable rescaling), we obtain that the
solution u of the equation

{atﬂ ~V-D,a(Va) =0  inQp s,

u=w on aparQL/Q

satisfies
1 =l (g, < CL™2|lu - (u)g, llL2(qy) + CL /2. (7.17)

From (7.17) and the triangle inequality, we see that to prove (7.5), it is sufficient to show,
for some exponent 5 > 0,
1-p
14 = ullp2(q,,) < CL (7.18)

Step 5. Proving the approximation estimate (7.5): Proof of (7.18). We note that the
difference h = u — v solves a parabolic equation of the form

(7.19)

8th—V~th:0 inQL/Q,
h= ® on 8pa.rQL/27

where a is a uniformly elliptic coefficient field. To prove (7.18), we introduce a good
test function which will then be tested in the parabolic equation: we let hy be the map
defined by the formula

ho == SﬁélQL/z + @]—GparQL/zv

so that the map H := h — hg solves the parabolic equation

OH —V -aVH = 0thg —V-aVhy inQp/, (7.20)
H=0 on 8parQL/2- ’
We next prove that there exists an exponent v := v(d, s, c4,c_) > 0 such that
||VHH£2(QL/2) <CL™. (7.21)

The inequality (7.21) is sufficient to conclude the proof of Proposition 7.2: indeed, using
Poincaré’s inequality (applied to the function H), the definition of the minimal scale M;
and the inequality ¢ < L, we deduce that, if we set 8 := min(~, fy),

1ll2(q, ) < CLIVH (g, ) + hollp2(q, ) < CLT7 4+ CEZF < CLP,

We split the proof of the inequality (7.20) into two substeps: we first estimate the norm
of the gradient of Ay and then the norm of the time derivative of hy and prove that they
are both small (in a suitable sense). Since H solves the parabolic equation (7.20) this is
enough to obtain (7.21) (using an energy estimate).

Substep 5.1. Estimating the norm of the gradient of hy. To establish (7.21), we
estimate the L?-norm of the gradient of the map hg. Specifically, we prove the estimate

||vho||L2(QL/2) <CL™". (7.22)
For any edge e = (x,y) with z,y € AL, we have the identity
Vho(t,e) = V(t, e),
and for any edge e = (z,y) with « € Ay and y ¢ Ay, we have the identity

Vho(t,e) = Vo(t,e) + (@t y) — ot y)) . (7.23)

EJP 29 (2024), paper 9. https://www.imstat.org/ejp
Page 80/93


https://doi.org/10.1214/23-EJP1072
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Quantitative hydrodynamic limit

Consequently

C
2 =12 =12
HVhO||L2(QL/2) < ||v$0||L2(QL/2) +ZHSO?SDHL2(IL/2XBAL/2). (7.24)

Using the definition of the minimal scale M; and the fact that the map ¢ is supported in
a boundary layer of size L(:=*) around I /2 X OAp 5, we have the upper bound

2|12 <CL™. .
IVelz2(q,,.) < €L (7.25)

Additionally, if we let 6 : R — R be the map with bounded variation and compact support

defined by the formula 0(t) = fioo n(s)ds — 114>0y, then we have, for any x € dAy, /o,

(p—@)(t,z) =px (5 —n)(t,z) (7.26)
t+1
= 3 (@) (Vi) %) () + / 0(s)dB (x).
yedY Ji-1 ,
28— (7.26)— (i4)

The term (7.26)-(i) can be estimated by ignoring the discrete divergence, using that the
map V' is Lipschitz and the definition of the minimal scale M;. We obtain

1 N2 C 2 .y
7 17.26) = 21, 00,2 < Tarz > IVeyllizq,) < CLT" (7.27)
yeoy

The term (7.26)-(ii) is estimated by the minimal scale M5 and we have

C

1 a2
I |(7.26) — (u)||£2(IL/2XaAL/2) < I (7.28)
Combining the estimates (7.23), (7.24), (7.25), (7.26), (7.27) and (7.28) completes the

proof of (7.22).

Substep 5.2. Control of the time derivative 0;hy. We have the identity

t+1
Oholt,x) = Y @)V - (V/(Vioy) en) (o) + | 3 (@) | [ a(s)dButa). .29

yeay yedy t—1

(7.29)—(4) (7.29)— (i)

The L*(Ir, /2, H™ " (Af/))-norm of the term (7.29)-(i) can be estimated as follows

C

12 2 —v

17:29) = Dz (1, 0112 (ar ) < Tz 2 [VullL2cq,) < CL7"
y€eoy

Using the definition of the minimal scale M5, we have the estimate
12 —v
1(7.29) — (”)Hﬂrj;r(QL/z) <CL™". (7.30)
Combining the three previous displays with (7.22), we have the decomposition
8th0 -V thO = 51 + 527
with

E1=Y xyV-(V'(Veg,)xn) =V -aVhy,
yeoy
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and, for any (t,z) € Qr /2,

t+1
&) = Y x@ / 0(s)dB, (x),

yedy t—1

so that
2 . 2 .
HEI”LQ(IL/z,ﬂ_l(AL/z)) <CL and ||82||ﬂ;;r(QL/2) =CL

Substep 5.2. The conclusion. The proof of the estimate (7.21) then follows from an
energy estimate, using the identification of the space H ;;r stated in Lemma 2.12. The

proof is identical to the one of the term v; in (4.43) of Section 4.5, we thus omit the
technical details. O

7.3 Proof of Theorem 1.5

This section is devoted to the proof of Theorem 1.5, building upon the results estab-
lished in Sections 7.1 and 7.2.

Proof of Theorem 1.5. Fix s € (0,d), L, M < oo, and let u be a solution of the Langevin
dynamic satisfying

du(t,z) =V - V'(Vu)(t, z)dt + V2dB; (x) for (t,z) € Qp,
1
i l[u— (U)QL”LQ(QL) <M.

We let Cy := Cy(d, s,c—,c4) < oo and Ly := Lo(d, s,c_, cy) < oo be large constants to be
selected later in the argument (see (7.35) and (7.40)). We consider the minimal scale
s _ introduced in Proposition 7.2 with the constant Cy(M + 1) (instead of M). We

hom
denote by
1
M, = i3 Ju— (U)QL”L?(QL) ‘

We then set X := M; .V Lo, and prove the two inequalities: for any L > X,
1
sup 7 lu = ()l g < ColM +1), (7.31)
lefx,r) ! =l
and, for any ! € [X, L],
l 1+O¢
. o e . _ _ﬁ

To prove the inequality (7.31), we first introduce a few parameters and definitions. We
let C,, be the constant which appears in Proposition 7.1 and let

€ (0,1).

0= (4d/2+1ca) —1/(2c)

We denote by [; := 6’ L and let J be the largest integer such that #” L > X. We introduce
the excess decay F; by the formula, for any [ > 0,

1.

For j € {1,...,J}, denote by ¢; : x + p; -  + (u)q,, the minimizing affine function in the
definition of E;(I;). We next record two preliminary estimates pertaining to the slopes
(pj)je{o,n.7j}. First, the slope pg can be bounded in terms of the constant M, : we have

Ipol < CEL(L) + C llu— Wy 20, < Cllu— (W), |l 20,y < CM.
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Second, the variation of the slope between two scales can be measured in terms of the
excess decay: we have, forany j € {0,...,J — 1},

1
pj+1 —pj| <C (l

1
=Gl )+ ol bllaga, ) )
G+l £ lit1 £

< C (Ballyn) + 072 Eu(1))
Using the definition of the excess decay F;, we additionally have

Eullin) = —— inf [lu—1] T < g-42-2p, (1))
AR lj+1 LePy £2(Qlj+1) - lj LePy £2(Qlj) - 1)

As a consequence of the two previous displays, we obtain the inequality
pj+1 —pjl < COTP2EN(1y).

We thus have, for any j € {0,...,J — 1},

1 =
= o= @] g,y < B0+ Cloil < Bl + Claol +C s =l 739)
J ==y k=0

j—1
<COP2N "By (Ik) + C M.
k=0

We next let S be the exponent which appears in Proposition 7.2 and define the constant
Cy according to the formula

97d72 97d72

Z;io 983
1—6e2 T (1= 6P

1-6°8

Co=CO~"2| Y /2

j=0

+CC( +1>, (7.35)

where C is the constant which appears in the right-hand side of (7.34). The constant Cj
only depends on the parameters d, s, c4,c_.

We next prove, by an inductive argument, the following upper bound on the excess
decay E;: for each j € {0,...,J},

. 9B(J—i+1)
F4 (l]) < '90‘3/ FEq (L) + W(Mu + 1) (7.36)
and )
—u— < 02200 (M, +1). 7.37
o= e, oy S G+ ) (7.37)

Initialization: In the case j = 0, the inequalities (7.36) and (7.37) are clearly satisfied.

Induction: We assume that the inequalities (7.36) and (7.37) are valid for the integers
between 0 and j, and prove that they hold with the integer j 4+ 1. The strategy is to apply
Proposition 7.2 combined with the C1“-regularity for the solutions of the homogenized
equation stated in Proposition 7.1. By (7.37) and the inequality # < 1, we have the upper
bound

L
We may thus apply Proposition 7.2 and obtain that there exists a function u; : @y, /2 = R
solution of the equation (7.4) such that

L -5

E lla; — u||L2(sz/4) < CO(M, + 1)I;".

u—(u)g,. o) < Co(My, +1). (7.38)

J

i
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Assuming, without loss of generality, that § is smaller than 1/4 and using the C1:*-
regularity of the map u, we can write

e Br(n) = jof flu =€z, ) (7.39)
< of fla; = lipegq,, ) 15—l )
< C 0t ot iy =g, o+ 05 1C(M, + 1)1 7
< G inf lu—fll g, ) + Cal iy = ull g, )+ OO+ 1)1
<AV (1)) + C (Cab™+ +07571) (M, + 1)1,

Using the definition of 6, we have that 44/2+1C,0* < /2. We additionally recall that
l; > 67=7 Ly, and select the constant L, large enough so that

C (Caaa + 0*%*2) L% <1 (7.40)

We note that the constant Ly depends only on the parameters d, s, c;,c_. Using the
identity /;41 = 0l;, the computation (7.39) can thus be simplified and becomes

E1(lj41) < 0°72Er(ly) + 0°Y =) (M, +1).
Applying the induction hypothesis yields
9B(J—j+1)
1-658

98(I—j)
1-68 (

Ei(lj41) <622 <9af/2E1 (L) + (M, + 1)) + 08V =9 (M, +1)

<0UTVEE (L) + M, +1).

The proof of the inequality (7.36) is complete. The inequality (7.37) can be deduced from

the inequality (7.34) with the induction hypothesis (7.36), the inequality E;(L) < M,
and the definition of the constant Cj stated in (7.35). We obtain

1
— [u - @a,.,

J
<CO~Y22N" B (1 M,
I <C Y E(l;)+C

LQ(sz+1) =0

J
oo
< —d/2-2 ak/2
< k§:0 (e My + 5 (M, + 1)) +CM,

< 0Y*200 (M, +1).
To conclude the proof of (7.31), we note that, for any ! € [X, L], there exists an integer
j €{0,...,J} such that §; <1 <, and consequently
1

sl
7= ey <727 u— (e
J

L2(Qu))

< Co(M, +1).

Lj
The C1“-large scale regularity estimate stated in (7.32) can be deduced from (7.36) by
a similar argument. O

A Quantitative approximation scheme

This appendix is devoted to the proofs of Proposition 4.2 and Proposition 6.8 and
provides a quantitative approximation scheme for solutions of nonlinear parabolic equa-
tions.
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Proof of Proposition 4.2. Fix ¢ > 0, a boundary conditions f € H?(R x R9), let @ be the
solution of the parabolic equation (1.9) and extend it by the value f outside of the set Q.
We recall that the map u satisfies the following estimates:

» The H?2-regularity estimate
1l 21,20y < C I llm2() s (A1)
» The H'-regularity for the time derivative
10l 21,11 (pyy < C I L2y - (A.2)
For r > 0, we denote by D(r) and D*(r) the sets
D(r):={x € D : dist (z,0D) > r}, D*(r):= D*ND(r),

In the rest of the proof, we set r = \/c. We let x : R? — R be a smooth nonnegative
cutoff function supported in [—1,1]¢ and satisfying f]Rd x(z) dx = 1. We then rescale the
map Yy by setting x, = 7r~%x(-/r) and define, for (¢,z) € I x D(r),

ux Xr(t7 :E) = /]Rd ﬂ(t, T = y)Xr(y) dy

Let ¢ : R? — R be a cutoff function satisfying
1pern <E<1pgy, [VE<Or

We then denote by
U=¢&(uxxr)+ (1 —-&@xxe), (A.3)

that is, we mollify the function @ on a scale r = /¢ inside the cylinder I x D(2r) and
on a scale ¢ in the boundary layer @ \ (I x D(r)) (and use a smooth cutoff function to
transition between / x D(2r) and @ \ (I x D(r))). We then note that, with this definition,

we have the identity U = f. on I x 0D° (as 0D¢ is defined to be the external vertex
boundary) and, on the set {0} x D¢,

U0, ) = F(0, )l z2(pe) < Cr IV L0, )l 2 (py < Crl1f |2 - (A.4)

where the first inequality is a consequence of the definition of the function U and the
second one is a consequence of the existence of a trace for the gradient of a function in
the Sobolev space H?(Q).
We will denote by VeU the piecewise constant discrete gradient field defined by the
formula
VEU () = Y VEU (G y) Ly (e ey (2)- (A.5)
yeeZ

Using the H?-regularity of the function @, we have
@ =Ullp2q) + IVa = VU|z2(@) < Cr | fllgr2(q) -

We next compute the time derivative of the map U inside the set I x D(r). Using that
the map u solves the parabolic equation (1.9), we have the identity

Oy (U xr) (t,7) = — o D77 (Va(t,z —y)) - Vxr(y) dy.
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Foreachie {1,...,d}, weletn.;: R? — R be the indicator function of the straight line
joining the vertices 0 and ce; divided by ¢ so that we have, for any (sufficiently regular)
function v : R — R,

Veu(z) = JEtee) —v@) /0 Voulz + te;)

dt = Vv *n.;(x). (A.6)
€ 5

Using that the map D,,¢ is Lipschitz and the regularity estimate (A.1) on the map u, we
further obtain that

”DP6 (Vﬂ) - Dpc_r (Vﬂ) *Us“[,?([xps(r)) < Ce ||f||H2(Q) s
where we used the notation
D,6 (Vu) *xn. = (Dpo (V) * e 1y, Dpa (V) ;% 1eq) -

Consequently, we may write

O (uxxyr) (t,x) =~ | Dpo (Vu(t,x —y)) *ne - Vxr(y) dy + Eo(t, ), (A.7)
]Rd

where, by the identity r = €!/2, &, is an error term satisfying

€0l 22 (1% pe(ryy < Cr™ 1Dy (V) = Do (V) %1l 2 peryy < O™ I fll 2y (A-8)
<G| fll gz -

The first term in the right-hand side of (A.7) can be rewritten using the properties of the
map 7. as follows

" Dya (Viu(t,z —y)) *ne - Vxr(y) dy = " Dya (Va(t,z —y)) - Vxr(y) xn- dy

= D (Va(t,z —y)) - Voxr(y) dy

— V" (D, (V) % x0) (£ ).

Using once again the regularity estimate (A.1) on the function u, we have

HD,,& (Vid) % X — D@NEU)’

<C .
L2(IxD(r) — r ||f||H2(Q)

A combination of the two previous displays shows the identity: for any (¢,z) € I x D(r),

Dy (Va(t,z — y)) *ne - Vxr(y) dy = VE - Dpa(VEU) + VE - &1,
Rd

where &; is an error term satisfying
1€ L2 (rx peryy < CEV2 1 Nl - (A.9)
We have thus proved the identity (inside the set I x D(r))
Oy (x xr) = V& - Dpa(VEU) + & + V° - &1.

Using the definition of the map U stated in (A.3), we see that it solves the discrete
parabolic equation
U —Ve©-D,a(VeU) = € in Q°,
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where the error term £ takes the following form
£:=E8 +EVF &+ &,
where the terms &, take the following form
&y = (1= &) ((By) * xo) + (1 — E)V® - D& (Vo). (A.10)

Let us note that the error term & is supported in the boundary layer I x (D \ D(2r)),
that, by the regularity estimates (A.1) and (A.2), its L?(I x (D \ D(2r)))-norm is bounded
by the H2(Q)-norm of f. We thus obtain

€21l L2 (1 x (pe\D<2r))) < Cllflm2() - (A.11)

We next note that the map w = U — %° solves a linear parabolic equation of the form, for
some uniformly elliptic environment a
dw — Ve -aVeiw = & in Q°,
w=0 on I x 9D°%,
w=U~—f on{0}x D

Using the properties of the cutoff function ¢ and an energy estimate, we obtain the upper
bound

||Vw|\iZ(Qa) < Cll€oll g2 (ry) 1wl L2 (e
+ C €l p2(qe (vaHLZ(IXDE(r)) +rt ||wHL2(I><(D\D(2r)))>
+ Cll&2l L2 (1% D\ D= 2r)) 1@ L2015 (D=\ D= (20)))
+ C[IU0,-) = £2(0,) |72 (pe)-

The Poincaré inequality applied to the map w (which is equal to 0 on the boundary of the
set D?) then shows

lwll L2 (1w (pe\De(2r))) < CTIVWI L2150 Do\ De(2r)y) ARA Wl 2oy < CIIVW[ 12(ge) -

A combination of the two previous displays gives

IVwllz2gey < Cll€ollp2(rxperyy T C NE1IL2(1x pe(ry) T CT 1 €3l L2(1% D\ De (20)))
+ C”U(Oa ) - fe(ov ')||L2(D5)~

The first two terms can be estimated thanks to (A.4), (A.8), (A.9) and (A.11). The proof
of Proposition 4.2 is complete. O

The proof of Proposition 6.8 follows similar lines with the following differences: we
consider a boundary layer with respect to the space and time variables, and consider a
mesoscopic scale and a boundary layer of different sizes (the parameters r and « in the
proof below). We thus only provide a detailed sketch of the argument.

Proof of Proposition 6.8. Fix ¢ > 0, a boundary condition f € Wgﬁ*”o(Q), let @ be the
solution of the parabolic equation (1.9) and extend it by the value f outside of the set
Q. We recall the notation Q(r) introduced in (6.24). In this case, the map @ satisfies the
following estimates:
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» The global Meyers estimate: there exists an exponent 7 := vy(d, ¢4, c—) > 0 such
that

||Vﬂ||L2+wo(Q) < C(Hf”wpl__ﬁ*“’o(Q) + 1)‘

* The interior regularity: for any r € (0, 1),

r DN o i) + 7 1V 12 gy + 7 10Vl L2y < CUIS Ny, () + 1)

We fix a boundary layer » = % and a mesoscopic scale x = £/* with two exponents 6y, 6,
satisfying 0 < 6y < #; < 1 whose values will be decided later in the argument. We let
x : R — R be a smooth nonnegative cutoff function supported in [—1,1]¢ and satisfying
Jgra X = 1. We then rescale the map y by setting x,. = £~ %x(-/x) and x. = e~ ?x(-/¢) and
define, for (t,z) € Q(r),

uxxg(t,x) = /Rd a(t,z —y)xs(y) dy.
We then let £ : R? — R be a space-time cutoff function satisfying
1oen <& < 1y, 7| VEl+ 170 < C.
We denote by
U=¢&(@xxe)+ (1 =8 (axxe). (A.12)

Using the Meyers estimate, the interior regularity of the map « and Hélder’s inequality,
we obtain that there exists an exponent 5 > 0 such that

||ﬂ - U||L2(Q) + ||Vﬂ - vE(J”LZ(Q) S Ck ||v2ﬂ||L2(Q(r)) + ||va||L2(Q\Q(27‘))

2

<C (ma—l +1Q\ Q(Qr)|2+”0) (Hf“wﬁ;f”o(Q) +1)
< Ccfﬁ(Hf”W;i;f*m(Q) +1).

Using the same argument as in the proof of Proposition 4.2, we obtain the identity, inside
the cylinder Q(r),
O (u*xx) =V-Dpa(VEU) + E + V° - &1,

where the two error terms &, and &; satisfy the estimate, for some exponent 3 > 0,
€0l L2 (ryy T €11 L2 (@ (ry) < CEﬁ(HfHH;M(Q) +1). (A.13)

Using the definition of the map U stated in (A.12), we see that it solves the discrete
parabolic equation
0U —V*®-D,e(VU) =€ in Q°

where the error term £ takes the following form
&=E8 + fﬁa &+ E + &,

with

{52 = (1 =€) ((8) * xe) + (1 = E)VE - D,a(VEU),
Es = 0 (Uxxp — Uk Xe)-

The L*™° (I, W =120 (Af))-norm of the term &, can be estimated as follows (omitting
some of the technical details)

||82HL2+’YO ([,Wfl,uwo(/\i)) < O(Hf”W;Af*WO(Q) + 1)~ (A.14)
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Additionally, the L?(Q° \ Q°(2r))-norm of the term &3 can be estimated as follows
H53||L2(Q5\Q5(27")) S CT72/€ ||V,L_L||L2(Q\Q(2T)) S 05017290(||f||wr}ﬁ+70(62) + 1)
We then choose the exponents 6y and 6, so that 26y < #; and deduce that
||g3‘|L2(QE\Q5(2r)) < CEB(Hf||WI}§+“fO(Q) + 1)' (A.15)

Thus, the map w = U — u® solves a linear parabolic equation of the form, for some
uniformly elliptic environment a,

Ow—Ve-aVew=¢E in Q°,
w=0 on JdpaQ°.

Denoting by ¢ := (2 4+ 70)/(1 + 70) < 2 the conjugate exponent of (2 + ), using the
properties of the cutoff function ¢ and an energy estimate, we obtain the upper bound

||VU’||2L2(QE) < Cll€oll p2qe () 1wl 2oy
+ ClEl s grry) (IVelagey + 77" 0ll gz gergriany )
O 20 (1, w1400 (a5)) VWl Lo (@o\@= (2r))
+C &l L2 @e\qs 2 1@l 2@\ (20 -

Combining the inequalities (A.13), (A.14) and (A.15) (and using Holder’s inequality to
estimate the third term in the right-hand side), we deduce that there exists an exponent
B > 0 such that

vaHL2(QE) < CEB(Hf”W;EﬁJF'YO(Q) + 1)' O
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