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Abstract

We provide a concise PDE-based proof of anomalous diffusion in the Kraichan
model—a stochastic, white-in-time model of passive scalar turbulence; that is, we
show an exponential rate of L? decay in expectation of a passive scalar advected by
a certain white-in-time, correlated-in-space, divergence-free Gaussian field, uni-
form in the initial data and the diffusivity of the passive scalar. Additionally, we
provide examples of correlated-in-time versions of the Kraichnan model which fail
to exhibit anomalous diffusion despite their (formal) white-in-time limits exhibiting
anomalous diffusion. As part of this analysis, we prove that anomalous diffusion
of a scalar advected by some flow implies non-uniqueness of the ODE trajectories
of that flow.

1. Introduction

In this paper we consider the Kraichnan model—a model of passive scalar tur-
bulence in which a scalar 8 solves an advection-diffusion equation with advecting
flow given by the random white-in-time, correlated-in-space, divergence-free Gaus-
sian field u. The flow is specified by two parameters: «—which controls the Holder
regularity above the microscale—and 7, which is the microscopic length scale be-
low which u is smooth. The flow u is given precise specification in Section 2.1.
The SPDE the passive scalar 6 solves is

d6, = kA6, —u O V6, (1.1)

where the notation of u ©® V6; denotes that we are interpreting the equation in
the Stratonovich sense, explained in Section 2.2. In Section 3, we consider the
vanishing diffusivity limit x — 0 and prove with Theorem 1.1 that this model
exhibits anomalous diffusion—a uniform-in-« rate of L> decay of 6; in expectation.
In Section 4, we show that for any flow (deterministic or random), anomalous
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diffusion implies the non-uniqueness of positive L>L?2 solutions of the transport
equation associated to the flow as well as nonuniqueness of ODE trajectories in
the flow. In Section 5, we study the necessity of the white-in-time property of
the Kraichnan flow by constructing examples of correlated-in-time flows which
fail to exhibit anomalous diffusion despite the presence of anomalous diffusion in
their formal white-in-time limits. We provide a more precise overview of results in
Section 1.2, but let us first provide some background on the problems under study.

1.1. Background and motivation

The anomalous dissipation of energy in a turbulent fluid is a fundamental ex-
perimental fact of turbulence, as emphasized in Frisch’s comprehensive account
[17, Chapter 5]. Anomalous dissipation refers to persistent dissipation of energy
in the vanishing viscosity limit, despite viscosity being the ultimate source of en-
ergy dissipation. It is both experimentally and numerically well-observed that this
somewhat surprising phenomenon is generic to turbulent fluids [22,31]. Further,
the genericity of anomalous dissipation is a necessary assumption to much of the
phenomenological theory of turbulence, in particular it is necessary to the derivation
of Kolmogorov’s celebrated 4/5-law in K41 theory [23-25].

Despite its foundational nature, a satisfying theoretical explanation of anoma-
lous dissipation is still elusive. Giving a complete and rigorous account of anoma-
lous dissipation through the Navier-Stokes equations is currently well beyond the
grasp of current techniques. In order to make the problem somewhat more ap-
proachable, a simpler but analogous system is often considered. The nonlinear,
self-advecting complexity of a turbulent fluid is replaced by passive scalar evolu-
tion, in which a field (such as temperature, salinity, or dye concentration) is advected
by a flow without acting on the flow. The flow is therefore considered as given, and
we are left only to solve a linear advection-diffusion equation.

For sufficiently complicated advecting flows—such as when the advecting flow
is itself a turbulent fluid—the passive scalar exhibits phenomena analogous to fluid
turbulence, which we call scalar turbulence, whose heuristic description was first
given by Obukhov [30] and Corrsin [9]. Of particular interest to us, in scalar tur-
bulence we expect generic anomalous diffusion—persistence of L?> norm decay
in the vanishing viscosity limit. While the linear setting makes the analysis much
simpler than for fluid turbulence, it is still very difficult to even give examples of
anomalous diffusion. One simple reason to see why this the case is that we need
the advecting field to be rough for anomalous diffusion to be even possible: for
Lipschitz advecting flows, one can directly control the rate of energy dissipation
and prove it vanishes in the O viscosity limit. Thus to construct examples, one
needs to provide a rough enough advecting flow while carefully controlling the
passive scalar solution. Deterministic examples of anomalous diffusion have only
been constructed rather recently, first in [11] and [6], which each provide a flow for
which one can carefully analyze the associated transport equation and then treat the
diffusion perturbatively. Following those examples, [2] gave an example of a flow
which one can iteratively homogenize—or renormalize—to show that the effective
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viscosity on large scales is positive and independent of the molecular viscosity, in
the vanishing molecular viscosity limit.

Prior to the construction of these deterministic examples, there was primarily
one model known to the community to exhibit anomalous diffusion. The Kraichnan
model [26] is a stochastic model of scalar turbulence in which the flow u is given by
a white-in-time, Holder-continuous-in-space Gaussian field. The Kraichnan model
has been subject to substantial investigation in the physics and applied math litera-
ture following the foundational paper [5], in which it was demonstrated to exhibit
many of the interesting properties of turbulence—including anomalous diffusion.
The bulk of the work done for the Kraichnan model is at the heuristic level and not
fully rigorous. For reviews of this literature, see [16,19,28].

Thus the Kraichnan model gives a model of scalar turbulence for which anoma-
lous diffusion is generic. Itis an appealing alternative to the painstaking construction
of particular deterministic examples and suggests a different path for the rigorous
study of anomalous diffusion, through suitably chosen random flows. A first step
on this path is a rigorous understanding of anomalous diffusion in the Kraichnan
model. The primary rigorous reference for the Kraichnan model is the pair of papers
[20,21]. These works study a different but related problem to that of anomalous
diffusion, instead focusing on the finite time separation of infinitesimally separated
particles flowing along the ODE trajectories of the advecting field. Its tools are also
quite different from ours, using probabilistic techniques to study Lagrangian parti-
cle trajectories. We note also the interesting work [29]. More recently, the preprint
[35] rigorously studies the Kraichnan model and similar to our analysis essentially
uses the closed equation for the equal-time two-point correlation; their focus is
different, instead considering mixing in spatially smooth fields.

1.2. Contributions of this paper

This paper provides a rigorous, PDE-centric proof of anomalous diffusion in
the Kraichnan model using techniques that are accessible to the fluids community.
We particularly focus on how the white-in-time property of the Kraichnan model
is needed.

The Gaussian flow ™ in the Kraichnan model is specified by two parameters,
a Holder exponent « and a small scale cut off 5. If we take the cutoff 5 to be 0,
then the flow is approximately spatially C¢. For > 0, we simply smoothly cutoff
length scales below 1, so the flow is spatially smooth but still has the structure of a
Holder continuous flow on scales above 1. The motivation for a small scale cutoff
is that an advecting turbulent fluid with positive viscosity should be smooth below
the dissipation scale. See Section 2.1 for a precise specification of u™%. We show
anomalous diffusion for a very broad range of parameters, given by the following
precise estimate:

Theorem 1.1. There exists C(d) such that, for all « € (0, 1), n € [0, CYHke
(0, C™Y), we have for any 6y € L*(T¢) such that [ 6y(x) dx = 0, that if 6*"% :
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[0, 00) x T4 — R is the random function solving the Kraichnan SPDE

(1.2)

do; " =k AGSTE —une o v
010, ) = 6o,

then, forallt > 0,

C log B
EN6F™ 13 pay < ew(l _a<logn v 1>)e NN sy (13)

We note that the exponential rate of decay is entirely independent of all pa-
rameters: only the prefactor varies. We expect anomalous diffusion—estimates on
the dissipation of the L2-norm uniform in x as k — O—only in diagonal limits
where n — 0 additionally. If n stays bounded away from 0, then the flow is spa-
tially smooth and so cannot exhibit anomalous diffusion. The above estimate then
implies for any fixed « € (0, 1) and any o € [1, 00), there exists a C(o, o) < 00
such that for any n° < k < C~!, we have that

E|g; " < Ce™ 0017 pay

”i2(’]1‘d)

that is, we get anomalous diffusion in this joint limit. Notably we get anomalous
diffusion under an extremely broad class of joint limits n, k — 0, requiring only
the very weak condition that the ratio of log’s stay bounded. In particular, one can
just take n = 0 and see the estimate is entirely independent of «.

The estimate breaks down as ¢ — 1—as expected, since we cannot have
anomalous diffusion if the advecting flow is Lipschitz. We note though the inter-
esting dependence on «: if the advecting flow is 1 — € Holder, then the estimate
suggests we need to wait until # & € ~! before the anomalous diffusion is apparent.
After this time though, the diffusion continues with an exponential rate independent
of €.

Let us quickly sketch how we arrive at the estimate (1.3). A simple Itd calculus
computation formally shows, crucially exploiting the white-in-time property of the
flow, that the equal-time two point correlation function for 6“7 which we denote
as

O, x, y) = EOCTY (1, X)) (t, y),

solves a deterministic linear PDE. We then use the techniques of parabolic PDE
together with functional inequalities which are essentially the Caffarelli-Kohn-
Nirenberg inequalities to show a decay estimate of f*-"-*, from which we get the
decay of

/f”’”’“(t,x,x) dx = H'E/GK"“’(I,X)2 dx = B0 (1, )72 pa)-

Following our demonstration of anomalous diffusion in the Kraichnan model, we
turn our attention to the necessity of the white-in-time property of the flow for
anomalous diffusion. In particular, we study whether correlated-in-time versions
of the Kraichnan model also exhibit anomalous diffusion. While what is perhaps
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the most natural correlated-in-time version of the Kraichnan model—the model
obtained by mollifying the drift field in time—is inaccessible to our current tech-
niques, we construct three different correlated-in-time models that do not exhibit
anomalous diffusion for any fixed positive time correlation. We argue that these
models can legitimately be called correlated-in-time versions of the Kraichnan
model as their (formal) limit as the time correlation goes to O is the Kraichnan
model.

Let us sketch one such model. Fix a correlation time € > 0, which we will take
to O to recover the Kraichnan model. Split time into intervals of width €. On the
first interval, we let #€ be constant in time and spatially, we let it be a random shear
flow, randomly chosen to be oriented vertically or horizontally and with profile
given by a random C*~ Gaussian function with typical magnitude € ~'/2. On all
other intervals, we let u€ be iid copies of the first interval. We argue in Section 5.1
that u€ formally converges to a Kraichnan model as ¢ — 0, but the shear structure
also allows us to show that for positive €, there is no anomalous diffusion. Thus we
get the following theorem (for precise statements, see Section 5):

Theorem 1.2. For any € > 0, the advection-diffusion equation associated to u®
does not exhibit anomalous diffusion for any initial data, but in the formal white-in-
time limit, the SPDE associated to the limiting flow u exhibits anomalous diffusion
for any initial data with some positive probability.

In order to show Theorem 1.2 and its analogs for the other models, two additional
results will be needed. The first is a result that allows us to show that the correlated-
in-time models do not exhibit anomalous diffusion. Since these models are also
C“ in space, we need some way of showing a C* flow doesn’t generate anomalous
diffusion. Given the roughness of the flow, this is less straightforward than it may
seem. To this end, we give a proof of the fact that if a flow generates anomalous
diffusion, then the ODE trajectories associated to the flow must be non-unique. In
particular, we show the following:

Theorem 1.3. Suppose that u € L°°([0, T] x ’]Td) with V -u = 0, and u ex-
hibits anomalous diffusion. Then there exists a positive final data 0y such that the
continuity equation

30 — V- (ub) =0,
0(T. ) =0y,

has non-unique positive solutions weak solutions in L*° ([0, T, L2(T%)). Thus the
backward ODE trajectories for u, started from time T, are non-unique for a positive
measure subset of T,

The above fact about ODE non-uniqueness is implied by the work [10] using
stochastic analysis, but that paper is written in a more applied style and does not
state theorems. While a rigorous proof along those lines could be straightforwardly
developed, we provide an independent, non-probabilistic proof. The proof the non-
uniqueness of the transport equation is similar to that of [ 11, Theorem 3]. Our proof
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follows by applying a version of that argument together with splitting into positive
and negative parts to prove non-uniqueness of the transport equation for positive
solutions. We then conclude by applying Ambrosio’s superposition principle [1,
Theorem 3.2], which effectively says that unique ODE trajectories implies unique
positive solutions to the associated continuity equation.

As stated above, we will use Theorem 1.3 to show that given flows do not
exhibit anomalous diffusion. In particular, we combine it with the fact that in 2D,
continuous, autonomous, divergence-free vector fields that vanish nowhere have
unique ODE trajectories (as shown in [32, Theorem 5.1]) to give the following
corollary:

Corollary 1.4. Suppose u € CO(T?) with V - u = 0 and u is nowhere vanishing.
Then u does not exhibit anomalous diffusion.

The second result needed for Theorem 1.2 is anomalous diffusion in an alter-
native Kraichnan model with a different spatial structure to the flow than the con-
ventional model—that is it is specified by a different covariance matrix than usual.
This Kraichnan model appears as the formal white-in-time limit of the flow in The-
orem 1.2 and is built on shear flows as opposed to generic divergence-free flows. Its
precise specification is in Section 5.3. Showing anomalous diffusion in this model
follows identically the argument given in Section 3 for the usual Kraichnan model,
except different functional inequalities analogous to the Caffarelli-Kohn-Nirenberg
inequalities are needed, namely Proposition 5.2 and Proposition 5.3.

2. Kraichnan Model

The flow specified by the Kraichnan model is a random Gaussian vector field.
The flow is taken to be white-in-time, which is to say distinct time slices are inde-
pendent. This makes the flow a.s. distributional (as opposed to a classical function)
in time, and so we we need a solution theory of SPDE to handle the associated
advection-diffusion equation. In this section, we first give a precise specification of
the flow and then of the associated SPDE. The white-in-time assumption is in some
sense deeply unphysical, as a realistic flow might have very short time correlations,
but certainly would not be uncorrelated-in-time. The reason the white-in-time as-
sumption is introduced—despite the technical difficulties associated with the SPDE
it induces and despite its unphysical nature—is that it allows us to write down a
closed (deterministic) equation for the equal-time, two-point correlation function
(as well as equations for the higher order correlation functions, though that is not
used here), as is noted in [16]. We introduce the equation for the correlation function
in this section. This equation is a degenerate parabolic equation that we can apply
PDE estimates to in order to compute the decay of the expected L? norm of passive
scalars. As such, we can translate all the analytic difficulty of the problem from
analyzing a complex stochastic equation to analyzing a relatively simple degener-
ate diffusion equation. This certainly is not the case if one were to take the flow
to be correlated-in-time, thus this section demonstrates how this argument depends
essentially on the white-in-time property of the flow.
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2.1. Specification of the random drift

We take the specification of the Kraichnan model similarly to [16]. We take u
to be the stationary zero-mean Gaussian field on T¢ with covariance given as

Eu® (s, x)u'T*(1, y) = D% (x — y)8(t — ),
where we give the Fourier transform of D?j’a,

kikj
=, 8ij — i ) kI p(nlk]) &k #0
D" (k) = {g S K] )

k=0,

where p is a smooth decreasing function such that p(0) = 1 and p vanishes faster
than any polynomial at co. The paradigmatic examples of p are

pt)=e"orpt)=e",

though of course that are many other admissible choices. We note that we let all
constants freely depend on p. The term §;; — % in /D\l"ja (k) is introduced in order
to ensure u is divergence free (in particular one can compute that EV - u™% (s, x)V -
um(t,y) =0,s0 V-u"* =0as.).

The two free parameters, o and 1, both control regularity. The regime we will
be interested in will be « fixed and  — 0. In this regime, we see that the cutoff only
effects very large k, so n governs the spatial small scale regularity of u. In particular,
it ensures that for any positive 7 that the field is spatially smooth. Physically, one
should view 7 as the dissipation scale induced by the viscosity of the advecting
flow. Heuristically, u is spatially smooth on length scales well below 7.

The other parameter « then controls the large scale regularity of u. In particular,
one should imagine that on length scales much bigger than 7, u “looks” C*~.! In
particular, Kolmogorov-Chentsov theorem gives that for n = 0, u is a.s. spatially
co .

2.2. Specification of the SPDE

We now turn our attention to the equation solved by the scalar advected by the
stochastic drift field. Recall the usual drift-diffusion equation, say for a smooth
deterministic flow v,

0,0 —kAO +v-VO =0.

We would like to put our stochastic field « in for v and have that be the equation for
6. Unfortunately, even though this equation is completely linear, the interpretation
of such an equation with a white-in-time drift field is non-trivial. The whiteness-
in-time elevates the equation from a more friendly random PDE to a fully fledged

! We use the notation C%~ := MNp<a ch
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stochastic PDE. This brings with it a fairly large layer of technicalities just to do
the usually simple existence theory. An important wrinkle is that the noise is acting
multiplicatively, in that instead of there being a white-in-time stochastic additive
forcing, the stochasticity is in the drift, which acts multiplicatively against 6. The
presence of multiplicative noise creates a distinction between the It6 interpretation
of the equation and Stratonovich interpretation.

Taking a diversion into SDEs to illustrate the point in a simpler setting, let us
consider the SDE

X0 =" f (Xng' o, 2.1)

i=1

where the £/ are standard white noises (the “time derivatives” of standard Brownian
motions). This is the setting of multiplicative noise in the SDE setting. The equation
is purposefully written informally to illustrate the interpretative difficulties. The
usual way that this sort of equation interpreted mathematically is in the It6 sense,
usually written

n
dx} ="/ (Xpdw;,

i=1

and a solution is such that for each ¢

. . n . .
x! = x| +Z/O [ (Xpdw,

i=1

where the integral is an Itd integral.

Another reasonable way to try to interpret (2.1) would be through mollification.
One could replace the distributions &’ with Eé = ne * & where 7, is a standard
family of mollifiers. Then for each € > 0, we get a well defined random ODE
which we could for the stochastic process X{ (r). Then we take the limit as € — 0.

One may expect that this process would recover the usual It6 solution to the
SDE. This turns out to be false in general. What the solutions X, to the mollified
equations converge to is generically the solution to the Stratonovich SDE. This SDE
is usually written as

n
dx/ = Z £ (X)) odWw],

i=1

and solutions X tj are such that, for every ¢,
. L
X} = x| +Z/ £ (X5) 0 dW],
— JO
i=1

where the integral is interpreted as the Stratonovich integral. The distinction be-
tween the Itd and Stratonovich integrals effectively amounts to a difference in the
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convention for computing the “Riemann sums” for these integrals, with the Itd con-
vention corresponding to a left Riemman sum and the Stratonovich to a midpoint
Riemann sum.

Since the Itd SDE is not recovered by mollifying the noise, for many physical
models the natural SDE model is the Stratonovich SDE, as one is generically am-
bivalent between very short time correlations and white-in-time correlations. On
the other hand, it turns out that It calculus is often mathematically more conve-
nient than Stratonovich calculus. Fortunately, Stratonovich SDEs can be phrased
as equivalent Itd SDEs (and vice versa). The Itd to Stratonovich conversion gives
that the following SDEs are equivalent

n
dx; = b/ (X)dr + Z £ (X)) odw}

i=1

and

) _ 1 n ) n ) '
dx/ = | DX+ 35 D7 af! X x|+ 37 ff (xpaw). @2)
k,i=1 i=1

where the first is a Stratonovich SDE and the second an It6 SDE. In particular, we
note they differ by a deterministic drift term. For a more complete discussion, see
[13].

Returning to the Kraichnan SPDE, the presence of multiplicative noise forces
us to choose a convention—Itd or Stratonovich—in defining the equation. The
above discussion motivated that the Stratonovich convention is the natural one
for this equation. The Stratonovich convention is also what is universally used in
the literature on the Kraichnan model. Using the notation of SDEs, we write the
Kraichnan SPDE as

e N OB 23)
The equivalent 1t6 SPDE is the following:
doF " = (LD(0) + k1) : V2O — u . voee, 24

We see it involves a correction term similar to the SDE case. For a derivation of the
Stratonovich to It6 conversion for the Kraichnan model, see [12] or [18, Section
2.3]2

The existence theory for this sort of SPDE is technical but well developed. The
details are not relevant to the present study. Unique solutions can be found in the
generalized solution sense due to Kunita [27]. This solution theory is developed for

2 As the latter reference makes particularly clear, one way of computing this correction
is to view the SPDE as an infinite system of SDEs driven by iid Brownian motions and
use the Stratonovich-to-Itd correction described above for SDEs to compute the correction
for the SPDE. This is straightforward but laborious and unenlightening, so we refrain from
repeating the argument here.
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this exact model (on R? instead of T?, but everything follows similarly) in [12].
An alternative L>-based solution theory is developed in [18].

What we will need for our study of the Kraichnan model is the PDE for the
equal-time two-point correlation

FOmre @, x, y) = RO (1, X)L, y).

We provide the derivation with formal It6 calculus—suppressing temporarily the
superscripts.

O f (@, x, y) =Ed(@(, x)0(1, )
= Ed6, (x)0; (y) + Eb,(x)d0; (y) + E(d6,;(x), d0;(y))
= (3D0) +«) : (Vi + V)EO(, x)0(t. y)
+ (s (x), ur (y))ijox 9y EO (2, )0 (2, y)
= (3DO) +«) : (VI + V) f(t.x.9) + Dij(x — y)dy,dy, f(t. x. ).

This computation is rigorously justified in [12].
We note the equation for 6 is translation invariant, so if we start with random

initial data with translation invariant law 6 (x) 4 Op(x 4+ v) forany v € R4, then 6
will remain translation invariant in law, in particular, f (¢, x, y) will invariant under
the translation f(z, x,y) = f(t,x + v, y 4 v) for any v € R?. Thus

f@ x,y)=ft,x—y,0)=:g(t,x —y).
Then we note that g solves
dg = 2« + D(0) — D(r)) : Vg =V - 2«1 + D(0) — D(r))Vg,

where we use that D is divergence-free.
We summarize the consequence of the above discussion as the following propo-
sition:

Proposition 2.1. Let u be the white-in-time Gaussian field specified above. Then
the Stratonovich SPDE

4O = K AGET — e © VOP,
is formally equivalent to the It0 SPDE
dof ™ = (3D"(0) + k1) : V2O —uh e voT

This SPDE has unique solutions in the sense of Kunita (or in the sense of energy
solutions). Letting

FOme (@, x, y) = EOT (1, X)), y),
then f solves the PDE
B (1, x, y) = (AD™(0) + &) : (V2 + V2) <141, x, y)
+D (x = y)ay, 8y, f (1, x, ).
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In the case that 0y is translation invariant in law, then so is 0%, and thus "%
is translation invariant, so

EQ ™% (1, )0 (1, y) = f(t, x, y) = g (t, x — y)
where g% solves
B, g = V. g ()Y gk
with

a“"%(r) == 21 + D" (0) — D" (r). (2.5)

3. Anomalous Diffusion for the Kraichnan Model

In this section, we keep track of explicit dependence of all constants on «, 1, k';
abstract analytic constants C depend only on the dimension d (and implicitly the
cutoff function p). We are interested in anomalous diffusion, so we are interested in
the L? diffusionin the limitas k — O for fixed a. We will have to take a simultaneous
limit as n — O though in order to get the diffusion anomaly. This is because the
advecting field is very smooth on scales well below 7, and we need roughness on
small scales in order to get the diffusion anomaly. Thus we are interested in the
diagonal limits n, k — 0. Anomalous diffusion under the proper class of diagonal
limits will be a consequence of the explicit bounds in terms of 1, k.

It is worth noting here that this argument works only in the case that « < 1,
that is the spatial structure of the field must be less regular than Lipschitz. Thus
we see that the anomalous diffusion in the Kraichnan model is generated both by
the white-in-time nature of the field and its spatial roughness. A white-in-time but
spatially smooth field would not work.

Throughout, we assume that 8°-7¢ has initial data that is translation invariant
in law. Note that

1
g, 0) = BT (1, 0)2 = B9 (1, x)? = EE[@K*W@, x)% dx

1
=5Ewmwawm;@”
Thus we can show (expected) L? diffusion of 6%7:% by showing time decay of
g'“"%(¢, 0), which we now take as our primary goal. Recall that

0g T = V-t (1) Vg e,

so g solves a divergence-form diffusion equation. Thus to show the desired decay,
we need control on the diffusion matrix a’>7%. The following proposition gives the
desired control. We defer the computationally intensive proof—which is similar
to computations that have appeared previously in the literature, such as in [14]—
to Appendix A. Note that, throughout, we make the notational identification of
T¢ = [—m, 7]4.
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Proposition 3.1. There exists c(d) > Osuchthat, foranya € (0, 1), g € [, 1], n €
[0,¢),k >0,w e RY,

w @M (yw = (1 AP =B |1 12P w2, G.D
and in particular,
w - @< Ow > elx]Fwl]? (3.2)

Remark 3.2. The above expression (3.1) is a bit complicated as we keep track
of explicit constants in «, 1, « and introduce a free parameter . This constant
dependence turns out to be reasonably simple in the final result (Theorem 1.1),
but for ease of reading, one can keep in mind the somewhat natural case that
B = a, k ~ 1°*. We see in this case we get the bound that

2
w-al My > clx | 1wl

These bounds (3.1) and (3.2) are all the control we will need to prove the desired
decay. Our goal is to show a uniform rate of time decay of g-"“(z, 0). Since, for
fixed k > 0, the matrix a-7"“(x) is uniformly elliptic, classical parabolic theory
gives that the solution g’>™% is continuous. As such, it suffices to show the L™
decay of g’°"“. Our proof will proceed directly along the usual lines: first we show
the L? decay of g* and then we show an L bound for the fundamental solution.
These together then imply an L bound on g%,

The proofs will also be essentially the usual arguments of parabolic theory but
with different functional inequalities than those used in the proof for uniformly
elliptic matrices. The only parabolic estimate is the energy identity

dl1

TR sy = — [ Ve a g

Normally, one uses the Poincaré inequality for the L? decay and the original argu-
ment of Nash uses a special case of the Gagliardo-Nirenberg interpolation inequal-
ities to get the L control of the fundamental solution.

Instead of having access to the L norm of the gradient of the solution—as is
the case for uniformly elliptic diffusion matrices—we only have access to a version
weighted by a power of |x|,

/|x|2ﬂ|Vg""7’°‘|2 dx.

Thus instead of using the inequalities suggested above, we use weighted versions,
which are effectively the Caffarelli-Kohn-Nirenberg inequalities [8].

In particular we need a version of the Poincaré inequality to do the L? estimate.
This is provided by the following. Note the proposition is stated for 0-mean func-
tions on the hypercube and as such holds a fortiori for 0-mean functions on the
torus.
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Proposition 3.3. Letd > 2, D := [-n,7]%, andg : D — Rsuchthat [ gdx = 0.
Then there exists C(d) < oo such that

lglz2py < ClIxIVEllL2(p)-

We also will need the following weighted interpolation inequality for the esti-
mate on the fundamental solution:

Proposition3.4. Let d > 2, B € (0,1), and g : T¢ — R, then there exists
C(d) < oo such that

gl 2nay < CANXIP V2 pay + 181152 pa) N8N 1y
with

a= i12-28 € (0, 1).

Inequalities of this form are most often stated for compactly supported functions
on R?. We provide proofs of the versions we need in Appendix B. The arguments
are included for completeness as no references for the needed cases (0-mean and
periodic) could be found, but no claim to novelty is made.

With these inequalities in hand, together with the bounds (3.2) and (3.1), we
are ready to prove the L decay of g**V. We proceed by first showing exponential-
in-time L2 decay and then controlling the L> norm by the L? norm. First, the L?
bound, which starts with the usual energy estimate.

Proposition 3.5. (Energy estimate) Suppose that g solves
g —V-a“"%*Vg =0 (3.3)

with fg(O, x) dx = 0 and a"% as defined in (2.5). Then there exists c(d) > 0
such that foralln < ¢,k > 0,a € (0, 1) we have the decay

g, Hp2emey < e “'|g(0, M2 cray-

Proof. Note that the equation is mean-preserving, so that [ g(z, x) dx = 0 for all
t > 0. We then compute

d
3 18122epey = =2 / Vg d“"Vg < —c / x1°1Vel® < —cllglFapay,

where we use the bound (3.2) for the first inequality and Proposition 3.3 for the last
inequality. Then the Gronwall inequality gives the proposition. O

Thus we have exponential L? decay of g% with a uniform rate, but as dis-
cussed above, we really want L decay of g%, To go from L? to L™, we get L?
control of the fundamental solution, which is provided by the following proposition:
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Proposition 3.6. (Nash estimate) Let ® (¢, x, y) be the fundamental solution to the
equation (3.3) started at y, i.e.

3D — Vy - a1 (x)V, ® = 0
@0, -, y) =4,

then there exists C(d) such that for all n < Clk>00ac ©0,1),8 € [a, 1),
and for all x, y,

I, x, Iz cray + 1L - VL2 (re)

4 4gi-a)
< (%)4(1*/3) (7) Zﬂ(l—ﬂ) K_d/4 + 1)t_4(1d_ﬂ) 4 C4(1d_/3) ,

Proof. Note that since a’°""% is symmetric, ® is symmetric in x, y,

O, x,y) =, y, x).

As such we just prove the estimate on | D (¢, -, y) ||L%(Td).
Fix some y € T4, let ¢(t,x) = ®@(t x,y). Note that [¢(t,x) dx
= ll¢(, ) p1(ray = 1. We then write the usual energy identity

||¢||L2(Td) f Ve - a4V < —c(I APV )1k PV 75 ),
where we use (3.1). Then by Proposition 3.4
191l 2pay < CARIPVOIG 2 pay + 101 25a) 1017
= CllIxIP VoI pay + ClP N2 pay s

with

B d

S d42-28
Thus

X1PVOI 2 pay = clldll 2y = 10112 pay -

Thus since a < 1, there is some C(d) < oo such that if ||¢]|,2(pe) = C, then

cllollz2eray = 1112 0pay = clldll p2epay — —||¢||L2 (dy = cllllp2ray,
L2(Tdy &

SO
IVl 2pay > eIl i,

and so, for ||¢||? > C,

L2(T?) =

2
||¢||Lz ey < —e(L APy g

2-2
= —c(L AP DRyl 5 pa)' T

(T
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Let
_2-28
g0) == (1l 2pa) ™ T -

Note then that, for g(z) < c(d) (as we need ||¢|| r2rdy = C ), we have that

2p 2 -2 d

d 2 —
780 =————Iol27a)” 10122 ey = = HA APPETDITP),

Note also that lim;_, ¢ ||¢||iz(w)(t) = 00, so lim;—,¢ g(t) = 0. Then we have that

g(1) = min(c(1 — YA A n?P@= D =Py ¢y,

where we get the min as the differential inequality stops being valid for g(¢) > ¢
Thus we have that
d

120 < (=) ™7 (5 004 1)t 4 o,

allowing us to conclude. O

We can then combine the above two results to give L decay of solutions to
the degenerate parabolic equation.

Proposition 3.7. (L°° decay of solutions) Suppose that g solves
9,g—V-d“"*Vg =0

with fg(O, x) dx = 0. Then there exists C(d) > 0 such that for all « € (0, 1),
N,k < C k>0, we have forallt > 0,

C(l()ﬂ

—t/C
o1 vl))e C11(0, )l Lo (pay-

gt )l eoray < exp (—

and also for all t > &({gg’; v 1)

C (logK
logn

Proof. We have that the matrix a’°7“ is uniformly elliptic for any ¥ > 0, so the
solution g is continuous for any ¢ > 0. As such it suffices to bound the L° norm.

The first inequality is a direct consequence of the second inequality and the
maximum principle. Let us prove then the second inequality. Using Proposition 3.5
and Proposition 3.6, we have forany 0 < 7 < ¢,

lgt, Meorsy < ex ( v 1))e Clg 0, )l 2grey:

l—«

[’ ) = t_T, ) T, X, d H
lg(t, )l o re) Hfg( newe |

S @@ x, Wizl =7, )2 ere

a4 .
< ((%)4(1—& (ndzﬂ((l] 5 - d/4_|_1) t/C o anh

d
+ CTT /Y™ g0, )| gy
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Taking 7 = ﬁ, we get that

L dpl—a) _
gt )l ooy < T (17205 k=4 4 1)e /)0, )l 2oy

1
™ (315 (210~ +1)eI)g(0, 2oy

Optimizing while respecting the constraint that 8 > «, we take

log k

= v
P log n?0-®) 4+ logk *

and so if k > n2°‘, we take 8 = « and so get for r > ﬁ,

1 o —

gt )l ray < €T (% 6 4 1)/ €9 0, ) 2oy
1
< Cae Y80, ) 2 era)-

1 logk
—a) Togn

Otherwise, if € < nz"‘ we get that forr > 1 + IgEm)

1 Lli _
1g(t, x) | Loocray < €' T lon e/ g (0, )|l 1274

We see then these can be combined to give that for t > < (}gg’:) v 1)

C (log/c

v1))e/Clg, ,
—a \logy e g0, g2 (e

g, )1l oo nay < exp(

thus we conclude. O
This proposition easily implies Theorem 1.1.

Proof of Theorem 1.1. All the propositions above are for initial data that are trans-

lation invariant in law. Letting 6y € L?(T%) deterministic, by adding an indepen-

dent random uniform translation to 6y, we can get a random initial data 6 that is
translation invariant in law, and furthermore,

Ef (y) = | / 05 (x + ) dx = cll60117 2 pa)-

]
Consider g% associated to the initial data 50. Note that

/g'(’"’“(O, x) dx = Efp(0) / Bo(x) dx = 0.
Note also that

|70, )| = [E6(0)80 ()| < 3EBo(0)” + 3E6 (x)” = cllf0l1 72 pay -
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Let 6,°"% be the solution the Kraichnan SPDE 1.2 with initial data 6 and 6"
the solution with initial data 6. Note that 6,"" is just an independent uniform
random translation of §,"""* Thus, using Proposition 3.7, we have that

EN65 " N7 2qay = EII@K"I’“”iZ(W)

= Cg"m%(1,0) < C|Ig"“™*(t. )l cocra)
C /logk

e ( ( v 1)) —-t/C 0, )7

xp (- oe 1 e 1180, )l poo ey

C log k —1/C 2

<eXP<1 —a(logn v 1>)e 160172 pa)

as desired. -

4. Anomalous Diffusion Implies Non-uniqueness of Backward ODE
Trajectories

In this section we give a new proof that anomalous diffusion implies non-
uniqueness of ODE trajectories of the underlying field. This fact is of some inde-
pendent interest, but it is in particular used here to show that some of the correlated-
in-time models constructed below do not exhibit anomalous diffusion.

Let us first give the a very broad definition of what we mean for a vector field
to exhibit anomalous diffusion.

Definition 4.1. Let u € L®([0,T] x T9), V-u = 0, 6y € L*(T%), and define
6% 1 [0, T] x T to be the unique solution to

3,0 —kAG¥ — V- (ub*) =0

6% (0, -) = 6p.

We say that u exhibits anomalous diffusion with initial data 9y if
hm 1nf ||9K ||L2(Td) (T) < ||9() ||L2('JI‘LI')
k—0

We say that u exhibits anomalous diffusion if it exhibits anomalous diffusion for
some initial data.

We note that under this definition, Theorem 1.1 gives that the Kraichnan model,
for any (non-constant) initial data exhibits anomalous diffusion with positive prob-
ability for sufficiently large 7. With this definition, we restate Theorem 1.3.

Theorem 1.3. Suppose that u € L*([0, T] x T with V. -u = 0, and u ex-
hibits anomalous diffusion. Then there exists a positive final data 0y such that the
continuity equation

30 —V - ub) =0,
o(T, ) =0y,
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has non-unique positive solutions weak solutions in L*° ([0, T, L2(T%)). Thus the
backward ODE trajectories for u, started from time T, are non-unique for a positive
measure subset of T¢.

In the above theorem, we reference weak solutions to the continuity equation
with final data. For reference, we define weak solutions with initial or final data.

Definition 4.2. Let u € L>°([0, T] x T%). We say that 6 € L>°([0, T], L?(T%)) is
a weak solution to the continuity equation

36—V - ) =0
(0, -) = 6o,

if for every ¢ € C2°([0, T) x T9), we have that
/ —0;¢p0 + u - Vo dxdr — /QO(x)qb(O, x)dx =0.
Similarly, 0 is a weak solution to the continuity equation

30—V - b)) =0
0T, ) =0y,

if for every ¢ € C°((0, T] x Td), we have that

/ —3,00 + u - Vo dxdt + / B0(x)¢ (T, x) dx = 0.

We will want to use the following properties of weak solution in proof of
Theorem 1.3:

Lemma 4.3. Let u € L>®°([0, T] x T¢) and let 6 € L;’OL)% be a weak solution to
the initial value problem

30 —V - o) =0
0(0, ) = 6.

Then

1. We have the representation
13
o=to+ [ Vo)
0
with the integral interpreted as Bochner integral over H™ .

2.0 eC(0,T]; Lg) (T%)), after modifying on a measure zero set.
3. Forany ¢ € C*°(R x ’]I‘d) andany 0 < s <r < T, we have that

/r / —0;¢0 +u - Voo dxdr + / ¢ (r, x)0(r,x) — (s, x)0(s, x) dx,

when using the continuous-in-time representation of 0.
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A proof using standard tools is provided for the reader’s convenience in Ap-
pendix C. With this in hand, we are prepared to prove Theorem 1.3.

Proof of Theorem 1.3. The implication from non-unique positive weak solutions in
L>([0, T1, L*(T%)) to non-unique backward ODE trajectories is effectively direct
from Ambrosio’s superposition principle [ 1, Theorem 3.2]. For a careful application
of the superposition principle to show the desired non-uniqueness, see [3, Proof of
Theorem 1.3].

In order to show the non-uniqueness to the transport equation, we will first
construct a strictly diffusive solution using the assumed anomalous diffusion. Then
we will take the final data from that solution and use that to construct a new solu-
tion to the continuity equation with that final data as the vanishing viscosity limit
of a backward heat equation. Then this solution will have norm nonincreasing
backward-in-time, i.e. norm nondecreasing forward-in-time. While the original so-
lution constructed from the anomalous diffusion will have a norm which decreases
forward-in-time, thus showing they are two distinct solutions to the continuity equa-
tion with the same final data. Some care will need to be taken in giving positive
solutions, which is necessary for the application of Ambrosio’s superposition prin-
ciple. This will be done by considering the positive and negative parts of the initial
data to the drift-diffusion equation separately.

Let 6y be the initial data for which u exhibits anomalous diffusion. Before
proceeding, for technical convenience, we extend u to [0, 27'] x T by ulir2r1 =0
and let 6* be the unique solution to

0,0 —k AG¥ —V - (ub*) =0,
(0, -) = 6o,

on [0,27] x T¢.
Then, by the definition of exhibiting anomalous diffusion, we have that

liminf [|6“ || 2(T) < ||60]l 2-
k—0 x

Let 90+ , 0 » denote the positive in negative parts of 6y, so that
o =6 — 6 .

Let 6%, 8%~ be the unique solutions to the above drift-diffusion equation with «
diffusivity but with initial data 190+ and ¢, respectively, so that

0F =0t —p.
Using weak compactness and taking subsequences, let «; — 0 such that

LXL2 L®L?

gri-t 0 09T =T eT 999]5:(T) — E < 6ol
Define

. — 2
0:=0" -0 e LPL:.
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Note that, by monotonicity of energy for k > 0 and by norms only dropping in
limits, we have that, fora.e.t > T,

16117, () < E.

Using the L%) continuous representation provided by Lemma 4.3, we then get the
above inequality for every f > T3 In particular,

I61I7,(T) < E.

Note that §T, 6~ are weak solutions to the continuity equation
0y —V-(uy)=0

with initial data 96“ , 0, respectively. Further, since positivity is preserved under
weak limits, we have that 6T, 6~ are positive solutions to the continuity equation.
Then, by Lemma 4.3 and taking the continuous representations, we have that
0,6~ also solve the above continuity equation on [0, T] x T4 with final data
0 =6"(T,"),0; =6 (T,") respectively.
For each k > 0, define 6% as the unique solution to the final value problem

80T + Kk AGFT — V. (uhT) =0,
gt (T, ) = 67,

and similarly define oK.
Using weak compactness and taking a subsequential limit, we get for some
Kj — 0

cor?2
gt T g

s

so that O € L®([0, T], L2(T%)) is such that 8% solves
30t + V. wh) =0

on (0, T'] with final data 9}', and we analogously get 6.

Thus we see that 67, 9~ solve the same final value problems for the continuity
equation as 6,6~ respectively and, since weak limits preserve positivity, they are
both positive solutions to the continuity equations. Thus to conclude, it suffices to
show that (9T, 67) # (91, §7). In particular, we show that

0:=0t—0- £6t -0 =0.
Note, letting

~

5/( — 5K,+ _ g

3 This is the only place we use the extension to [0, 27].
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we get that
30 + kAOK —V - (uB*) =0
0“(T,-) =60y := 0F =07 =0(T, ).
We further have that
L L?C_\L% 0

Then by the monotonicity of energy in the equation for 6%, we have that for any
t € [0, T] and any «

16172 (0) < 118°0,2(T)? = 167 1172(T) < E.
Then by the fact that weak limits can only drop norms, we have that

an2 2
1012 ,2 < E < 16012

On the other hand ||9||iooL2 = ||90||iz. To see this, it’s first clear by weak limits
t X
only decreasing norms that ||6 ||iOo 2 < 160 ||iz. On the other hand, we have that 6
t X

is continuous in L2 . So taking #; — 0 such that

102 < 1101l Loz,

L2
we have that 0(z;) — 6, so
6ol 2 < limsup [0(j)ll2 < 101 Leor2.

so we get equality. o
Thus 6 # 0, so in particular (67, 67) # (T, 67), thus the continuity equation
has some positive final data such that there are non-unique positive solutions. 0O

5. Correlated-in-Time Models and Lack of Anomalous Diffusion

We now turn our attention to the construction and analysis of correlated-in-time
variants of the Kraichnan model. As we saw above, the white-in-time correlation
of the Kraichnan model makes its analysis much simpler as we can get closed
equations for the multi-point equal-time correlations. No such tool will work once
we introduce non-trivial time correlations in the advecting field u.

Let us outline one heuristic for understanding the meaningful distinction in
diffusive behavior between the white-in-time nature of the Kraichnan model and
correlated-in-time models. It was shown in [10] that anomalous diffusion happens if
and only if the advecting field exhibits spontaneous stochasticity, the property that
the limiting behavior of the SDE drift-diffusion in the vanishing noise limit remains
non-deterministic. In other words, particle trajectories perturbed by arbitrarily small
noise will grow to have a finite variance in finite time independent of the size of
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the perturbing noise. This in turn—heuristically at least—is related to finite-time
separation of nearby particles being transported by the advecting field, independent
of the size of the initial separation.

For the Kraichnan model, since on each time slice the drift field is entirely
independent of the previously seen drift field, we can think of two nearby particles
as receiving correlated kicks, where the correlation depends only on the separation
of the particles and is independent of their histories. As such, the only thing that
determines the rate at which nearby particles separate is the rate of decay of the
correlation of the kicks these particles receive. This is seen in the above proof,
as we needed D(0) — D(x) to grow fast enough. Thus the Kraichnan model will
always give anomalous diffusion, provided the spatial field is rough enough, since
the roughness of the field is precisely related to the rate of decay of the correlations.

On the other hand, in a correlated-in-time model no such analysis is available
to us. The actual spatial and temporal structure of the advecting field come to play
a much greater role. For example, the advecting field could be “fluid-like”, in the
sense that itis (approximately) self-advecting, with the different modes transporting
each other. Alternatively, it could be (locally) frozen, taken to be piecewise constant
in time. The distinction between these choices cannot be seen in the white-in-time
limit, but they can lead to meaningfully different dynamics of the advected passive
scalar as well as advected particles. In particular, having a frozen-in-time field will
mean that sweeping effects, the presence of slowly varying and large magnitude
modes, will cause an advected particle to rapidly pass over fast oscillating modes,
causing averaging of the fast modes. On the other hand, this effect should not be
present in a model that has the fast modes being advected by the slow modes.

These rough heuristics suggest that the white-in-time nature of the Kraichnan
model is likely vital to the generation of the diffusion anomaly. In further demon-
stration of this idea, we provide three examples of correlated-in-time models for
which there is no anomalous diffusion despite their (formal) white-in-time limit
having a diffusion anomaly.

5.1. Correlated-in-time models and their formal white-in-time limits

Before proceeding to the specific models, we will first explain the general class
of models we will be studying and in what sense they are appropriately called
correlated-in-time version of a white-in-time model.

The models we will be considering will be piecewise constant in time fields,
scaled so that they formally converge to a white noise. In particular, for each model
we will fix some mean-zero distribution over spatially varying fields and let u ; be
iid fields from that distribution. Then we let

ut(t, x) = e_l/2u”/e] (x).

Note that these are scaled so that their time integral from O to ¢ has variance
proportional to ¢, just as a Brownian motion does. Further, one can check that
the multitime covariance of u€ approximates a § as € — 0.

We will show that these correlated-in-time models we construct do not exhibit
anomalous diffusion. In particular, we will show for fixed ¢ > 0, the L?(T%)
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norm becomes constant in the limit k — 0 of vanishing molecular diffusivity. We
will also be showing the associated white-in-time model will exhibit anomalous
diffusion, as they will be variants of the Kraichnan model studied above.

For these examples to be compelling, we need to argue that white-in-time
Kraichnan model variants really correspond to the ¢ — 0 limit of the correlated-in-
time models. The convergence of an evolution equation driven by a correlated-in-
time version of a white noise to the SDE driven by the actual white noise is known
as a Wong-Zakai theorem, after the original investigation of this limit by Wong and
Zakai [33,34]. It is worth recalling that, as we noted above, we generically expect
the limiting SDE to be driven by Stratonovich noise rather than Itd noise. This fits
our needs well as the Kraichnan model is stated with Stratonovich noise.

The most common version of a Wong-Zakai theorem is for the simplest color-
ings of the noise, e.g. by taking the correlated-in-time version of the noise to be the
mollification of the white noise or taking it to be piecewise constant Gaussians. We
will be working with somewhat more general correlated-in-time models, where the
noise is taken to be piecewise constant in time, but is not necessarily Gaussian.

The statement of a Wong-Zakai-type theorem for SDEs where the noise is being
generated by a non-Gaussian distribution is given in [4], where they call it a Wong-
Zakai-Donsker-type theorem, in that we are simultaneously getting the Donsker-
type convergence of a non-Gaussian random walk to a Brownian motion and the
Wong-Zakai convergence of the solutions to the stochastic evolution equations. In
particular, that result applies for finite dimensional SDEs and says that the white-in-
time limit (taken in the same way we are taking ours) converges to the Stratonovich
SDE driven by a Gaussian noise that is white-in-time and has the same spatial
covariance as the distribution generating the correlated-in-time noise.

What we’d really want is a Wong-Zakai-Donsker-type result for the Kraich-
nan SPDE. While there are some results on Wong-Zakai theorems for SPDEs, a
result that also includes the Donsker invariance part, allowing for non-Gaussian
correlated-in-time noises, seems not currently known, and it’s investigation is cer-
tainly beyond the scope of our current study. As such, let us take the result for
finite dimensional SDEs to be sufficient motivation to say that Kraichnan model
with the same spatial covariance is the appropriate white-in-time model of the
correlated-in-time models we construct here.

Lastly, before moving on to the construction of the models, let us note that one
may consider more complicated schemes for introducing time correlations to the
Kraichnan model. Of particular interest is allowing different scales to have different
time correlations, so that highly oscillatory modes have shorter time correlations.
Models of this sort are considered in [7]. It seems likely that if the large frequency
modes have short enough correlations in time, then the model exhibits anomalous
diffusion, but a rigorous analysis of these models is beyond our current reach.

5.2. First example: a spatially smooth model

Here, and in the following sections, we will disregard the parameter n that was
considered above, taking it always to be O for notational and conceptual simplicity.
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Note that for any fixed @ € (0, 1), the Kraichnan drift, as specified in Section 2.1
with n = 0, can be written using its sine and cosine series as

WO(t,x) = e fixd W,

J

2 J
where the f; are smooth, sup; || fjll peo(ray < 00, Zj c; = 1, and the W; are
standard, independent Brownian motions.* Note then that u° has the covariance

Bl (2, x)u’(s, y) = 8(t — ) D 5 £5(0) f5(0)-
J

Define the random field u such that for each j,
P(u = fj) =cj.

Since Y j c? = 1 and the f; are distinct, this completely determines . Let Z be
an independent standard normal. Let, for each k, let the random field u; be the an
independent and identically distributed copy of the product Zu. Note then that

Eur(x) =0
and

Bup (g (y) = Y 3 f5(0) fi(MEZ =Y 3 £;00) £ (),

J J

which is the same as the spatial covariance of u°. Then we define the correlated in
time drift field u€ by

u(t, x) =€ 2up e (x).

From the discussion above, we see that the usual (n = 0) Kraichnan model is the
(formal) € — 0 limit of the model given by the correlated-in-time drift field u€.
As such, we have from Theorem 1.1 that the white-in-time limit of u€ exhibits
anomalous diffusion.

On the other hand, consider the correlated in time model for fixed positive €
and up to a fixed time 7. Then we see that, for each realization of u€, it is piecewise
constant on the 7 /¢ intervals of length €. On each of these intervals, u€ is just one
of the f;, as such it is spatially smooth. Thus u€, on each realization separately, is a
piecewise constant in time on a finite set of disjoint intervals and spatially smooth
on each of these intervals. In particular, for each realization, u¢ € L® le’oo. Itis
thus easy to see that, for fixed € > 0, there is no anomalous diffusion in the x — 0
limit. This discussion can be summarized in the following:

4 This is effectively just the Fourier representation of u, and the f; just scaled products

of sin and cos with the scale factor taken so that we can make c? sum to 1. The fact that u is

taken to be real, that we want ¢2 sum to 1, and the vector indices floating around all make it
unwieldy to write this representation explicitly, but it’s not hard to see it exists.
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Theorem 5.1. Let u€ be the random field defined as above. Then, for each € > 0
and for each realization, u€ is spatially smooth. In particular, it is in L{° le " As
such, no realization of u€ for positive € exhibits anomalous diffusion. On the other
hand, u€ has the (formal) white-in-time limit u®, the Kraichnan drift field, which
does exhibit anomalous diffusion.

5.3. Anomalous diffusion in an alternative Kraichnan model

For the next two examples, the white-in-time model will not quite be the usual
Kraichnan model which we analyzed above. The examples are built on shears, as
such the spatial structure of u will be that of the sum of two random shears,

us(x, y) = fx)ey + g(y)ex,

where f, g are then centered random C“ functions T — R. We take the covariance
of f to be

Ef(x)f(x")=Dsx—x")
with

L0

g is then taken to be independent and identically distributed to f. Then note that

Dy(y —2) 0 )

Dy(x —w,y —2) = Eui(x,y)uj(w’Z)=< 0  Dpx—w)

Note that u is constructed so that it spatially looks like the sum of a vertical and hor-
izontal shear, each of C“~ regularity. We then consider the version of the Kraichnan
flow to have the spatial covariance given by D; and to be white-in-time.

Then note that, suppressing the dependence on « and defining gf exactly as
g'“% was defined in Section 2 but using the Kraichnan model with the drift given
by this spatial covariance, we get that

gt —V-aiVgi =0,
with
as (x,y) :== Ds(0,0) — Dy(x,y) + 2«1.

Note then that, similar to the bounds in Appendix A, we can compute that for
x €[-m, 7],

Dy(0) = Dy (x) = colx|*. (5.1)

As such, uniformly in «, we have that

Vet Vg > co (10,8 P + Iy 0.g" ).
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Thus we can rerun the proof of anomalous diffusion in the Kraichnan model with
this spatial covariance, using the exact same proof and getting the exact same results,
provided we can replace the weighted Sobolev inequalities given in Propositions 3.3
and 3.4 with the appropriate weighted Sobolev inequalities with nonradial weights.
The necessary inequalities are provided by

Proposition 5.2. Let y € [0,1), D = [—71,71]2, and g : D — R such that
f g(x) dx = 0. Then there exists C(y) < oo such that

liglz2py < C(Ix1Y dygll L2y + IYIY dxgllr2(py)-

Proposition 5.3. Let y € [0,1), D := [—n, 7], and g : D — R such that
f g(x) dx = 0. Then there exists C(y) < oo such that

]_
g2y < C(IxI" dygliz2epy + 1Y) 0x8ll 2 () allgllil(D)-
with

L—y

a= € (0, 1).

Proofs of these inequalities are also provided in Appenidx B. Similar to Propo-
sitions 3.3 and 3.4, proofs are provided for completeness as no reference could
be found, though it is possible inequalities of this sort are known to experts. A
version of Proposition 5.2 stated on R? for compactly supported function instead
of zero-mean functions is given in the post [15].

With these propositions in hand, the proof of the anomalous diffusion in this
version of the Kraichnan model goes through verbatim as in Section 3, with (5.1)
in place of Proposition 3.1, Proposition 5.2 in place of Proposition 3.3, and Propo-
sition 5.3 in place of Proposition 3.4.

Note additionally that in all of the proofs in Section 3, the only thing that was
needed was control on D(0) — D(x), and as such adding a constant matrix to D,
which is equivalent to adding a constant drift times a temporal white-noise to u,
doesn’t affect the result.

From this discussion, we get

Proposition 5.4. Fixa € (0,1). Let Dy : T — R be defined by

L0

by = e

(5.2)

and let f, g : R x T be independent centered Gaussian fields with covariance
Ef(t,x)f(s,x) =Eg(t,x)g(s,x") =81 —s)Ds(x —x').

Let u : R x T? be the centered Gaussian field given by the sum of the two shears
that f, g generate together with a constant drift times a white noise d B;, so that

u(t,x) = f(t,x)ey + g(t, y)ex + vd By,
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for some v € RY. Then u has covariance given by

Eut,x,y) @u(’',x',y") =68 — t’)<<Df(yO_ Y) Df(xo— x/)> +v® v)

=:8(t —s)(Ds(x —x',y —y) +v®v). (5.3)

The Kraichnan SPDE associated to u exhibits anomalous diffusion. In particular,
there exists C (o, d) such that for all k > 0 and for any 6y € Lz(Td) such that
[ 0o(x) dx = 0, if 6% : T¢ — R is the random function solving the Kraichnan
SPDE

405 = KABF — 1 © VO
05 = 6o,

then we have the estimate

El6f < CeCN60ll3,

2
||L2(Td) ('ﬂ‘d)'

5.4. Second example: randomly oriented shears

We are now ready to provide our second example of a correlated-in-time model
which fails to exhibit anomalous diffusion despite its white-in-time limit being
anomalously diffusive. In this model, we again take the drift field to be piecewise
constant in time and iid on each distinct time interval. Roughly, the distribution for
each time interval is given by 1) choosing a random C“~ Gaussian shear flow 2)
independently randomly orienting it to be horizontal or vertical.

We will show that this distribution will have the model described in Section 5.3
as it’s formal white-in-time limit (in the sense described in Section 5.1). But for any
fixed positive time correlation, any finite time interval will just consist of finitely
many continuous shears, which will have unique ODE trajectories, and so will not
exhibit anomalous diffusion by Theorem 1.3.

To be more precise, let Dy be defined by (5.2) and let f : T¢ — R by the
centered Gaussian field with covariance given by

Ef(x)f(y) =Ds(x —y).

Then let f;, j € N be iid copies of f. Let B; be iid Bernoulli random variables,
thatis P(B; = 1) = P(B; = 0) = 1/2. Then we define

uj(x, y) i= V2B f;(x)ey +V2(1 = B)) f;(Nex,
and
u€(t,x,y) = efl/zu[,/d (x,y).
Then we note that

Euj(x, y) @u;(x',y") = Ds(x —x', y — y"),
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with Dj as given by (5.3). Note then that this spatial covariance is then the same as
the model given in Section 5.3, and as such the white-in-time limit of this model is
anomalously diffusive.

On the other hand, it is a simple exercise to show ODE trajectories are unique
in this model for each positive € (note that the shears on each time interval are
continuous). As such, by Theorem 1.3, for each positive €, there is no anomalous
diffusion.

We have then shown the following:

Theorem 5.5. Let u€ be the random field defined as above. Then, for each € > 0
and for each realization, u¢ has unique ODE trajectories. As such, no realization
of u€ for positive € exhibits anomalous diffusion. On the other hand, u¢ has as its
(formal) white-in-time limit the drift field given in Section 5.3, which does exhibit
anomalous diffusion.

5.5. Third example: sum of shears with a mean drift

In the previous two examples, we were able to construct correlated-in-time
models that did not exhibit anomalous diffusion by splitting the spatial distribution
of the white-in-time model into distinct pieces and then having the correlated-in-
time model only have one of those pieces active on each time interval. In the first
model, we split into countably many smooth pieces. As such, for each realization
at finite €, there were only finitely many “scales” interacting. In the second model,
we split into only two Holder continuous pieces, but by splitting into shears, we
had for each realization and each finite €, there was only finitely many interactions
between the horizontal shearing and the vertical shearing. In both these examples,
we get anomalous diffusion in the white-in-time limit and this can heuristically seen
as a consequence of their being infinitely many interactions between the different
scales or different shear components in this limit, while for any finite amount of
time correlation there are only finitely many such interactions.

In this final example, we don’t split the field into distinct pieces causing there
to be only finite interactions between distinct shear components. Yet we still can
show that there fails to be anomalous diffusion at positive time correlation. As such,
this example in some sense gives a more complex mechanism for the failure of the
correlated-in-time model to be anomalously diffusive. Thus it provides fairly robust
evidence that the presence or absence of anomalous diffusion in temporally corre-
lated fields is a much more delicate property than it is for temporally uncorrelated
fields.

In this example, we take the spatial structure of the field to be the sum of two
shears together with a mean drift. We will show uniqueness of ODE trajectories for
this field and as such will not get anomalous diffusion for the correlated-in-time
model, but the white-in-time model will be the same as that of 5.3

Let us now construct the spatial field we will be using. Note that, using a sine and
cosine series, we can write the random C* function f : T4 — R from Section 5.4
as

f) =Y ci¢j(x)Z;,
J
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where the Z; are iid standard normal random variables, the c; are sequence of
coefficients going to O and the ¢; are the sines and cosines at the integer modes.
In this example, we will need the random shear to be uniformly bounded, so we
cannot build our example on Gaussians. We instead replace the standard normals
Z; with —1, 1 valued Bernoulli random variables B}, so that EB; = 0, ]EB? =15
So we let g : T — R be the random field given by

g(x) =Y cj¢j(x)B;.
j

Then it’s direct to verify that g has the same covariance as f. We also have that for
a > 1/2, g is uniformly bounded, as the ¢; are summable and so

81 < D lejl = K < 0.
J

Then let g, hj, j € N be iid copies of g and let X; be a sequence of iid —1, 1
valued Bernoulli random variables. Then we let u; : T? — R be defined by

uj(x,y) =gjx)ey +hj(yex +2KX;(ex +ey).

Then we note that
/o / / 2 11
E”](%)’)@)Mj(xs)’)=Ds(x_x7y_)’)+4K 11)
We let

us(t,x,y) =€ up e (x, y).

Then the ¢ — 0 limit formally gives the Kraichnan model described in Section 5.3
with v = 2K (ey + ey). As such, the white-in-time limit is anomalously diffusive.

Now we have to argue that for each positive € and each realization, that u€ fails
to exhibit anomalous diffusion. Note that each u; is the sum of two shears and is
constructed with a mean drift such that neither coordinate ever vanishes. Thus for
any fixed €, u€ is piecewise constant in time on finitely many intervals and on each
interval nowhere vanishes. Thus, from Corollary 1.4, we get that for positive €, u€
does not exhibit anomalous diffusion.

Theorem 5.6. Let u¢ be the random field defined as above. Then, no realization
of u€ for positive € exhibits anomalous diffusion. On the other hand, u€ has as its
(formal) white-in-time limit the drift field given in Section 5.3, which does exhibit
anomalous diffusion.

5 It is not hard to verify the below construction can be done with any bounded random
variable provided it’s centered and has unit variance.
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A. Control on the Diffusion Matrix

Proof of Proposition 3.1. Fix o € (0, 1) and without loss of generality take |w| =
1. The p cutoff makes it so that there are two different regimes that need to be
treated separately, |x| < n and |x| > n. We then need to combine the bounds on
both regions. Thus the proof proceeds in three parts. First, in two parts, we prove
the bound

w - (D"(0) — DT(x)w > {
C|X

where the constant is independent of «, n, w. Lastly, we show that this bound
implies the claimed bound.

Before splitting into cases, note the following exact computation:

n n ik-x (w - k)2 —(d+2a)
w - (D) = D"(x)Hw =Y (1 —e*) i | p(nlk))

k0

2
= 371 — cos(k x))(l - M)Ikl‘(d+z°‘)p(nlkl)

k0

= xP Y i1 = costh - ) (1= (w02 (KD~ o 1]
k#£0

= 1x2 Y i = cos(e - B)(1 = w0217 p 0l g,

¢ #0,
celx|z4
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Step 1. In this step, we consider the case the |x| < 7. First note that following
computation:

w- (D(0) = D' @)w = ¢ Y (x|l = cos(¢ - D) (1= w-D)?)
#0,
;E:mzd
1720 pnlx| T iE D)

L D I e o (R CTRY o o T sl PACT T R )

¢ #0,
celx|z,
[¢1<1

2 dy n —d+2-2 -1
> clx D X1 RS costr/3). wE <coscr/6y) € “p(nlx| ).

¢ #0,
celx|z,
[¢1<1

We note then that the indicator amounts to restriction on the angles that ¢ can
occupy and the remaining terms are purely radially. We also have thatind > 2,

inf  [{z e S9!z %] = cos(/3), |z - w| < cos(/6)}] > 0,
X,wesd-1

and as such we are restricting over a set of angles of uniformly lower bounded
measure. If instead of a sum over a lattice, we were integrating over R?, we could
then remove the angular restriction at the cost of an additional constant. The lattice
makes things a bit trickier, but by additionally restricting the sum to |{| > alx|/n,
with a € (0, 1) to be later specified uniformly in 7, then for small enough 7, we
can also remove the angular restriction at the price of a uniform constant,

dq . —d+2-2, —1
> W R scostr/3) 1w E<costr/6n 1€ | “olxIT1ED
{£0,
zelx|zd,

I{IS]
>c Y Tl T gD

celx|Ze,
alx|/n<IgI<1

We can do this because as 7 gets small, the lattice points |x|Z? more densely the
fill the angles in a thin spherical shells with radii greater than a|x|/n. Making this
precise is elementary but tedious.

As such, we have that, for |x| < 1 and n sufficiently small,

w - (D"(0) = D"(x))w = clx* Y x| T p(nlx] g ).

celx|z,
alx|/n<ICI<1
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Then, as the summand is radially decaying, we can replace the sum with an integral
(noting the |x |d is a volume factor for the lattice cells) to get a lower bound, giving

w - (D"(0) — D" (x)w > c|x|2“/ Iy 1722 p (plx Iy )
alx|/n<|yl<1

1
=P [ Gl ).
alx|/n
Now recall that p(0) = 1, p is smooth and radially decaying. So let b € (0, 1),
depending on p, such that p(b) > 1/2 and let a = b/2. Then we get that
blx|/n
w - (D"(0) = DM(@)w > clx|* / e A
blx|/2n

with ¢ depending on p but independent of 1, «. Thus we conclude Step 1.
Step 2. We now consider the case that [x| > 5. In which case, using that p is radially
decaying, we have that

w - (D"(0) — D"(x))w
= Ix2 3 el —cos( - B)(1 = - D?)Ie1= 0 p(nix e )

¢#0,
relx|z4
>l Y i = cose - D) (1= (- D2) 172 (g,
¢#0,
celx|zd

Then let b > 0 such that p(b) = 1/2. Then
w - (D"(0) — D" (x))w
>l Y el = cos(@ ) (1 - (w- D)?)jg| T

b/2< ¢ |<b,
celx|z4

2 dye1—(d+2
>clx Y0 x|

b/2<(¢1<b,
celx|zd

b
> c|x|2“f 1720 gy

> clx|*,

where the second inequality that removes the dependence on the angle of ¢ follows
exactly as in Step 1, and the switch from sum to integral also follows as in Step 1.
The constant depends on p but not «, n. Thus we conclude Step 2.

Step 3. The above steps imply that

w-a“T*(x)w = {
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We seek to uniformly lower bound this by a small multiple of |x|*# for some
B € [a, 1]. The bound then is straightforward in the regime that |x| > 5. For
|x| < 1, we compute the minimum of

202 122 -2
e P e Y
which gives that
nZa—2|x|2_,’_K

-8 /1— BB
S ((%) n (Tﬂ> ),72/3(&71),(17/3|x|2/3 S y2P@=D 15|26

and hence, for any g € [a, 1),
w-d T (w > c(1 APV 7Py PP,

allowing us to conclude. O

B. Proofs of Weighted Inequalities

We note that in d = 2, Propositions 3.3 and 3.4 are corollaries of Propositions 5.2
and 5.3. We provide separate proofs of them here for two reasons. First, it is simpler
to provide complete proofs here then it is to adapt Propositions 5.2 and 5.3 to
arbitrary dimension, which would be needed to get the wanted arbitrary dimension
in Propositions 3.3 and 3.4. Second, only Propositions 3.3 and 3.4 are needed for
proof of anomalous diffusion in the usual Kraichnan model and in an effort to
give a self contained and minimal proof of that fact, we wish to avoid relying on
Propositions 5.2 and 5.3.

Proof of Proposition 3.3. Before proceeding, let us recall the version of the
Caffarelli-Kohn-Nirenberg inequality we are proving an alternative version of,
which states that for g € C2° (RY),

gl < Clllx[Vgll L2 (B.1)

We will be using this version of the inequality in this proof.

We prove the proposition by contradiction, similarly to the usual proof of Poincaré.
Assuming the inequality fails, by normalizing we can construct a sequence g, such
that

/gn=o; lgalz = 1 x| Vaull2 — O.

By the L? boundedness, we have that the sequence g, is weakly compact in L.
2

L
Thus be reindexing we can take without loss of generality that g, — g.
We first claim that g = 0. First note that using weak convergence against 1,

o= [ v
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‘We next claim that the distributional derivative Vg is distributionally equal to O on
[—, w19\ {0}. Before proving this claim note this suffices to see that g = 0. Since
if the distributional derivative on [—7, ]9\ {0} is equal to 0, by the connectedness
of this set, g is a constant on this set, and then by g € L2, g is a constant on
[—m, n]d. Then since f g = 0, that constant must be 0.

Let’s now compute the distributional derivative. Take that ¢ € C2°([—m, T14\{0}).
Then let

b= 2 e (= (O]
Then

]
[ ove| <tim| [ 0ve| = tim) [ 1109,

Thus Vg = 0 distributionally, so g = 0 by the above argument.
We are now prepared to show the contradiction. Let y : D — R be the W™
piecewise-affine cutoff between [—7 /2, 7/ 2] and [—x, 7]¢. Then note that

= lim < limsup [ ]2 [|1xIVgnll 2 = 0.
n

L= lignl2s = lxsnls + / (1— x))g>

Then note that x g, is compactly supported on R, as such we can apply the in-
equality (B.1), giving

< CllIxIV(xgn)72

< ClllxIx Vgall7z + ClllxIVxgall72

< CllIxIVenllz2 + CIV xgall72-

2
I x8nlly2

Putting the two displays together, we get
LS CllIVen s +C [ (1= + 1Vxi

< CIIIXIVgnlliz + C/ g2 (B.2)
[—m, 7]\ [~7/2,7/2]¢

Note that the first term on the right hand side goes to 0 by assumption. We now
want to argue the second term (subsequentially) also goes to 0, giving the desired
contradiction.

Let D := [—x, 7 ]9\[—7/2, 7/2]¢. Note that

lgnll 25y < N8nllz2py =1
and
IV&nll2py < ClIxIVEnll 25y < CllIxIVEnllz2(py = 0.

Thus g, is a sequence uniformly bounded in H ! (5). By Rellich-Kondrachov, g,
is compact in L2(D), thus (after reindexing) g, — v in L>(D). Recall g, — 0 in
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L?(D) and so also g, — Oin Lz(ﬁ). Then since weak and strong limits agree,
v=20,s0g, = 0in L2(D). We then conclude the argument, as we now see both
terms on the right hand side of (B.2) are going to 0, contradicting that the sum is
greater than 1. O

Proof of Proposition 3.4. We recall the Caffarelli-Kohn-Nirenberg inequality we
will be using, which states that for v € C2° (RY), B € (0, 1),

Wl 2eay < CHIXIPVVIS gy 1017 (B.3)

(Rd ) | Ll (R‘l )
with

B d
S d+2-28

Identify g with a periodic function R? — R and the torus with [—x, 7]¢. Let x

be the piecewise affine cutoff between [—, 7]¢ and [—37/2, 37/2]¢. Then x g is
compactly supported on R? so we can apply the inequality above (B.3), giving

lgllz2(rey < 1xgllL2wa)
< CllIx PPV )N gy 181 1
< C(Ix1x1P V8l oga, + NP8V x 142 g0 ) N7,
< C(I1P 814y + 18152 g )81 T,
giving the desired bound. O

The proofs of Propositions 5.2 and 5.3 are more extensive. First, some notation.

Definition B.1. Let o, 8 € Rand p,q € [1,00),thenfor S C R, g : § — R, let

1/p
lgllLros) = ( /S 1% g ()P dx) .

Lemma B.2. Fora € [0, 1),

2
a+1’

1<p<

andr > 0, there exists C(r, a, p) < oo such that for any g : R2D B, — R,

1/2

1/2
lgller < ClielS, allgl e o

where all integrals are taken over B,.
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Proof. Note that

lgllze = gl Nl
—a/2 21 511/21,11/2
= 121912181 2181 21l o
—a/2 1/2 o 1/2 X
S [ Py [ 12 TN R PR PR
1/2 1/2
< Caprlligl 21y gl /1l
) y
—a/2 2 1/2 1/2
< Cllx™ gl Iy gl
< —a/2 B 1/2 1/2
e L PR Y P
12 12
<
< Ul 8l e

where we use the restriction on p to get that

—a/2
Y20 2o by < 00

Lemma B.3. Let g € C2°((—00, 0]°), then

gl ropeo < 19y8H Lepy
and

gl oo e < NOxgll 1o

Note. The requirement g € C2°((—o0, 0]?) means the support of g can contains
parts of the x and y-axes, but g must eventually be 0 in the lower-left quadrant.

Proof. For fixed x, y € R,

< l9ygllpy ()

y
|g(xa)’)|=‘/ ayg(x»r)dr
—00
Thus
ligllLse (x) < 11dygllpy (x)-
Thus by monotonicity,
”g ”L}V'QL:;O < ” ayg”L,l(aLi, .

For the second inequality, we note that for fixed x, we have that

gl e () = / [y1*lgCx, y)I dy

*d
[ (e ray)ar
o dr
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X
<[ /|y|°‘|axg|<r, ¥) dydr
—00

g ”8)68 ”L)I(L;ga .
Thus taking the L° norm over x, we conclude. O
The direct consequence of the above lemmas is

Proposition B.4. For o € [0, 1),

2

1<p<——r,
P oa+1
and r > 0, there exists C(r, o, p) < oo such that for any g € CX°((—r, 01%),

12
Ly“L}

1/2

18521,

lgllr < Clloygll

By applying this proposition to v = |g|” for y > 1, we can get a similar inequality
for a broader range of norms. In particular, we have the following proposition:

Proposition B.5. For o € [0, 1),
1<qg< 20[_1,
and r > 0, there exists C(r, o, q) < 00 such that for any g € C2°((—r, 0]2),

172 1/2
lglize < CllIxI“dygll, 2 Iy gl (B.4)
Proof. Fix y > 1 and apply the above proposition to |g|”, yielding

gy, = lllgl” llLr

1/2
< Cyllgl”"a,ell'? /

gl axgll )

Ly*L}
< Cy gl Ml lxdygll 5 Iy degll
= Cyligly g I1x1“aygll, Sy 1" gl -

In order to apply the above proposition, we needed

2

1<p< .
P o+ 1

We take y such that yp = 2(y — 1), and hence,

in which case we get that

1/2 1/2
gl 2o = lglre < CyllxIdygls Ryl a.gl)s.
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Note y > 1 as

2
<2

< I
P o+ 1

Then we are free to choose p as we want in the range [1,2/(x + 1)) (getting a p

dependent constant) and noting that 2p/(2 — p) is increasing in p and that
2
2a—+12 "
2_ 2
a+1

we get that, for any ¢ € [1,2a™"),

1/2 1/2
lglize < Coanr llx0ygll 2 N1y I1%0rg )

giving the desired bound. O

We will want to prove this inequality for mean-zero functions instead of trace-zero
functions. To that end, we first prove the following lemma:

Lemma B.6. Fora € [0, 1),

2

1<p < ——,
P a+1

then there exists C(p,a) < oo such that for any g € C*®([—1,01%) such that
g(—1,y) =0forall y € [—1, 0], we have the estimate

lgler < ClllxI*Oygllzr + 9xgliLr).

Proof. Note that for each x € [—1, 0],

0 xq 0
/ Ig(x,y)ldy=/ d_f lg(s, y) dyds < [|0xgllp1-
-1 —14ds J1
Thus
ligllzgery < loxgllzr-
Then for each x € [—1, 0], there exists y, € [—1, 0] such that
lg (e, vl < llgllzy—1,0p ) S N8llgery < 19xglir

Thus for each x € [-3/4, 0],

y
/ dyg(x,s)ds

Yx

0

lg(x, y)I < [dyg(x,s)| ds + [|oxgliL1.
1

+1g(x, yo)l <f

Thus

0

el o < | (e, 91 ds + gl
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Multiplying by |x|* and integrating over x gives
I8l 1oy < 13ygll 1y + ClosglLr.

Then

172, 172

ligllzr = Mgl =gl I el

1/2 1/2
< Illgl =gl e
y y

172 172
L)I(’QL;C ”g ”L;’CL;

<M= 2rem g g I8l

< C(||g||L;aL;o +lgllLgert)

< COlyglteyy +13k8lLo),
thus giving the desired bound. O
Proposition B.7. For o € [0, 1),

1<gq <2(x_1,

there exists C(q, ) such that for any g € C*®°([—1, 0]%) such that

oo
[-1,-1/2]

liglize < C(lllxI*0ygllz2 + Nly1*dxgliL2)-

then

Proof. We assume without loss of generality that ¢ > 2. Then note that it suffices
to prove the result under the assumption that g[;_; _3,42 = 0. To see this, suppose
Jio1 -1 /212 § = Oand let x be a smooth cutoff between [—1, 0]1>\[—1, —1/2]* and
[—1, 0]2\[—1, —3/4]2, so that v := yg is such that v|[_1’_3/4]z = 0. As such by
assumption we can apply the inequality to v. Thus we have that
lglee < Ngllpaq—1,—122) + lvllza
< ||g||Lq([71,71/2]2) + C(|||x|°‘3y(xg)||L2 + |||Y|a3x(Xg)||L2)
< Clglraq1,—1/212) + lx10ygll 2 + llly|*0xgll 12)-

But then we note that the usual Poincaré inequality together with the fact that
f[_l _1p 8= 0 allows us to get the bound

lglraq—1,—1/2p2) < C”Vg”%q([_l,_]/z]) < CUlxl*Oygll2 + HyI*oxgll2)-
Putting this together yields

ligllie < C(llx[*0ygllz2 + IyI1*0xgllir2),

as desired.
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So we thus suppose that g|;_; _3,42 = 0. We want to use the previously proven

inequality (B.4), so we cut off to make g compactly supported in (—1, 0]>. To that
end, let ¢ : [—1,0] — R be a smooth cutoff between [—3/4, 0] and [—1, 0] and
let v(x,y) := Y ()Y (y)g(x,y). Then v € C°((—1, 0]2), so we can apply the
above inequality. Letting A := [—1, 0]2\[—3 /4, 012, we have

lgllre < llgllracay + llvlliLe
a 12,1 12
< lglizacay + ClilxZayvll 2 1y 1™ dxvll 5
< lgllzacay + CUlx[*dyvli2 + [Hy|*0xvllL2)
< Cllglizacay + Mx1“0ygliz2 + Myl*0x gl 12)-

Then to conclude, it suffices to show note the bound
liglizacay < Clx1*Oygliz2 + 1Y% 0xgllz2)
follows from Proposition B.6 using that g|;_; _3,4p = 0. m]
We are now ready to prove the weighted inequality for zero mean functions.
Proposition B.8. For o € [0, 1),
1<g < 205_1,

there exists C(q, a) such that for any g € C®°([—m, w1?) such that

=

lgllze < CllIx[*0ygllz2 + Ny1*0xgllL2)-

then

Proof. We again can assume without loss of generality that g > 2. We prove this
inequality by contradiction. Suppose that g, € C*([—1, 1]?) such that

lgnllze = 1; /gn =0;  |Ix[*9ygnllz2 + IlyI*0xgnll L2 — 0.

Then by weak compactness and relabelling the subsequence, we can assume

La
&n — §-

o= [~ fre

Further, one can easily verify that d,g, — 0 in L? ([—1,1] x [—1,0) U (0, 1])

loc

and dyg, — 0in L7 ([—1,0) U (0, 1] x [—1, 1]).

loc

Then in particular
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Thus the distribution d;g = 0 away from y = 0 and the distribution dyg = 0 away
from x = 0. This then implies that g is a constant. But [ ¢ =0, so ¢ = 0. Thus

L4
gn — 0.
‘We will now show that

lgnllaq—1,012) = O,

the other quadrants follow similarly. Note that this suffices to finish the proof, as
we then get that g, — 0 in L9, contradicting, ||g,|lLe = 1.
Let

ap ‘= 4[ 8n>
[—1,—1/27

and note by the weak convergence a, — 0. Let v, := g, — a,. Then note that

/ v, =0,
[—1,—1/2]?

so we can apply the previously proven inequality to give that

an + vnllza—1,012)

lgnllaq—1,02) <
< anp + C(”|x|aaygn||L2([_1,0]2) + |||y|aaxgn||L2([_1,0]2)) — 0,

allowing us to conclude. O

Proof of Proposition 5.2 and Proposition 5.3. Note now that Proposition 5.2 is just
Proposition B.8 applied with g = 2.
For Proposition 5.3, let

207 +2  a+1
2 a

q =
Then 2 < g < 2a~!. We then interpolate 2 between ¢ and 1, giving
lelz2 < gl gl
with

1—a
a+ =

_
| =

or
q—2 l—«
a= = .

2g — 2 2

Then applying Proposition B.8 to bound || g||z«, we conclude. O
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C. Properties of Weak Solutions to the Continuity Equation

Before proceeding to the proof of Lemma 4.3, we need to introduce the notion of
weak Lebesgue points and show a version of Lebesgue differentiation for Banach
space valued functions.

Definition C.1. Let X a Banach space and let f : (0,7) — X in L'((0, T); X).
We say that ¢ € (0, T) is a weak Lebesgue point of f if for every ¢ € X', we have
that 7 is a Lebesgue pointof ¢ o f : [0, T] — R, i.e.

1 t+e
H})Z—/ d(f(s)) ds = (f (1)),
€ Ji—e

or equivalently, we have that

lim —/ f(s)ds = £(1),

with convergence in the weak topology.

Lemma C.2. Let X a Banach space with a separable dual and let f : [0, T] — X
in L'([0, T1; X). Then almost every t € [0, T] is a weak Lebesgue point of f.

Proof. Let ¢; € X' be a dense sequence in X'. Then, for each j, ¢; o f €
L! ((0, T), R) so the set of it’s Lebesgue points, L;, is full measure. Addition-
ally, note that || f|lx € L! (0, T),R), soit’s set of Lebesgue points, L, is full
measure. Let

o
=ﬂL
j=0

Then L is full measure also. We claim that for each t € L, t is a weak Lebesgue
point of f.Fixr € L and ¢ € X'. Fix § > 0 and let ¢ such that ||¢ — ¢;|| < 6.

Then
1 t+e 1 t+e
Hz—/ ¢(f(S))—¢(f(t))H < H—/ #j(f(s)) d5—¢j(f(t))’
€ Ji—e 2¢ Ji—c

1 t+e
+”(¢—¢>j)(2—/ f(S)ds—f(t)>”-
€ Jr—e

The first term goes to 0 as € — 0. For the second term we have that

1 t+e
lim sup | (¢ — ¢j><2—/ £(s)ds — f(t)) H
e—0 € Ji—c
1 t+e
<8<||f(l)||X +limsup2— ||f(s)||X>
e—0 <€ Jr—¢

=28[lfOllx.
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Thus, for any 6§ > 0,

lim sup
e—0

1 t+e€
Z/ ¢(f(S))—¢(f(t))‘ <281 f O lx-
1—€

Taking § — O then gives that

1 t+e
o / S(F () = $(F (1)),
€ Ji—¢

Thus every ¢ € L is a weak Lebesgue point of f, in particular the set of weak
Lebesgue points of f is full measure. O

Proof of Lemma 4.3, Part 1. We are going to show the equality

t
6:90+/ V- (uf)
0
pointwise for a.e. time. In particular, we will show it for every weak Lebesgue point
of 6, which are full measure by Lemma C.2. So fix r € (0, T') a weak Lebesgue

point.
We will check the equality distributionally

o) = b0+ [ - wh)s) .
0
50, letting ¢ € C(T?) arbitrary, it suffices to verify
0= /G(r, xX)p(x) — Bp(x)p(x) — / V- (ub)(s, x)¢p(x) dsdx
0

= /G(r, xX)p(x) —Op(x)p(x) + /r u(s,x) - Ve (x)o0(s, x) dsdx. (C.1H
0

For each € > 0, let € : [0, T] — R be defined as

1 t<r—e,
Ye) = l—% r—e<t<r+e,
0 t>r—+e.

Then we test the equation for 6 with ¥ € ()¢ (x) (technically this isn’t smooth in
time, but it an additional time mollification argument quickly shows this is not a
problem), giving

0= / 000+ u - VoY — /¢(x)9o(x)

r+e r
= i/ /qb(x)@(s,x) dxds — /9()(1) dx + // u - Voo dsdr
r—e 0

+ / u - VO (s) — 1101(5)) dsdr.
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Thus we see by comparing with (C.1), in order to conclude it suffices to show that,
as € — 0, the first term converges to f ¢ (x)0(r, x) dx and then last term converges
to 0.

For the first term, the convergence is direct by the definition of a Lebesgue point.
for the last term, we note that

‘/u VO (s) = 110,r1(8)) dsdr| < llull e VPl Lo 101l oo 1 1Y = Lo, ll1 — 0.
O

Proof of Lemma 4.3, Part 2. By topological considerations, we have topological
continuity if and only if we have sequential continuity, so we can just consider the
problem of sequential continuity.

Take the representation of 6 given by by part (1). One can directly check that
0 e C(U0,T],H ") Lett € [0,T] and ,, € [0, T] such that , — 7. Let In; an
arbitrary subsequence of 7,. Then 6 (#, ;) is bounded in L%(T9) sois weakly compact.

L? H™!
By taking a further subsequence, s;, we have 6(s;) — «. But then 6(s;) — «
-1
also, but since s; — ¢ and by the continuity of 6 into H~!, we have 0(sj) H—> 6(1).
L2
Thus o = 6(t) and so 6(s;) — 6(¢). Thus for every subsequence of #,, there exists
L? L?

a further subsequence along which 6(s;) — 6(¢), we have that 6(¢;) — 6(t), so

we conclude. O

Proof of Lemma 4.3, Part 3. We prove the result for tensor products ¢ (7, x) =
¥ (t)y(x) and then we can conclude by the approximating an arbitrary ¢ by a
linear combination of tensors.

For fix 0 < s < r < T and a tensor ¢ (¢, x) = ¥ ()Y (x). Let ¢ (¢) be defined as
follows.

0 t <s,

w(s—i—e)’% s<t<s+e,
YEt) =) ste<t<r—e,

W(r—e)re;’ r—e<t<r,

0 r<t.

By a simple mollification in time argument, one can verify we can test the equation
for 6 with ¥ €(¢)y (x), giving

0= / —0, Y0y +u-Vyoy< dxdt

r—e r s+e€
= // — YO0y +u-Vyoy + // -0, 0y — // VALY
s+e r—e s

+ /f u-Vyoy©.
[s,s+€lU[r—e,r]
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Thus to conclude, we need to show the following four limits

r—e r
f/ -0 YO0y +u-Vyoy — f/ —0; Y0y +u-Vyoy
s+e€ N

/ / _aycoy — / POy dx
s+e
// an/ﬁ@ye/vf(s)e(s)y dx

// u-Vyoy — 0.
[s,s+€]U[r—e,r]

The first convergence is direct. The second and third are similar, so let’s just do the
second. Note that

//‘r -0y =Y (r — E)E/V /y(x)@(t,x) dxdtd

Then since 6 € C([0, T, L%]), we have that
a(t) = / y(x)0(t,x)dx € C([0, T],
thus
1 r
—/ a(t) — a(r).
€ Jr—e

Then by smoothness ¥ (r — €) — ¥ (r), so we get the limit for the product

// -0y 0y — v (ra(r) = w(r)/yO(r) dx = / Y(r)o(r)y dx.

Lastly, the convergence of the fourth integral is direct also. So taking the all four
integrals to their limits, we get the desired result. O
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