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Abstract Lifetimes of higher-lying states (2+
2 and 4+1 )

in 16C have been measured, employing the Gammas-

phere and Microball detector arrays, as key observables
to test and refine ab initio calculations based on inter-
actions developed within chiral Effective Field Theory.

The presented experimental constraints to these life-
times of τ(2+2 ) = [ 244, 446] fs and τ(4+1 ) = [ 1.8, 4] ps,
combined with previous results on the lifetime of the 2+

1

state of 16C, provide a rather complete set of key ob-
servables to benchmark the theoretical developments.
We present No-Core Shell-Model calculations using state-
of-the-art chiral 2- (NN) and 3-nucleon (3N) interac-
tions at next-to-next-to-next-to-leading order for both
the NN and the 3N contributions and a generalized
natural-orbital basis (instead of the conventional harmonic-
oscillator single-particle basis) which reproduce, for the
first time, the experimental findings remarkably well.
The level of agreement of the new calculations as com-
pared to the CD-Bonn meson-exchange NN interaction
is notable and presents a critical benchmark for theory.

Keywords lifetimes · transition strengths · ab initio
calculations · chiral EFT interactions
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1 Introduction

Ab initio nuclear structure theories using 2- (NN) plus
3-nucleon (3N) Hamiltonians derived from chiral effec-
tive field theory (EFT) (see [1] for a recent review)

connect to the underlying physics of the strong inter-
action and provide a unique opportunity to understand
the nuclear structure and its evolution from first princi-
ples. Although recent calculations of excitation energies
with chiral NN+3N interactions in light and medium-
mass (mainly closed-shell) nuclei have been successful,
their extension to other observables remains a chal-

lenge. Therefore, data on electromagnetic properties
provide an exciting opportunity to constrain NN+3N
Hamiltonians derived from chiral EFT in ab initio cal-
culations ranging from Nuclear Lattice EFT [2] to the
No-Core Shell Model (NCSM) [3, 4]. The strong sensi-
tivity to the underlying interaction makes these observ-

ables prime candidates for testing next-generation chi-
ral Hamiltonians, e.g., the consistent chiral NN+3N in-
teractions at next-to-next-to-next-to-leading order that
are being developed now. At the same time, they are a
critical test for new ab initio approaches, e.g., the nu-
clear lattice EFT and shell model with valence-space
interactions from an in-medium similarity renormal-
ization group evolution, which are presently being ex-
tended to the description of transition observables.
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Large-scale NCSM calculations, starting from real-

istic Hamiltonians without adjustable parameters or ef-

fective charges, have been performed for low-lying states

of even-even carbon isotopes with A = 10 − 20 [5] in

order to understand their structural evolution with in-

creasing neutron number. Overall, a strong sensitivity

of the electromagnetic observables in 16C to the details

of the nuclear Hamiltonian has been found. In partic-

ular, a strong suppression of the 2+
2 → 0+g.s. transition

has been predicted when the 3N interaction is included.

The sensitivity to the presence of the 3N interaction is

remarkable. The 2+
2 → 0+g.s. transition strength is sup-

pressed by a factor of ≈ 7 in the calculation with the

chiral 3N compared to chiral NN only. At the same time

the CD-Bonn potential, a well-tested NN interaction

constructed within meson exchange theory and very

successful in the description of p-shell spectroscopy, pre-

dicts a transition strength larger by a factor of ≈ 20

than the chiral NN+3N interaction. An experimental

study of 16C [6] points to the inclusion of 3N forces in

order to reproduce the experimental branching ratios

of the 2+2 → 2+1 and 2+2 → 0+g.s. transitions that have

been constrained to >91.2% and <8.8%, respectively.

The lifetimes of the higher-lying states in 16C are

key observables to understand the role of 3N forces and

to benchmark ab initio calculations employing interac-

tions developed within chiral effective field theory; see

Figure 1 for the current experimental information on

the low-lying levels of 16C. A recent experimental in-

vestigation of the lifetime of the 2+
2 state [7] was in-

conclusive, delivering only a lower limit for the lifetime

with a strong dependency on the energy of the γ-ray

transition. In this work, we present an improved mea-

surement of the lifetime of the 2+
2 state and a lower limit

for the lifetime of the 4+
1 state in 16C. We combine our

results with previous results on the lifetime of the 2+
1

state [6, 8] and we compare those with new ab initio cal-

culations. Our work provides a rather complete set of

key observables to benchmark present and future ab ini-

tio calculations. Indeed, new NCSM calculations using

state-of-the-art chiral NN+3N interactions at next-to-

next-to-next-to-leading order for both the NN and the

3N contributions reproduce the experimental findings

remarkably well.

2 Experimental Details, Analysis and Results

To measure lifetimes of higher-lying excited states in
16C, a Doppler-Shift Attenuation Method (DSAM) ex-

periment was employed at the Tandem Linac Acceler-

ator System (ATLAS) of the Argonne National Lab-

oratory (ANL). A 40 MeV 9Be beam bombarded a

1.38 mg/cm2 9Be target. To realise the Doppler-Shift
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Fig. 1 Spectroscopic information on the bound excited
states of 16C; lifetime information are extracted from
Refs. [6–9].

Attenuation measurement, a 38.4 mg/cm2 Au degrader

was evaporated on the back of the 9Be target. Ex-

cited states in 16C were accessed through the fusion-

evaporation channel 9Be(9Be, 2p)16C, as demonstrated

in [8]. The emitted γ rays were measured using the

Gammasphere array [10], consisting of 87 Compton sup-

pressed HPGe detectors positioned at 16 different po-

lar angles, θ, with respect to the beam axis. To se-

lect events that correspond to 16C (i.e., the two-proton

(2p) exit channel of the fusion-evaporation reaction),

the Microball charged-particle detector [11] was placed

inside the scattering chamber and operated in coinci-

dence with Gammasphere.

A two-dimensional (2D) plot of the laboratory en-

ergy of the emitted γ rays (i.e., not Doppler corrected)

versus the Gammasphere detector angle θ in coinci-
dence with two protons detected in Microball are shown

in Figure 2. The 2+1 and 4+1 decays of 16C are clearly

seen as vertical lines, which indicates that the decay oc-

curs after the nucleus has stopped in the Au degrader

(decaying thus with zero velocity (β = v/c = 0) and

not presenting any Doppler shift). This puts a lower

limit for the lifetime of the 4+
1 state, discussed in Sec-

tion 2.2. The 3+1 → 2+1 transition of 16C overlaps with

the 7/2+1 → 5/2+1 state of 15N (the relatively strong

1p2n exit channel); the latter channel produces random

background in Microball which could not be removed in

the present analysis and which hinders any conclusion

on the lifetime of the 3+
1 state. The 22Ne lines origi-

nate from (9Be, 2pn) reactions induced by oxygen lay-

ers on the surface of the target. This contamination in

the γ-ray spectrum has been used to validate the anal-

ysis procedure with the help of the known lifetime of

the 4+ state of 22Ne, see Figure 3; more details can

be found in [12]. This also demonstrates the sensitivity

of our setup to lifetimes of the order of few hundred
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femtoseconds. The 2+
2 state of 16C cannot be seen in

the 2p gated spectrum because it is weakly populated

in the fusion-evaporation reaction and the γ-ray energy

spectrum is dominated by background. More detailed

investigations have thus been performed, as described

in the Section 2.1.
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Fig. 2 (Colour online) Radiation-detection angle θ versus
laboratory energy ELab for 2p Microball-gated γ-ray events
for the target/degrader setting. Dominant γ rays from other
fusion-evaporation reactions, as well as those from the re-
action channel of interest are indicated with a dotted line,
the corresponding isotope and the initial state of the γ-ray
transition is given. Other transitions visible but not marked
on the plot correspond to the 23Ne 7/2+ → 5/2+ 1701 keV

transition and to the 15N 5/2+
2 → 5/2+

1 1884 keV transition.
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Fig. 3 (Colour online) Temporal development of the mea-

sured lifetimes for the 4+
1 state in 22Ne. The eight values

from the previous measurements are taken from [13–20] re-
spectively. They lead to the uncertainty weighted mean of
324(6) fs [21], which is shown as a black point and as a grey
uncertainty band. The results from this work, illustrated by
the red (SRIM stopping powers) and purple (ICRU73 stop-
ping powers) data points, are in excellent agreement with the
previous measurements.

2.1 Lifetime of the 2+
2 State

In order to access the 2+
2 state, we need to look at an

even more selective channel, i.e., the 2p gated γ rays in

coincidence with the 2+
1 → 0+g.s. γ-ray transition of 16C.

Figure 4 shows the γ-ray spectra in coincidence with

the 2+1→0+g.s. transition for Gammasphere angles from

69.82◦ to 162.73◦. For smaller angles no transitions of
16C could be observed with certainty. The three dashed

lines in the spectra mark the expected center-of-mass

energy for the three transitions 4+
1→2+1 , 3+1→2+1 and

2+2→2+1 , which all feed the 2+
1 state (see Figure 1). In

Figure 4 one clearly sees the 4+
1→2+1 transition as a

stopped peak for most angles. The 2+
2→2+1 transition

could be observed as a moving peak for six angles. The

red fit-functions at the 2+
2→2+1 transition peaks in Fig-

ure 4 are defined by a single Gaussian function using

the binned-likelihood method recommended in case of

low statistics; same results are obtained using the center

of gravity approach. The results for the mean value of

these fits are plotted against cos(θ) in Figure 5, where

θ is the central angle of the Gammasphere detectors1.

The fit, described by

ELab(β, θ) = Ecm

√
1− β2

1− β cos θ
, (1)

yields Ecm = 2213(4) keV, in agreement with the uncer-

tainty weighted mean value of 2217(2) keV from [6, 8],

and βExp = 0.03905(245) for the mean decay velocity.

In order to draw any conclusion on the lifetime of

the state using the mean velocity of the decay (βExp),

we need to know the initial velocity of the excited 16C

ions. Although one could calculate this velocity from

the fusion-evaporation reaction dynamics, this does not

take into account the experimental conditions, e.g., de-

tection angles, proton detection efficiency, etc. We there-

fore determined this initial velocity experimentally. To

achieve this, a similar measurement albeit using a very

thin (0.093 mg/cm2), self-supporting 9Be target was

performed. By fitting the laboratory γ-ray energy as

a function of cos(θ) of the strongly populated 2+
1 →

0+g.s. transition (as similarly done in Figure 5), we ex-

tract the mean velocity of the decay. The energy loss

in such thin target is negligible and therefore the ve-

locity of the particle during the decay is approximately

the same as the velocity the particle has directly after

1We performed Monte Carlo simulations to find the aver-
age angle (as opposed to the central angle) θ. The difference
is very small and the results remain robust; the maximum
difference between the central angle and average angle is 0.4
degrees, and the maximum difference of the cosine of the cen-
tral angle, the cosine of the average angle, and the average of
cosine angle is of the order 10−3.
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1Fig. 4 (Colour online) Gamma-ray spectra in coincidence

with the 2+
1→0+

g.s. transition for Gammasphere angles from
69.82◦ to 162.73◦ and a 2p coincidence in Microball. The
spectra for the discrete Gammasphere angles are obtained for
a 2σ γ gate on the 2+

1→0+
g.s. transition with Ecm=1760 keV

and σ=3.2 keV. The red dashed lines mark the expected
center-of-mass energies for the 4+

1→2+
1 (Ecm(4+

1 )), 3+
1→2+

1

(Ecm(3+
1 )) and 2+

2→2+
1 (Ecm(2+

2 )) transitions [6, 8]. The
red fit-functions are defined by a single Gaussian function us-
ing the binned-likelihood method recommended in case of low
statistics.

its creation. The latter was determined to be βTO =
0.04527(44) (TO stands for target-only runs, i.e., no
degrader). This method has the advantage that all sys-
tematics of the experimental setup are already included

in the extracted mean velocity β, such as systematic ef-
fects of proton losses in the target, the response of the
Microball and Gammasphere detectors, and the fusion-
evaporation kinematics. The response of Microball is

particularly important as it is strongly angle dependent
due to, e.g., different absorbers used at each Microball
angle.

To extract the lifetime of the state from the deter-
mined velocities at the time of creation2 and the decay

2βTO = 0.04527(44)
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Fig. 5 ELab versus cos(θ) fit for the 2+
2→2+

1 transition of
16C. The ELab values are extracted from the Gaussian fits
shown in Figure 4. The black fit-function is described by
Equation 1. The lower plot shows the residuals ∆E of the
fit which is shown in the upper part.

velocity3, we employ Geant4 to simulate the slowing-
down process and study the decay of the state of inter-
est through the same target/degrader material budget
as in the experiment for various lifetimes. Indeed, we

simulated excited 16C ions using their initial velocity
βTO and taking into account the thickness of the tar-
get (1.38 mg/cm2), how the latter affects the fusion-

evaporation cross section and how the βTO would turn
into a distribution of initial velocities according to where
the 16C ions were created along the target thickness.

An important parameter in our simulations that will
affect the lifetime of the state is the stopping powers
that are employed by Geant4. The standard database

used by Geant4 for energy loss of ions in matter is the
ICRU73 dataset, which includes a mixture of calculated
and measured stopping powers for ions heavier than he-
lium [22]. Geant4 is developed and optimized for high-
energy experiments. Following the investigations of [23],
two changes in the simulation process are applied to
get a more accurate slowing down behaviour of ions at

low energies. First, the ICRU73 stopping powers are re-
placed by stopping powers which are calculated with
the program SRIM, a software-package which repro-
duces well the stopping behaviour of ions for different
materials over a wide energy range [24]. Secondly, the
so-called forced stepping method is added to the simula-
tion code, where the simulation evaluates the behaviour
of the particle no later than a given distance set by the
user. The forced stepping distance should be set to small
values for low-energy physics, as is done in this work.

3βExp = 0.03905(245)
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The simulation was performed for various lifetimes
of the 2+2 state and the results were analyzed much in
the same way as was done with the experimental data,
i.e., the mean-decay velocity was extracted by plotting
the laboratory energy versus the cos(θ) as in Figure 5.
The resulting mean decay velocities from the simula-
tions, βSim, as a function of simulated lifetimes are
shown in Figure 6. The intersection between the sim-
ulated results and the experimentally defined velocity
βExp, and in particular the upper limit of the uncer-
tainty band, defines the lower limit of the lifetime. This
results in τ&244 fs for SRIM stopping powers for the
2+2 state.

To constrain the lifetime of the 2+
2 state further,

an additional evaluation method is applied to the data.
The number of counts in the moving-peak component
(CMoving) are compared to the number of counts in
the stopped-peak component (CStopped). The longer the
lifetime of the state, the more decays take place at rest
and therefore the stopped-peak component increases.

For the evaluation of the 2+
2 state, Geant4 simulations

are performed for different lifetimes and the ratio

RSim (τSim) =
CStopped (τSim)

CMoving (τSim)
(2)

is calculated for different lifetimes and for each Gam-
masphere angle separately. Then the following function
is fitted to the simulated data, as shown in Figure 7(a),

RSim(τSim) = a · τ2Sim + b · τSim. (3)

The number of counts in the moving-peak component
in the experimental data (CMoving,Exp) is used to de-
duce how many counts should appear in the simulated

stopped-peak component (CStopped,Sim) for a given life-
time:

CStopped,Sim (τSim) =CMoving,Exp ·RSim (τSim) . (4)

The result for 110.18◦ is shown as a black function in
Figure 7(b). The blue band around the function shows
its uncertainty, i.e., the uncertainty from CMoving,Exp as
well as the fit uncertainties. By comparing the experi-
mental number of counts CStopped,Exp for the stopped-
peak component with CStopped,Sim (τSim), we get an up-
per limit for the lifetime of the 2+

2 state. The horizontal
(orange) line with yellow band in Figure 7(b) shows the
experimental result for the stopped-peak component of
CStopped,Exp=1(1) counts. Here, the mean value from
CStopped,Exp, including its uncertainty u(CStopped,Exp),
can be seen as an upper limit for the number of counts

in the stopped-peak component, which is still compati-
ble with the experimental data. Hence, all lifetimes for

which the blue and yellow area are overlapping are com-
patible with the experimental data. Due to this, an up-
per lifetime limit is obtained by determining the inter-
section between CStopped,Sim(τSim)+u [CStopped,Sim(τSim)]
(right end of the blue uncertainty band) and CStopped,Exp+
u[CStopped,Exp] (upper border of the yellow uncertainty
band).

For this analysis only the spectra for 110.18◦ and
129.93◦ Gammasphere angles are used to reduce statis-
tical uncertainties; these are the only spectra for which
we have significant number of counts in the moving-
peak component. In addition, in these angles the moving-
and stopped-peak component do not overlap, reducing
further experimental uncertainties. The analysis is done
separately for the 110.18◦ and 129.93◦ data and the
results are combined by calculating the corresponding
mean value. The analysis was also repeated for the ex-
treme target thicknesses to include the target thickness
uncertainties in the results. The lifetimes are always
longer for the thickest possible target (+10 % thick-

ness). Hence, these results are used as a systematic
uncertainty for the upper lifetime limit. The latter is
γ-ray energy dependent and results to an upper life-
time limit of 376 fs for a center-of-mass transition en-

ergy between 2209.0 keV and 2213.5 keV and 446 fs for
a center-of-mass transition energy between 2213.5 keV
and 2217.0 keV; Ecm = 2213(4) keV as extracted in

Figure 5. We have assumed no background in the γ-ray
spectrum and the upper lifetime limit is determined
at 70% confidence level (C.L.); the C.L. is expected
to change, becoming higher or lower, if random back-

ground is present in the energy region of the stopped
and/or moving component, respectively, see, e.g., [25].
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Figure 8 summarizes the results for the lifetime of
the 2+2 of 16C. Using SRIM stopping powers and taking
the systematic uncertainties into account, the lifetime

can be expected in a range from 244 fs to 376 fs for
a center-of-mass transition energy between 2209.0 keV
and 2213.5 KeV and the lifetime can be expected in a

range from 244 fs to 446 fs for a center-of-mass transi-
tion energy between 2213.5 keV and 2217.0 keV. In Fig-
ure 8 results from Ciema la et al. [7] are also shown. The

figure shows the upper lifetime limit (black dashed hor-
izontal line) from the count ratio method and the most
likely lifetime range (blue boxes) using the estimated
lower lifetime from the mean decay beta method. The
results from Ciema la et al. are marked by the red data
points. According to Ciema la et al. the transition en-
ergy should be located between 2214 keV and 2218 keV
and the lifetime depends strongly on this energy as can
be seen in Figure 8. Comparing both results, this work
suggests a transition energy which is slightly lower than
the energy measured by Ciema la et al. In terms of life-
times, the data points from 2214 keV and 2215 keV are
in agreement with the most likely lifetime range from
this work. The other data points from Ciema la et al.

are lower than the most likely lifetime range from this
work.
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Fig. 8 Results for the lifetime range of the 2+
2 state in 16C

using the count ratio method and SRIM stopping powers.
The values from this work are shown as black dashed lines
and blue boxes. The horizontal black dashed lines mark the
upper lifetime limit while the vertical black dashed line marks
the mean γ-ray energy for the 2+

2 → 2+
1 transition as mea-

sured in this work. The blue boxes mark the most likely life-
time range. The external values shown as red dots are the
most recent measurements from Ciema la et al. [7]. The grey
dashed function shows the relative probability distribution as
a function of the transition energy for our results. It follows a
Gaussian distribution with a mean of 2213 keV and a sigma
of 4 keV.

2.2 Lifetime of the 4+
1 State

Figure 2 shows that the 4+
1→2+1 transition presents a

significant stopped peak, corresponding to a longer life-
time (in the picosecond range) than this method is sen-

sitive to. Therefore, we can only put a lower limit to the
lifetime of the 4+

1 state. Additionally, from Ref. [8] it is
already known that the lifetime of the 4+

1 state should
be faster than 4 ps. We can then constrain theoretical

calculations by using the range of lifetimes as extracted
from this experiment and previous works.

To achieve a proper lower lifetime limit, the exper-
imental γ-ray spectra for each Gammasphere angle are
compared to Geant4 simulations. As we discussed in
the previous section, the ratio between the stopped and
moving component of a γ ray depends strongly on the
lifetime of the decaying state. To infer the lower limit
of the lifetime of the 4+

1 state, we look at the ratio of
these two peaks in our experiment (in coincidence with
two protons detected in Microball) and we compare this
with our simulations.

First we investigate whether we have a moving peak
in our experimental spectrum. For this purpose a peak
on top of the background has to have a maximum height
which is larger than the 2σ uncertainty of the back-
ground. Everything else is considered as background
fluctuations. The 2σ uncertainty of the background will
be labelled as MBG hereafter. Additionally, the max-
imum height of the stopped peak MStopped from the
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Fig. 9 (Colour online) Estimation of a lower lifetime

limit for the 4+
1 state of 16C using the 148.28◦ Gammas-

phere spectrum. Geant4 simulation results for HSim(τSim)
have been performed using SRIM stopping powers and
βTO=0.04527(44). The black fit-function is described by
Equation 7. The yellow band illustrates the experimental ra-
tio of HExp=0.156(19) including its uncertainty.

4+1→2+1 transition is extracted to calculate the ratio

HExp =
MBG

MStopped
. (5)

This is performed for those Gammasphere angles for
which the 4+1→2+1 transition is resolved clearly in the
spectrum, i.e., 121.72◦, 129.93◦, 142.62◦, 148.28◦, and
162.73◦. For smaller angles the 4+

1→2+1 transition inter-

feres with the 7/2+1→5/2+1 transition of 15N and cannot
be used in the analysis.

The 4+1→2+1 transition is simulated for different life-
times of the 4+1 state and the ratio

HSim(τSim) =
MMoving

MStopped
(6)

is calculated for each simulated lifetime τSim, where
MMoving is the peak maximum of the moving peak com-

ponent andMStopped is the peak maximum of the stopped
peak component. A function of the form

HSim(τSim) = a · e−bτSim + c. (7)

is then fitted to the simulated data.

In Figure 9 this is shown for the 148.28◦ Gammas-
phere angle. To obtain a lower lifetime limit, τMin, we
use the intersection of the fit-function with the exper-
imental ratio HExp. In the figure this is visualized by
the intersection of the black fit-function and the orange
line which represents the experimental ratio HExp. The
yellow band around the line represents its statistical
uncertainty.

The final result was extracted as the uncertainty
weighted mean from all five Gammasphere angles, see

0.0
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τ M
in

in
p
s

weighted mean

Fig. 10 (Colour online) Results for a lower lifetime limit

τMin for the 4+
1 state of 16C. The Geant4 simulations were

performed for βTO=0.04527(44). The yellow band illustrates
the uncertainty weighted mean including its 1σ uncertainty
for these data points. The uncertainty weighted mean is de-
duced to 1.95(9) ps for SRIM stopping powers.

Figure 10, to be 1.95(9) ps and this yields a lower life-
time limit of τMin=1.9 ps by subtracting the mean value
by its 1σ uncertainty. Additionally, systematic uncer-

tainties due to the target thickness4 yield the final result
of τMin=1.9+0.0

−0.1 (systtarget) ps as a lower lifetime limit
for the 4+1 state of 16C.

Combining the present results with the upper life-
time limit from Ref. [8], the lifetime of the 4+

1 state
is between 1.8 ps and 4 ps which corresponds to a de-
cay rate of λMin

(
4+1
)

= 2.50 · 1011 1
s and λMax

(
4+1
)

=

5.55 · 1011 1
s . Using the experimental transition energy

of 2369 keV, the E2 transition strength of the 4+
1 → 2+1

state is

2.74 e2fm4 ≤ B
(
E2; 4+1 → 2+1

)
≤ 6.10 e2fm4. (8)

3 Theory

Electromagnetic transitions in 16C are a particular chal-
lenge for ab initio nuclear structure theory. On the one
hand, this nucleus is at the upper end of the mass
range where conventional ab initio methods, such as
the NCSM, can be applied. Moreover, E2 observables
exhibit a notoriously slow convergence, so that precise
converged calculations, e.g., for B(E2) strengths, are
beyond our computational capabilities. On the other
hand, recent ab initio approaches for medium-mass nu-

clei, such as the in-medium similarity renormalization
group (IM-SRG) and its open-shell extensions, e.g., the
valence-space IM-SRG [26, 27] and the in-medium NCSM

4The same analysis was performed using a 10% thinner target
which would yield a shorter lifetime.
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[28], overcome the convergence limitations for ground-
state and excitation energies but exhibit deficiencies in
the description of E2 observables. For the valence-space
IM-SRG it was shown that B(E2) transition strengths
are severely underestimated in present calculation due
to missing three- and multi-body terms in the IM-SRG
evolution of the E2 operator [29]. In the in-medium
NCSM, which uses multi-reference IM-SRG evolved op-
erators for a subsequent NCSM calculation in small
model spaces, the situation is more subtle. For some
transitions, e.g., the 2+

1 to ground-state transition in
12C, the in-medium NCSM provides precise results, but
for the corresponding transition in 16C the B(E2) is
drastically underestimated. Work is under way to fix
these limitations by, e.g., extension of the IM-SRG to
three-body operators or by tailoring the reference space
in the in-medium NCSM to capture all of the relevant
collective correlations.

In this work we limit ourselves to direct NCSM

calculations for 16C. In order to improve the conver-
gence, particularly of long-range observables like the
E2, we use a generalized natural-orbital basis instead
of the conventional harmonic-oscillator single-particle

basis. The natural orbitals as introduced in Ref. [30]
have proven extremely useful in connection with the
NCSM and other many-body methods—they optimize

the model-space convergence and remove the depen-
dence on the oscillator frequency or oscillator length.
While this is advantageous for NCSM calculations of en-

ergies, a parameter that controls the length scale of the
basis is advantageous to assess the convergence system-
atics in cases where full convergence cannot be reached.
Therefore, we use a scaled version of the natural-orbital

(SNAT) basis in this work. Starting with a natural or-
bital basis constructed for a nominal oscillator length
of aHO = 1.4 fm we scale all single-particle wave func-
tions to a different length parameter aSNAT, the ra-
tio aSNAT/aHO defines the scaling factor by which the
wavefunctions are stretched radially. We perform NCSM
calculations for a set of length parameters aSNAT and
analyze the convergence pattern of the full set.

For all calculations we use state-of-the-art chiral
NN+3N interactions at next-to-next-to-next-to-leading
order (N3LO) for both the NN and the 3N contribu-
tions. This interaction has been introduced in Ref. [31]
and provides an excellent description of ground-state
energies and charge radii up into the medium-mass regime.
We use a free-space SRG transformation of the Hamil-
tonian and all other operators with α = 0.08 fm4 [32,
33]. Since we are dealing with non-converged NCSM
calculations, the many-body uncertainties are dominant
for the observables discussed here. Therefore, we do not

explicitly include the uncertainty estimated for the chi-

ral truncation and we also omit chiral two-body correc-
tions to the E2 operator.

In Figure 11 we present the convergence patterns
for various B(E2) transition strengths in 16C involv-
ing the 0+ ground state, the first two 2+ excited states,
and the first 4+ excited state. The colored symbols rep-
resent different length parameters aSNAT of the SNAT
basis as indicated on the right-hand end of the individ-
ual Nmax sequences. In cases where the HO basis cal-
culations show a different overall trend, we also show
Nmax sequences for four different HO frequencies, as
denoted on the left-hand side of the data sequences, for
comparison.

TheNmax sequences for the different transitions show
the notorious problem with E2 observables in NCSM
and other ab initio calculations: they exhibit an ex-
tremely slow convergence. None of the calculations shown
can be considered fully converged. Moreover, extrapo-
lations to the infinite Hilbert space are difficult and
strongly model dependent. Therefore, we take a prag-
matic approach and assess the overall convergence pat-

tern and try to estimate the B(E2) for the SNAT basis
for an optimal aSNAT length parameter. In two cases,
the 2+2 → 0+g.s. and the 2+2 → 2+1 transitions, we can
identify an optimal value for aSNAT that leads to a con-

stant result for the B(E2) in the two largest model
spaces. The maximum difference to the neighboring two
aSNAT for the largest Nmax is used as an uncertainty es-

timate. These estimates are indicated in panels (b) and
(c) of Figure 11 by black horizontal lines with a grey
band indicating the uncertainty, the numerical values
are summarized in Table 1. This selection is supported

by the general trend of the other sequences, which all
move towards the estimated value. For the other two
cases, the 2+1 → 0+g.s. and the 4+1 → 2+1 transition, the
calculations for all aSNAT and ~Ω show a monotonic in-
crease with Nmax. Therefore, within the range of basis
parameters used here, we cannot estimate the B(E2) as

for the other cases, we can only specify a lower bound
given by the maximum value of the B(E2) obtained
in the calculations, which is again indicated by a black
line in panels (a) and (d) of Figure 11.

4 Discussion

We will now discuss how our experimental findings com-
pare with the new ab initio calculations described in
Section 3. In Table 1 we summarize the experimental
values for the energy of the 2+

1 , 2
+
2 , 4

+
1 states in 16C,

their lifetimes, the branching ratio of the γ-ray decay
of the 2+2 state from [6], the transition strengths that
are implied from the lifetimes of the states, and how
they compare with theoretical calculations.
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For the 2+1 → 0+g.s. and 4+1 → 2+1 transitions, the life-
time can be translated into a B(E2) transition strength
directly. However, the 2+

2 state can decay via the 2+
2→0+g.s.

and the 2+2→2+1 transition. For the 2+
2→0+g.s. transition

only an E2 component is possible. For the 2+
2→2+1 , both

M1 and E2 decay modes can dominate. Therefore, the
lifetime of the 2+

2 state, τ(2+2 ) = [ 244, 446] fs, can be
translated into the total decay rate and compared with
theory. The total decay rate of the 2+

2 state, λTotal(2
+
2 ),

is

λTotal
(
2+2
)

= λ(E2; 2+2 → 0+g.s.) + λ(E2; 2+2 → 2+1 )

+ λ(M1; 2+2 → 2+1 ) = 1/τ(2+2 )
(9)

with

2.25 · 1012 s−1 ≤ λTotal(2+2 ) ≤ 4.10 · 1012 s−1. (10)

From [6] it is also known that the branching ratio for
the 2+2 → 0+g.s. transition is limited to

BR(2+2 → 0+g.s.) =
λ(E2; 2+2 → 0+g.s.)

λTotal(2
+
2 )

< 8.8 %. (11)

From Eqs. (10) and (11) we obtain an upper limit for
the E2 strength of the 2+

2 → 0+g.s. transition of

B(E2; 2+2 → 0+g.s.) < 0.30 e2fm4. (12)

The total decay rate (Eq. (9)) of the 2+
2 state can be

expanded as

λTotal(2
+
2 ) =

=
1.22 · 109

s

(
Eγ(2+2 → 0+g.s.)

MeV

)5
B(E2; 2+2 → 0+1 )

e2fm4

+
1.22 · 109

s

(
Eγ(2+2 → 2+1 )

MeV

)5
B(E2; 2+2 → 2+1 )

e2fm4

+
1.76 · 1013

s

(
Eγ(2+2 → 2+1 )

MeV

)3
B(M1; 2+2 → 2+1 )

µ2
N

.

(13)

By combining this with the experimentally known tran-
sition energies and the constraints from Eqs. (10) and
(12), one can deduce an explicit constraint on the three
transition strengths.

We can now confront the NCSM calculation with
this experimental information. The ab initio results ob-
tained with the new generation of chiral NN+3N inter-
actions are compatible with the experimental data for
all observables for the first time. Previous NCSM cal-
culations reported in Ref. [5], which are based on the
the CD Bonn 2000 phenomenological NN interaction

without an initial 3N force, fail to reproduce the ex-
perimental pattern of B(E2) values. As illustrated in

Table 1, the B(E2) value for the 2+1 → 0+g.s. transition
is underestimated and the B(E2) for the 2+2 → 0+g.s.
transition is overestimated significantly. This leads to
an underestimation of the lifetime of the 2+

2 state and
the branching ratio for the 2+

2 → 2+1 transition by a
factor of 3.

The chiral NN+3N interaction at N3LO used in the
present NCSM calculations predicts a large value for
the 2+1 → 0+g.s. transition and a small value for the
2+2 → 0+g.s. transition in good agreement with experi-
ment. The resulting total transition rate obtained from
Eq. (13) and, thus, the lifetime of the 2+

2 state are in
excellent agreement with experiment when using the
experimental transition energies. Stated differently, the
transition strengths obtained in the calculation fulfill
the constraints provided by the experimental data via
Eq. (13). Using the calculated transition energies from
the NCSM we still find a good agreement of the 2+

2 life-
time with experiment. It is important to note that the

calculated excitation energies agree with experiment
within uncertainties, however, the lifetime is very sensi-
tive to transition energies and thus amplifies their the-
ory uncertainties. The branching ratio for the 2+

2 → 2+1
transition is also in good agreement with experiment
irrespective of the choice of energies. In addition, the
lower bounds derived from the NCSM sequences for the

B(E2) of the 2+1 → 0+g.s. and the 4+1 → 2+1 transition are
compatible with the experimental data, thus providing
a consistent description of the complete spectroscopy of
these states.

The calculations presented in Ref. [5] also included
results for a first generation of chiral NN+3N interac-
tions using a local 3N interaction at N2LO. Though
these calculations were not converged and only ratios
of B(E2) transition strengths were discussed, some im-
portant features were observed. Most notably, the sup-
pression of the B(E2) for the 2+2 → 0+g.s. through the
inclusion of the 3N interaction. The same mechanism
is at play for the new-generation chiral NN+3N inter-
actions used in this work. However, the first-generation
NN+3N interaction produces significantly smaller ab-
solute values, e.g., for the B(E2) for the 2+1 → 0+g.s.
transition. Comparing results at fixed Nmax = 6, the
B(E2) obtained in Ref. [5] is about 50% smaller and,
thus, incompatible with experiment. This is in line with

the general observation that the first-generation chiral
NN+3N interactions produce too small radii starting
from the mid p-shell. This deficiency has been fixed
in the new-generation of interactions and translates to
larger E2 strength.



10

Table 1 Level energies (E), lifetimes (τ), transition strengths (B(E/M)), total decay rates (λTotal) and branching ratios
(BR) for 16C from this work (unless a reference is provided), and how they compare with theory (see text for details). The
theoretical BR, λTotal and τ are calculated using both experimental and theoretical transition energies, indicated with a and
b, respectively.

State Experiment
NCSM NCSM

UnitNN+NNN CDB2k
[5]

2+
1

E(2+
1 ) 1759.0± 0.4 1650± 100 2430± 50 keV

B
(
E2; 2+

1→0+
g.s.

)
4.1+0.5

−0.3 [6, 8, 34] > 4.39 2.2± 0.9 e2fm4

2+
2

E(2+
2 ) 3972± 4 4200± 250 4900± 300 keV

B
(
E2; 2+

2→2+
1

)
Eqs. (10),(13) 5.27± 0.95 4.4± 1.8 e2fm4

B
(
M1; 2+

2→2+
1

)
Eqs. (10),(13) 0.012± 0.003 0.013± 0.001 µ2

N

B
(
E2; 2+

2→0+
g.s.

)
< 0.30 [6] 0.44± 0.27 4.84± 1.98 e2fm4

BR
(

2+
2→2+

1

)
> 91.2 [6] 83± 11a 86± 11b 32± 9a 19± 10b %

λTotal(2
+
2 ) [ 2.25, 4.10] 3.2± 0.7a 4.9± 1.5b 8.6± 2.4a 20.6± 8.6b 1012/s

τ(2+
2 ) [ 244, 446] 316± 66a 204± 64b 116± 32a 49± 20b fs

4+
1

E(4+
1 ) 4129.0± 0.2 4500± 250 6170± 100 keV

B
(
E2; 4+

1→2+
1

)
[ 2.74, 6.10] > 2.6 1.96± 0.80 e2fm4

τ(4+
1 ) [ 1.8, 4] < 4.22a < 1.68b 5.59+3.86 a

−1.62 0.57+0.40 b
−0.16 ps

a using the experimental transition energy
b using the theoretical transition energy

5 Summary

Meaningful limits to the lifetimes of higher-lying ex-
cited states in 16C were extracted in order to bench-
mark ab initio calculations. Indeed, the structure of
16C has been highlighted as an important touchstone
for these calculations, showing strong sensitivity to the
underlying nuclear interaction, and in particular to the
inclusion of 3N forces. Our experiment has delivered

key experimental data to constrain modern nuclear the-
ories. Ab initio NCSM calculations employing new in-
teractions derived within chiral EFT show remarkable
agreement with experiment, a very promising step to-
wards describing nuclear structure from first principles.
They also show that E2 transitions present a specific
challenge for ab initio methods and require further method-
ological improvements to provide more accurate predic-
tions for these important observables.
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M. Zielińska, A. Ataç, D. Barrientos, B. Birken-
bach, A.J. Boston, B. Cederwall, L. Charles, J. Col-
lado, D.M. Cullen, P. Désesquelles, C. Domingo-

Pardo, J. Dudouet, J. Eberth, V. González,
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Fig. 11 Results of ab initio NCSM calculations for the
B(E2) transition strengths involving the 0+ ground state,
the first two 2+ excited states, and the first 4+ excited state.
The colored symbols show the Nmax dependence obtained
with the SNAT basis for different values of aSNAT [fm] as
indicated on the right-hand-side of each sequence. The grey
symbols show Nmax sequences obtained with the HO basis for
different values of ~Ω [MeV] as indicated on the left-hand-side
of each sequence.
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