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Abstract— Control systems can often forecast/predict future
disturbances, such as road curvatures, yet this lookahead or
preview data is seldom utilized for safety critical control when
designing control barrier functions (CBFs). This paper extends
the recent limited preview control barrier function for linear
systems with input delays to a class of nonlinear input-delay
systems, which similarly leverage preview information for a
limited preview time horizon to provide less conservative safety
guarantees than traditional CBF methods. To achieve this
extension, we propose two algorithmic linearization methods,
namely affine abstractions and approximate linear immersions,
with rigorous approximation error characterization and then,
we take this error into consideration in the proposed limited
preview nonlinear CBF. Further, our approach explicitly in-
corporate input bounds; thus, recursive feasibility of its cor-
responding optimization-based safety controller is guaranteed.

I. INTRODUCTION

Many control systems such as self-driving cars have for-
ward looking sensors, e.g., cameras and Lidar, that can be
used for providing information about upcoming conditions
for improving performance and safety. While optimal and
model predictive control approaches have leveraged such pre-
view information for improved performance [1], [2], safety
control methods have only recently begun to consider the
problems associated with recursive assurances of safety and
feasibility. Prior to this, most traditional safety control ap-
proaches, including using the control barrier function (CBF)
framework (e.g., [3], [4]), consider worst-case robustness to
guarantee recursive safety and are often overly conservative.

Recent studies have demonstrated that incorporating pre-
view information into safety control of certain classes of
discrete-time systems, including those with input delays, can
yield significant advantages [5], [6]. For continuous-time
systems, a predictive CBF has been proposed in [7] when
the preview comes from changeable reference trajectories,
while our recent work developed a preview CBF approach
that utilizes information on previewable but uncontrollable
disturbances, such as road gradients, curvatures, or the
predicted future motion of other agents [8], [9]. Further,
this work is extended to linear continuous-time input-delay
systems, where the preview horizon for the previewable
disturbances is limited and fixed, which better reflects real-
world settings where sensing ranges are limited [9]. However,
these techniques are only applicable to uncertain linear
systems.
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Our approach for handling this challenge is to over-
approximate nonlinear systems as uncertain linear systems
with bounded approximation errors. Thus, a relevant body of
literature pertains to that of abstraction of nonlinear systems
as (piecewise) affine systems, also known as hybridization
[10] or affine abstractions [11], [12]. Yet another related
approach is that of approximate state immersions [13], [14]
that lift the nonlinear dynamics (without control inputs) to
a higher dimensional approximate linear model, which we
will build upon to allow control inputs.

Contributions. In this paper, we present a control bar-
rier function for a class of nonlinear continuous-time sys-
tems with input delays and limited-horizon preview (LPrev-
nCBF), as an extension of previous designs for linear systems
in [8], [9]. One key challenge for this extension is our
requirement of a closed-form LPrev-nCBF solution that in
turn requires a closed-form expression for state solutions.
Thus, we first propose two algorithmic linearization methods
for over-approximating the nonlinear system dynamics with
uncertain linear dynamics with a careful characterization
of the approximation errors. Specifically, we propose to
leverage affine abstraction methods in [11], [12] for this
linearization process, as well as introduce an approximate
linear immersion approach that extends the approach in [14]
to lift the nonlinear dynamics with control based on its
relative degree. By design, these approaches simultaneously
compute and minimize the linearization error bounds.

Then, using this linearized system (with potentially higher
dimension) and the linearization error bounds, we present
a closed-form input-constrained LPrev-nCBF that is robust
to the linearization errors. Since the proposed LPrev-nCBF
incorporates the knowledge of input bounds, recursive feasi-
bility and safety of the associated optimization-based safety
controller can be guaranteed. The efficacy of the proposed
LPrev-nCBF is demonstrated using a vehicle lane-keeping
scenario with road curvature as the previewable disturbance.

II. PRELIMINARIES AND PROBLEM FORMULATION

Notations. R™ and R refer to the n-dimensional Euclidean
space and the set of non-negative real numbers. All vector in-
equalities represent element-wise inequalities. Further, sgn(-)
and |-| are signum and element-wise absolute value operators,
and a diagonal matrix diag(v) has v as its diagonal elements.
Additionally, a function « : [0,00) — [0, 0) belongs to the
class K if it is continuous and strictly increasing, with
lim, o a(r) = oo and «(0) = 0.

System Model. Consider a class of continuous-time nonlinear
control system with a time-delayed and linear control input,
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along with previewable disturbances:

Sdelay * E(t) = f(x(t), d(t))+Bu(t=T;), (D
with state z(t) € X C R", input u(t) € Y C R™ subject to
constant time delay 7;, bounded and previewable (only for a
constant and limited preview horizon T} disturbances d(t) €
DCR.DE2{d||d <dn}and U 2 {u| |u| < u,,} are
bounded sets' for the disturbance and input, respectively.

The term “previewable disturbance” refers to external
inputs, signals, or parameters whose future values can be
predicted or measured by sensors or perception modules with
limited range. This encompasses, for instance, a target signal
for tracking, anticipated paths of other entities, and road
characteristics like curvature, slope, or friction coefficients.

The system variable of interest is represented by a scalar
output y(¢) = Cz(t) € R and its corresponding constraint
Sy = {z € X | |Cz| < yp} represents desired safety
constraint. Further, without loss of generality, we assume
that the system X4, With this output has a relative degree
of 2 with respective to the input, i.e., C B = 0. Additionally,
we assume that the relative degree r of f(x,d) with respect
to u is constant. Further, as in [9], we consider the setting
where the preview horizon T, is limited and fixed, beyond
which the unpreviewed disturbance is unknown but bounded.
Assumption 1. The constant preview horizon T, satisfies
T, > T;, where T; represents a constant input-delay time.

Assumption 2. For a known and fixed preview horizon
T, and given time t € R,, the previewed disturbance
d,(t) £ {d(r) € D,t < 7<t+ T,} is known and
beyond this preview horizon, the unpreviewed disturbance
d,(t) £ {d(1) € D,t +T, < 7 < o0}, is unknown but
bounded (with known bounds).

Inspired by the literature on time-delay systems and our
prior work on preview based safety critical control, we
consider the problem in terms of a predictor system based
on the predicted state z(t) = z(t + T;):

Sprea s 5(8) = f(2(8),d(t + T)+Bu(®). ()
Note that under Assumption 1 that T}, > T;, the predicted
state z(t) at any time ¢ can be computed from x(¢) by using
ODE/DDE solvers (for linear systems, predictions can be
found in closed-form as in [9]). Thus, we can equivalently
consider X,.cq in lieu of Ygerqy owing to exact knowledge
of z(t) from z(t) and for ease of exposition, we will directly
consider the safe sets in terms of the predicted state z(t).

Definition 1 (Safe Sets). Let S, C R™ be a safe set of
Yprea that describes desirable/given safety constraints on
the states, and let S, , C R" x DI®T») be the T),-augmented
safe set of Xy,cq, defined as

S.p2{(z,dp) |z €8.,d, € DO}
where DI%Tv) is the set of all trajectories of d(t) within the
time interval of [0,T,] £ {70 < 7 < T},}, defined as,
DIOTe) £ Ld(r),vr € [0,T,] | d(r) € D}.
! For ease of exposition, symmetric bounds are assumed. Any asymmetric

bounds can be handled by taking their midpoints as known signals and
deviations from these midpoints as signals with symmetric bounds.

Definition 2 (Controlled Invariant Set). A set C C S, is a
robust controlled invariant set of X,,eq in a safe set S, C R"
if for all z(0) € C, there exists some u(t) € R™ such that
z(t) € C C S, Vt > 0forall d(t) € D. Cpaz is the maximal
robust controlled invariant set in S, if Cpqp contains all
robust controlled invariant sets in S.,.

Further, a set C, € S, is a limited preview controlled
invariant set of ¥,,cq in an augmented safe set S, ,, if for all
(2(0),dp(0)) € Cp, there exists some u(t) € R™ such that
(2(t),d,(t)) € C, C S.p, Yt > 0 for all d,, € DTr>),
Craz,p is the maximal limited preview controlled invariant
set in S, p if Coyax,p contains all limited preview controlled
invariant sets of Xpreq in Sy p.

Specifically, we aim to find limited preview control barrier
functions with preview capabilities for X,..q that render
some time-varying set C,; C S, controlled invariant. To
achieve this, we introduce a time-varying ‘limited preview
safe set’, denoted as C,,: C S.,, which is not only
controlled invariant but also implies the existence of some
C.+ € S, that is controlled invariant by construction/design.

Definition 3 (Limited Preview Safe Set). Given a predictive
system with preview ¥y.cq (With known d, € DOT) and
unknown d,;, € DIT»>°)) a super-level set C, ,; defined on
a time-varying function h : X x D0Tr) x Ry — R:

Copt = {(2,dp,t) | h(z,dy, 1) 2 0.}, 3)
which is defined based on another function hy, accord-
ing to h(z,d,,t) = mindnpep[Tpm) hnp(2,dp, dpp, t) with
DIT:2°) peing the set of all trajectories of d(t) starting from
T, is a limited preview safe set for X,eq if (2(t), dp(t),t) €
C.ps for all t > 0 implies that z(t) € S, for all t > 0..

Note that, by design, the limited preview robust safe set
in the above definition needs to be defined or chosen such
that its controlled invariance implies the existence of some
C.+ C S, thatis controlled invariant. Further, note that while
z(t) can be computed from z(t) using (2), predictions of
z(t) for 7 > T, — T; are unknown and cannot generally
be obtained in closed-form unlike in linear systems as in
[9]; thus, in order to leverage the tools developed in [9], our
first problem of interest is to over-approximate the nonlinear
system by a linearized model with known error bounds.

Problem 1 (Algorithmic Linearization). Given an input-
delay system with preview Ygeiqy in (1) satisfying Assump-
tions 1-2, its corresponding equivalent predictor system
Ypred in (2) and a safe set S, (cf. Definition 1), design lin-
earization algorithms that return A, By, Bé, 1€{0,...,7}
and e,, to obtain a linearized (immersion) model:

Siin 2L (t)=Apzp(t)+>;_ BydD (t+T;)+Bru(t)+e(t),
“4)
that minimizes the linearization error J(e,,), where z(t) is
the lifted predicted state, v is the relative degree of f(x,d)
with respect to u, d\9 is the i-th time derivative of d and e
is the linearization error such that |e| < e,, € R"™. In the
special case without lifting, zr,(t) = z(t) and r = 0.
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Then, our second problem is to construct the input-
constrained limited preview (nonlinear) control barrier func-
tion (LPrev-nCBF) that is robust against linearization errors:

Problem 2 (Safety with Limited Preview). Given an input-
delay system with preview Ygeiqy in (1) satisfying Assump-
tions 1-2, its corresponding linearized system Xy;,, in (4) and
a safe set S, (cf. Definition 1), construct a limited preview
(nonlinear) control barrier function (LPrev-nCBF) corre-
sponding to C. p, ¢ in (3) that guarantees limited preview con-
trolled invariance of Yy in S, (and thus, safety of Ygeiay
under Assumption 1 and the over-approximation/simulation
property of YXin).
III. MAIN RESULTS

Section III-A introduces two algorithmic linearization
methods to address Problem 1, while Section III-B presents
the LPrev-nCBF that solves Problem 2 using the linearized
models and their linearization error bounds from Problem 1.

A. Algorithmic Linearization Methods

As above-mentioned, closed-form predicted states are non-
trivial to obtain for nonlinear systems; hence, this section
presents two linearization algorithms to solve Problem 1 that
compute and minimize linearization error bounds.

1) Affine Abstraction: This first method builds upon
the affine abstraction approach from [11], [12] to ab-
stract/overapproximate the nonlinear function f(z,d) in (2)
within a given domain of z € X and d € D by a pair of
affine hyperplanes/functions f and f such that f(z,d) <
f(z,d) < f(z,d) for all z € X and d € D with:

f(z,d) = Az + Bad + ¢y, 5

?(Z,d) = Az + Byd + €y, )
and to-be-determined matrices A, B, and vectors e,, €; of
appropriate dimensions. The following algorithm allows us to
find these matrices and vectors that minimizes the magnitude
of the linearization error bound ey ,, = %(é@ —¢e,) given by

Heé,m”oo = max; € m,;-
Proposition 1 (Affine Abstraction [11]). Given the function
f:XxD c RO 5 R and the set M of (finite)

mesh/grid points of X x D. Suppose A, By, ¢€,e,0 are solu-
tions to the following linear program (LP):

min 6 (6)
0,A,Bg,e.e

s.t Azs+Bads+ep+o < f(zs,ds) < Azg+Bads+eg—o,

e —e,— 20 <01, V(zs,ds) € M,

where 1,, € R™ is a vector of ones and o can be computed

via [11, Proposition 1] for different function classes. Then,
f(z,d) = Azs + Bgd + ec. +¢e4,V(2,d) € X x D,

with a constant e, = %(Eg +e,) and a linearization error ey

satisfying |lec|| < eom = %(Eg —ey)-

Proof. The proof is a slight modification of the one in [11,

Theorem 1] with A = A = A and B = B = By, as well as

with the interpolation error ¢ directly incorporated into the

linear program. O

From Proposition 1, we obtain an affine abstraction-based
linearized model of the nonlinear predictor system ¥,,¢q:

Yaps: 2(t) =Az(t)+Bu(t)+Bad(t+T;)+ec+ee(t), (7)
with a constant e, = %(Ee + ¢,) and a linearization error
satisfying |e;(t)] < erm = 5 (€0 — ).

2) Approximate Linear Immersion: The affine abstraction-
based linearization method may sometimes lead to poor over-
approximation of the nonlinear system and, in turn, a conser-
vative LPrev-nCBF. Thus, we propose a second method for
linearization that is an extension of the approximate linear
immersion from [13], [14] to systems with control inputs.
This approach involves lifting the nonlinear system to higher
dimensions and applying linearization to the higher order
derivative of the nonlinear function f(z,d) in (2).

Specifically, inspired by [14], our approach involves find-
ing an approximate linear immersion of the nonlinear func-
tion f(z,d) in (2) with an order that is equal to the relative
degree r of f with respect to u, i.e., %(L}f)B = 0 for
all i <7 —1and Z(Lyf)B # 0 for i = r —1 with Ly
being the Lie derivative with respect to f. The r-th order
approximate linear immersion is defined as

f(r)(z’ q’, 7-") = 7;01 Flf(l)(za qril) + Agz (8)
+Ba¢q" + By u+ e+ eg,

with q° = [d,d,d,...,dD], i e {1,...,7}, les| < g, and
to-be-determined matrices I'y,...,I'w_1, Ag, Ba,¢, By,¢ and
vectors e., €y, of appropriate dimensions. The following
algorithm allows us to find these matrices and vectors that
minimize the magnitude of the linearization error bound ey ,,
given by |lesmlloco = max; €g m -

Proposition 2 (Approximate Linear Immersion). Given the
function f : X x Q@ — R" and the set My of (finite)
mesh/grid points of the domain D £ X x Qx ... x Q") xU4.
Suppose I'1,...,I'v_1,A¢, Bag, Bu g, €c,€e,m, 01 are solu-
tions to the following linear program (LP):

min 0r )
Iy, Deog 0P, 09 10,09 |,

Ag,Bd e, Bu,e,€c e0,m,01

st —ermtor < f (2,0, us) —Baeds—Bu,cus
= S0 Tif D (2, b ™)~ Apza—ee < eom—01,
or =0, + Y5 TP +TF)an,
I, =T -T7, TP >0,I7 >0,
e —e,— 201 <071, Y(zs,q%,us) € My,
where 1,, € R™ is a vector of ones and o, can be computed

via [11, Proposition 1] for different function classes for each
nonlinear term ). Then, (8) holds for all (z,q",u) € D.

Proof. The first constraint in the optimization problem (9)
ensures that the upper and lower hyperplanes, A,z +
Bgeqi + ec + erm — o7 and Apzg + Baeql + ec +
ee,m —+ or, respectively, are always above and below
Fo0) 2 FO e qlug) — Y Tuf Oz, g ), for all
(2s,9%,us) € My, as in Proposition 1. However, unlike
f(z,d) in Proposition 1, the function f,(-) involves decision
variables I';’s, which necessitates the use of triangle inequal-

8166

Authorized licensed use limited to: Northeastern University. Downloaded on May 12,2025 at 12:58:21 UTC from IEEE Xplore. Restrictions apply.



ity to bound the interpolation error o; = o, + Z;:Ol IT;|ou
in the second constraint, where |T';| denotes element-wise
absolute value. Then, since |I';| = I'P + 'Y if I =
max(I';,0) and I'® = T'}’ — T';, we employ an optimization
trick to avoid requiring an absolute value (that would lead
to binary variables and hence, an NP-hard mixed-integer
linear program) by constraining I‘l@, I‘le > 0 using the third
constraint and allowing the optimization solver to enforce
the equivalence.

Further, we want to make the abstraction/over-
approximation as tight as possible by minimizing the distance
between the two abstractions § = max. 4) ||€; — €, —207 |0
and due to the linear nature of the upper and lower
hyperplanes (the difference is either decreasing or increasing
in each of the dimensions) the maximum difference happens
at the grid points which leads to the final constraint in the
optimization problem (8), thus completing the proof. O

Then, augmenting the predictor system X,..q with ad-

ditional states 71,79,...,n,—1 comprising 171 = f(z,d)
and its higher-order time derivatives 7; = ;1 for all
i=1{2,3,...,r — 1}, we obtain the lifted system:

0 I o - 0 B 0 0

o o I ... 0 0 0 0
e A £ I s I LSl B

0 o o .- I 0 0 0

Ag To It | Bue B, €ce

(10)

where ey = e.+ep, q = [d,d.7d.,...,d(r)] €EQL2DxD;x
... x D, is treated as a previewable disturbance and z; =
[zT,my,...,n]_1]" is the lifted state. Thus, we obtain an
immersion-based linearized model of the nonlinear predictor

system X,..q given by:
Yim  20(t) = Apzp(t) + Bru(t) + Bapa(t + 1)
+ecr +epr(t),

with a constant vector e.;, = [07 e/]" and a linearization
error satisfying |eqr,(t)] < esp.m =[0" e/, ]".

Finally, to compare the approximation tightness of both
algorithmic linearization approaches in this section, we ap-
plied the techniques to the simulation example in Section
IV. Figure 1 shows that both algorithmic linearization ap-
proaches result in upper and lower bounds that truly bound
the true position e and velocity é, as desired. Further, we
observe that the error bounds are tighter when using the
approximate linear immersion approach than with affine
abstraction, demonstrating the benefits of the proposed ap-
proximate linear immersion method.

(In

B. Limited-Horizon Preview Control Barrier Functions

In this section, we present the idea of Limited-horizon
Preview Control Barrier Function for nonlinear input-delay
systems (LPrev-nCBF) as an extension of LPrev-CBF in [9]
to account for robustness to linearization errors.

Definition 4 (Limited-Horizon Preview Nonlinear CBF).
Given the input-delay system Ygeiqy and its corresponding
predictive system Yp,..q with a limited-horizon previewable

Time [s]

Time [s]

Fig. 1: The predicted states trajectories of true system, affine
abstraction system, and approximate linear immersion system for
e(t) (left) and é(t) (right) in the simulation example in Section IV.

disturbances that satisfy Assumptions 1-2 and a safe set
S, (c¢f. Definition 1), the continuously differentiable function
h: X x DIOT) x R, — R is a limited horizon preview
nonlinear CBF (LPrev-nCBF) for systems Y geiqy and Xpred
corresponding to time-varying limited preview safe set C, , ;
in 3), if Ju € U and o € Ko such that:

h(z,u,dp, t) = a(h(z, dp, 1)), 12)

forallt >0 and z € X. Further, for any t > 0, z € X and
d, € DIOTe) g corresponding safe input set is defined as:

Ke(z,dy, t)={u € U | (12) holds}. (13)

Theorem 1 (Safety with Limited Preview). Given the input-
delay system Yqe1qy and its corresponding predictive system
Yprea With a limited-horizon previewable disturbances that
satisfy Assumptions 1-2 and a safe set S, (cf. Definition 1),
if h is a LPrev-nCBF and C, ;,; is the corresponding limited
preview safety set from (3), then for the nonlinear predictive
system Xpreq with z(0) € S,, any Lipschitz continuous
controller u(xz,d,,t) € Ke(z,dy, t) with known z(t) (since
T, > T;) ensures the controlled invariance of the limited
preview safety set C. .. Consequently, there exists some
set C,y C S, for the system Yopeq for which u(z,d,,t)
also ensures its controlled invariance. Thus, the nonlinear
system with input-delay Y qe1qy is guaranteed to be safe, i.e.,
z(t) € S,, Vt > 0.

Proof. If h is a LPrev-nCBF corresponding to C, ,; (cf.
Definition 3), then any controller v € K¢(z,d,,t) ensures
the feasibility of (12) for all z € X, V¢t > 0; hence, C, ,
is forward control invariant, i.e., h(z,dp,t) > 0, Vt > 0.
Consequently, the nonlinear predictive system X,,..q and
the corresponding nonlinear input-delay system Ygejq,y With
preview are safe for all ¢ € R>o with respect to the safe set
C.t C S, (C,. exists by construction). O
1) Closed-Form Candidate Limited Preview CBF: Next,
we formulate a closed-form candidate LPrev-nCBF and a
corresponding limited horizon preview safe set (cf. Definition
3), by projecting z into the future by a horizon T seconds
using the linear system approximation in (7) (or (11)).

2(t+T)=¢(t,T) +€(t,T) —|—fOTeA(T_T)Bu(t+T)dT, (14)
with ¢(t,T) 2 eAT2(t)+ [* AT~ Byd(t + T, + 7)dr +
[T eAT e dr, Ts £ min(T, — T,,T) and e(t,T) 2
Jr, €T Bad(t + T; + 7)dr + fOT eMT=T)e,(t)dr . Note

that ¢(¢,7") can be computed at any given ¢, since T, > T;.
Further, the proposed LPrev-nCBF is robust to the lineariza-
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tion errors in €(t,T), and the desired safety is enforced by
enforcing that the (immediate) future minima or maxima of
output under maximal acceleration or deceleration, respec-
tively, as well as worst case linearization errors, similar to
[9]. The time associated with this minima or maxima, is
defined as the worst-case stopping time Ts.

Definition 5 (Worst-Case Stopping Time). Given t > 0 for
the predictive system Y,r.q and its corresponding approx-
imate linear realization with fixed-horizon preview in (7)
or (11), the worst-case stopping time Ts(t) is defined as
the minimum Ty (t) such that the worst-case output velocity
yw(t + Te(t)) = Céf'w(t + Ts(t)) = CAZw(t + T‘;(t)) =0
under maximum control input acceleration and disturbance-
induced deceleration when 3(t) = C%(t) < 0 or maximum
control input deceleration and disturbance-induced acceler-
ation when y(t) = C4(t) > 0.

From (7) (or (11)), under the relative degree 2 assumption,
§j(t)=CA(Az(t)+ Bu(t)+ Bad(t + T;) +ec+e4(t)), (15)
from which we can infer that ¢(t) < 02, the
maximum  possible  acceleration is  with  input
u(t) = diag(sgn(CAB))u,, under worst-case
linearization errors eg(t) = —diag(sgn(CA))ey,, and
d(t) = —diag(sgn(CABg))dy,, and for gy(t) > 0O,
the maximum possible deceleration is obtained with
input u(t) = —diag(sgn(CAB))u,, under worst-case
linearization errors ey(t) = diag(sgn(CA))eg,, and
d(t) = diag(sgn(CABg))d,,. Consequently, the worst-
case output y,,(t + Ts(t) and worst-case output velocity
Yuw(t + Ts(t)) and computed by applying u(7) = @(t) with
a(t) = —sgn(y(t))diag(sgn(CAB))un, (16)
under worst-case linearization error e, (1) = é,(¢t) and
d(t) = d(t) and with
d(t) £ sgn((t))diag(sgn(CABa))dm,  (17)
ée(t) = sgn(y(t))diag(sgn(C'A))er,m, (18)
for all 7 € [t,Ts(t)], resulting in, 3, (7) = CA2%2,(7) +
CAe. — sgn(y(t))|CABlum, + sgn(y(t))|CABg|dy +
sgn(y(t))|CAleg,m, which is computed from (15) with u(t)
in (16), d(t) in (17) and h(t) in (18). Further, T(¢) is the
solution to ¢, (t + Ts(t)) = C Az, (t + Ts(t)) = 0.

Note that at given time ¢ > 0 for a computed (known)
time-varying worst-case stopping time T (t), under Assump-
tion 1-2 with a fixed input delay 7; and fixed preview
horizon T},, when implemented to the predictor system X,,.cq
framework to forecast z(t + Ts(t)) results in two distinct
cases: (i) When Ts(t) < T, —T; (i.e., when the available pre-
view T, exceeds the stopping time for z(t)), the disturbances
d(t + T;) in (2) are known/previewed for the time interval
up to ¢t + T(t) + T}, and (i) when T(¢t) > T, — T;, the
previewable disturbances d(t + T;) within the time interval
t+ T, <71 <t+Ts(t)+T; is unpreviewable but bounded.

The idea of worst-case stopping time and the correspond-
ing immediate future minima or maxima are inspired by [9]

2Note that per Assumption 1, §(t) = C2(t) = C'Az(t) is exactly known.

and [7], respectively. By enforcing safety for the worst-case
predicted outputs T(t) seconds into the future, i.e.,
|C (t + T5(t)] < Y, VE 20, (19)
with Cz,(t + T4(t)) being a minimizer/maximizer, we are
guaranteeing the satisfaction of the safety constraints for a
future moving time horizon including the current time.
Next, a closed-form candidate LPrev-nCBF and its cor-
responding controlled invariant limited preview safe set are
presented. Note that for brevity, the (explicit) dependence on
the current time ¢ is omitted for the rest of this manuscript.

Lemma 1 (Closed-Form Candidate Limited Preview CBF).
Given Assumptions 1-2 hold. Then, a valid candidate LPrev-
nCBF can be given as

h(z,dp,t) = ym — sgn(y(t))Czu(t +T5) =0,
with the worst case predicted state z,(t + Ts)
Ot To) + &t Tt (fy * ">~ dr) B from (14), 612, T,
as defined below (14) (with T = Ts) and €(t,T;
(f;(s AT~ dr)Byd + (fOT eAT=")dr)é, with d(t) and
é,(7) defined in (17) and (18), Ts = min(T, — T;, Ts(t)).

(20)

~—

[I>

Proof. We begin the proof by considering the immediate
smallest (worst-case under disturbance d) possible output
yuw(t + Ts(t)) (when the system changes directions) under
maximum acceleration input @ when (¢) < 0, and enforce
the desired safety condition y,,(t+75(t)) > —y,. Similarly,
when ¢,,(t) > 0 with maximum deceleration input 4, the
desired safety condition is ¢, (t + Ts) < Ym,. Consequently,
the two conditions can be combined as

Ym — Sgn(y(t))yw (t + Ts) Z 0. (21)
Further, y,,(t + Ts) = Czy,(t + Ts) (as described above
(16)) with z,,(t+7T%) as defined below (20) is the worst-case
predicted y that is derived from (14) by substituting T = Ty,
u(r) = a(t) and d(r) = d(7), V7 € [t + Tp,t + Ts], where
d and 4 are defined in (17) and (16), Further, Yot +Ts) =
Cz, (t+T5) (as described above (16)), where y,, is the worst-
case predicted y that is derived from (14) by substituting
T =T, u(t) = a(t) and d(1) = d(7), V1 € [t+T},t+T}]
with d and @ defined in (17) and (16), respectively.

Thus, (19) can be enforced by enforcing (21). Hence, h
is a valid LPrev-nCBEF, i.e., there exists a piece-wise con-
stant input u(7) = 4(t) = —sgn(y(¢))diag(sgn(CAB))uyy,
V7 € [t,t + T, that enforces h(z,d,,t) > 0, V¢ > 0.
Consequently, because of the guaranteed feasibility of (19)
at minima or maxima (i.e., when g, (t+7%) = C2z,,(t+Ts) =
0), the safety condition is also feasible for the horizon from
t+T; to t+T; + T, hence safety is guaranteed. O

2) Worst-Case Stopping Time: The construction of the
candidate LPrev-nCBF in (20) depends on the stopping time
T (cf. Lemma 1), which is computed next.

Lemma 2 (Worst-Case Stopping Time). For a given time t,
the worst-case stopping time Ts(t) is a solution to C' Az, (t+
Ts) = 0, specifically Tg(t) is the the smallest positive
solution, with z,,(t + Ts) given as (20), i.e.,

C(A¢(t, TS)+6ATS (Bﬂ—’—éf)—’—eA(Tg_Ts)deA) —Cé, (22)
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with ﬁ(t),d(t), éo(t) defined in (16), (17), (18), respectively,
and ¢(t,Ts) and Ty defined below (14) (with T = T).

Proof. At any given t > 0, the predicted output velocity T
seconds into the future as per the predictor system in (4) is
Yt +Ts) = C2(t + Ts) = CAz(t + Ts) (relative degree 2
of the system with respect to both the disturbance and input
implies CB = CBg = 0). Consequently, with 2w (t 4+ Ts)
below (20), (t), d(t), and é,(t), defined in (16)-(18), for all
T € [t,t 4+ Ts(t)], the worst-case output velocity is given by

Yot +Ts) = CAzy (t + Ts)

= CAG(t,Ty) + C [ AeAT=7)dr(Bii + ¢;)

+C fg AeMTs=7) Byd(T)dr

= CAP(t,T) + C(eATs — I)(Bi + &)

+C(eAMT==T5) — [)Byd

= CA(t, Ty)+Ce AT+ (B + &) +CeA T =T) Byd — Céy,
where the final equality is the consequence of relative degree
2 assumption (CB = CBy = 0). O

C. Closed-Form Limited Preview Control Barrier Function

In this section, we show that the LPrev-nCBF in Lemma
1 is a valid limited preview nonlinear CBF per Definition 4.

Proposition 3 (Closed-Form LPrev-nCBF). Given an input-
delay system with preview Ygeiqy, its predictive system ¥prcq
and its linear approximations (7) or (11) that satisfies As-
sumptions 1-2, with Ts(t) calculated based on Lemma 2. The
continuously differentiable mapping h : R" xDI%Te) xR, —
R in Lemma 1 is a limited preview horizon nonlinear control
barrier function for the input-delay system Ygeiq, and its
predictor system Ypreq, if 3 uw €U and 3 o € K. such
that inequality (12) is satisfied with
(2, . dp, t) = —sen(§(t) [CeAT (A=(t) + Bu(t)
+Bad(t +T;) + ec + eq(t)) + o(t, T)],
with ¥ (t,Ty) = f0T5 CeAT=7) Byd(t+ T, + 7)dr, where T
is defined below (14) (with T' = T}). Further, (19) holds and
consequently, the output constraint in |y(t)| < y,, holds.

(23)

Proof. First, we consider the closed-form candidate LPrev-
nCBF h from (20) in Lemma 1. Next, we compute h
the derivative of h with respect to the current time ¢ and
apply Theorem 1 with the LPrev-nCBF condition in (23).
Consequently, /u(z, u, dp, t) = —sgn(y(t)) Ly, (t+Ty), with
4 y.,(t +Ts) computed from y,,(t + T) as defined below
(21), which is derived by employing Leibniz integration rule
and the fact that CB = C'By = 0 (by the relative degree 2
assumption) as follows:

o (t + 1) = CeAToi(t) + 4 (t, 1)
FOA(H(t, Ty) + é(t, Ty) + ([, eAT=dr)(Ba + e,)T
+CeAT=T) By(d(t + T; + Tj) + d)Ts

= CeATo 2 4 L(t) 4 (t, Ts) + CAzy (t + Ts) T
—|—C€A(TS_T5)Bd(d(t +T; + Tg) + d)Tg,

(24)
with (¢, Ts) defined below (23), é(¢,Ts) and ¢(t,Ts) de-
fined below (14) and (20), respectively, and z,(t + T%)
defined below (20) in the second equality.

Next, CAz,(t + Ts) = 0, by Lemma 2, i.e., the third
term in the last equality above in (24) becomes 0. Further,
as a consequence of definition T = min(7, —T;,Ts), when
Ts = T, — T, we have T5 = 0 (T, and T; are fixed con-
stants) and when T = Ty, by relative degree 2 assumption
CeAT:=Ts) B, = C'By = 0; consequently, the final term in
(24) that contains T s 1s also equal to 0. This further simplifies
the expression for / to /u(z,u,d,,t) = —sgn(y(t)) Ly, (t+
Ts) = —sgn(y(t))(CeAT=2(t) + 1(t,Ty)). Finally, (23) is
obtained by substituting Z(t) from the linearized (immersion)
system in (4). O
D. Optimization-Based Safety Control

Next, using the proposed LPrev-nCBF we design a safety
critical controller by minimally modifying an existing nom-
inal or legacy controller.

Proposition 4 (Optimization-Based Safety Control). Ar any
given time t > 0, any stabilizing nominal controller v =
k(x, z,t) with known z(t) (since T, > T;), for the input-
delay system Xgeiqy in (1), can be minimally modified to
compute a safety critical controller u(x,dy,t) that guaran-
tees safety by solving the quadratic program (QP):
u(z,dp,t) = argrzrj{lin%Hu — k(x, z,t)||
€

s.t. P(t)u < q(t),
with z, computed numerically and h(z,dp,t),Ts and
Y(t,Ts) from Lemma 1, Lemma 2, and Proposition 3 (as
defined below (23)), respectively, and o« € Ko, such that:

P(t) £sgn(y(t))Cer 0B,
q(t) £ a(h(z,dy, 1)) — sgn(y(t)) (D (¢, T)
+CeAT (Az(t) + Bad(t +T;) + e.) + A(t),
A(t) & min {sgn(y(t)CeAT-We, ..,
—sgn(y(t)CeATMey 1.

(25)

Proof. The LPrev-nCBF constraint in (12) in Definition
4 and Theorem 1, (z,u,d,,t) > —a(h(z,dp,t)), with
closed-from h(z,d,,t) from Lemma 1 and h(z,u,dpﬂt)
given in (23) Proposition 3 implies:
—a(h(z, dyy 1)) < —sen(§() (CeAT (A=(1) + Bu(l)
Bad(t +T;)) + (¢, T5)),

which can be rearranged by defining P(t) and ¢(t) as shown
above to recover the constraint P(t)u < ¢(t) in (25). O

Note that analytically computing Ts(¢) by solving (22)
for implementing the proposed safety critical controller in
Proposition 4 is non-trivial, but it can be numerically com-
puted, e.g., using MATLAB functions vpasolve, fzero
or fsolve. Our future work will consider ways to side-step
such computationally expensive numerical solvers.

IV. ILLUSTRATIVE EXAMPLES

In this section, we apply the proposed method to the lane-
keeping example for lateral positioning of a vehicle when
limited preview of the road curvature is available using the
nonlinear global frame vehicle dynamics and the road-centric
model in [15, Section 2.3, 2.5]:

Ydelay : 2(t)= Az + Bu(t — T;)) + Bs0; + B.6,, (26)
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with system parameters from [15, Section 3.17%, as well as
01 0 0 0
a0 000l o |5
{0 0 0 1|17 0 ’
00 00 2yl
Bs=1[0 —v 00" ,c=[1000],
-
—2C —2C1 —2C 2041
Bf:[o a0 szf} ’BT:[O a0 Iif:|

and state x = [eq, €1, e, é2] |, where e; represents the dis-
tance of the center of gravity of the vehicle from the center of
the lane and ey represents the orientation error of the vehicle
with respective to the road. The nonlinearity arises from the
front tire velocity angle 0 = tan‘l(% —ea+lyrq) and
the rear tire velocity angle 6, = tan’l(% —ex—1,7q),
where rq(t) = % = 0.001sin(t) represents the road
curvature as previewable disturbance with radius of curvature
R(t), the input u denotes the front steering angle, and
vg = 30m/s represents a constant longitudinal velocity.

Additionally, the system has a constant input delay of
T; = 0.175 s and a preview of road curvature for a constant
preview time 7, = 0.3 s along with the initial predicted
state z(0) [0.5481,1.0032,0.0338,0.0364] . Moreover,
for stabilizing the vehicle in the center of the lane, we employ
a nominal controller k(z,t) = —Kz+ s, where the design
of the feedback gain K and feedforward correction term
dry is described in [15, Section 3.1] and [15, Section 3.2],
respectively. Safety here constitutes the vehicle’s distance to
the lane center adhering to the constraint |e;| < y,,,, where
Ym 1S chosen as 1.25 m in this example. Further, the input
constraint is |u| < u,,, where we chose u,, = 0.5 rad.

We apply the proposed LPrev-nCBF in (20) in Lemma
1 within the optimization-based framework in Proposition 4

)

y(t) [m]

u(t) [rad]

1.5 2

Time (s)
Fig. 2: Lateral displacement from center trajectories y(t) (left) and
trajectories of CBF intervention of u(t) (right) given by Au(t) £
u(t) — k(z(t),t), where k(x(t),t) is the nominal controller. The
black dotted lines in (left) are +¥q2, and the T}, and T are 0.3 and
0.175 s, respectively (subscripts abs: Abstraction, im: Immersion).

Time [s]

abstraction approach, which in turn led to a less conservative
solution in terms of less intervention (i.e., modifications of
the nominal controller) for enforcing safety. Our method will
help to balance performance and robustness for safer cyber-
physical systems in the real world, e.g., self-driving cars, by
taking advantage of preview information. Future directions
include investigating the control sharing property when there
is more than one (scalar) safety constraint and the scenario
when the preview horizon is state- or time-dependent.
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