
Article
Probing multiplexed basal
 dendritic computations
using two-photon 3D holographic uncaging
Graphical abstract
Highlights
d 3D two-photon holographic uncaging assays multibranch

basal dendritic integration

d Dendritic nonlinearities facilitate barcoding via spike timing

and rate modulation

d Barcoding enables multibranch multiplexing under quiescent

and in vivo-like states

d Dendritic Na+ spikes are critical for pattern classification
Xiao et al., 2024, Cell Reports 43, 114413
July 23, 2024 ª 2024 The Author(s). Published by Elsevier Inc.
https://doi.org/10.1016/j.celrep.2024.114413
Authors

Shulan Xiao, Saumitra Yadav,

Krishna Jayant

Correspondence
kjayant@purdue.edu

In brief

Xiao et al. use 3D two-photon holography,

dynamic clamp, pharmacology, and

modeling to unravel multibranch dendritic

integration in layer 5 pyramidal neurons

under quiescent and in vivo-like states.

They reveal a critical role of dendritic

nonlinearities in barcoding the somatic

spike structure, allowing for optimal

feature binding and pattern classification.
ll

mailto:kjayant@purdue.edu
https://doi.org/10.1016/j.celrep.2024.114413
http://crossmark.crossref.org/dialog/?doi=10.1016/j.celrep.2024.114413&domain=pdf


OPEN ACCESS

ll
Article

Probing multiplexed basal dendritic computations
using two-photon 3D holographic uncaging
Shulan Xiao,1,3 Saumitra Yadav,1,3 and Krishna Jayant1,2,4,*
1Weldon School of Biomedical Engineering, Purdue University, West Lafayette, IN, USA
2Purdue Institute for Integrative Neuroscience, Purdue University, West Lafayette, IN, USA
3These authors contributed equally
4Lead contact
*Correspondence: kjayant@purdue.edu

https://doi.org/10.1016/j.celrep.2024.114413
SUMMARY
Basal dendrites of layer 5 cortical pyramidal neurons exhibit Na+ and N-methyl-D-aspartate receptor
(NMDAR) regenerative spikes and are uniquely poised to influence somatic output. Nevertheless, due to
technical limitations, howmultibranch basal dendritic integration shapes and enables multiplexed barcoding
of synaptic streams remains poorly mapped. Here, we combine 3D two-photon holographic transmitter un-
caging, whole-cell dynamic clamp, and biophysical modeling to reveal how synchronously activated synap-
ses (distributed and clustered) across multiple basal dendritic branches aremultiplexed under quiescent and
in vivo-like conditions. While dendritic regenerative Na+ spikes promotemillisecond somatic spike precision,
distributed synaptic inputs and NMDAR spikes regulate gain. These concomitantly occurring dendritic non-
linearities enable multiplexed information transfer amid an ongoing noisy background, including under back-
propagating voltage resets, by barcoding the axo-somatic spike structure. Our results unveil a multibranch
dendritic integration framework in which dendritic nonlinearities are critical for multiplexing different spatial-
temporal synaptic input patterns, enabling optimal feature binding.
INTRODUCTION

Cortical pyramidal neurons (PNs) in layer 5 (L5) respond with

millisecond precision to sensory inputs.1,2 Here, rapidly time-

varying feedforward synaptic streams onto L5 basal dendrites

modulate timing and gain of somatic action potentials (APs),

creating a continuum in which precision and rate coding

are embedded. Precise control of spike timing and rate is critical

for neural coding and plasticity,3,4 ensuring activation of

apical calcium5,6 and basal dendritic N-methyl-D-aspartate re-

ceptor (NMDAR)-dependent spikes,7 and enabling calcium-acti-

vated burst mode signaling.8 However, the stochastic nature of

synaptic transmission, dendritic filtering, and high background

conductance imply that signal integration and eventual AP gen-

eration will be variable. How L5 principal neurons reliably inte-

grate and multiplex distinct feedforward synaptic input streams

amid this stochastic background remains unknown.9,10

PNs receive excitatory inputs onto dendritic spines containing

a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid recep-

tors (AMPARs) and NMDARs. While AMPARs mediate a fast-ris-

ing depolarization, NMDAR activation results in a slow current

lasting ten to hundreds ofmilliseconds.11 This slowNMDA-depen-

dent current is crucial for synaptic amplification12,13 and regener-

ating dendritic ‘‘plateau potentials’’ or NMDAspikes.10,14–17 These

nonlinearities also comprise dendritic Na+ spikes, which can

occur with or without an accompanying plateau potential, influ-

encing sensory coding,18 AP generation,19 and plasticity.20
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Basal dendrites of L5 PNs, which receive a diverse range of

clustered feedforward21 and intracortical synaptic inputs,22–24

are uniquely poised to exert a potent influence on somatic action

potential dynamics.24–26 Synaptic clusters that promote regen-

erative spikes span 8- to 15-mm stretches and can be spread

across multiple dendrites and interspersed alongside distributed

inputs.22,27–30 This regenerative property endows L5 PNswith an

input-output transformation that follows the widely accepted

two-layer model of computation,31 which is highly location

dependent across dendrites.15,32 Furthermore, depolarization

reduces the NMDA spike threshold, making the generation of

NMDA spikes dependent not only on the efficiency of glutamate

binding but also on the cooperativity between different dendritic

integration phenomena.17,26,33,34 These phenomena include

previous regenerative events, nonlinearities that spread across

dendritic branches, or invading back-propagating APs.35,36

These nonlinearities occur alongside linear/sublinear integration

of sparse synaptic inputs correlated in time.10 It is not yet fully un-

derstood how the soma reliably encodes synaptic activation pat-

terns in light of this mixed integration framework. While evidence

suggests that dendritic spikes can co-exist simultaneously

across multiple branches, including exhibiting a mixture of Na+

and NMDA spikes,37 it remains unclear whether the axo-somatic

spike structure can help barcode the synaptic patterns that

caused them.

Neurons exhibit elevated conductance and noisy back-

grounds in vivo.38 This background noise consists of sharp
uly 23, 2024 ª 2024 The Author(s). Published by Elsevier Inc. 1
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Figure 1. 3D two-photon spatial light modulator (SLM)-based uncaging

(A) (i) The two-photonmicroscope with imaging and uncaging paths. (Right inset) A 3D holographic pattern (top) and independent power weighting of holographic

spots (bottom). Scale bars, 5 mm. (ii) Holographic uncaging point spread function (PSF). (Inset) x-z projection of a 100-nm fluorescent bead imaged with a ho-

lographic beamlet. Scale bars, 2 mm. (iii) Holographic uncaging pulse width, with and without pulse compression.

(legend continued on next page)
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voltage fluctuations, which is shown to reduce spike jitter and

improve AP precision.18,38–42 Dendrites, with their unique

morphology, varied resistance, and a myriad of nonlinear regen-

erative transformations, are believed to be a locus of such sharp

fluctuations and play a key role in determining accurate AP gen-

eration. However, the interplay between synaptic input patterns,

widespread dendritic regenerative events, and noisy back-

ground conductances, critical to understanding feature selec-

tivity and binding, has remained experimentally intractable.9,43,44

For example, is there a critical number of synaptic inputs that

must be co-active to impact AP output under in vivo-like condi-

tions?Do back-propagating spikes reduce the efficacy of synap-

tic cluster-evoked somatic control and eventual multiplexing?

Unraveling multibranch dendritic integration under quiescence

conditions and increased background conductance will allow

us to address these outstanding questions.

Previous reports focusing on assaying the role of multisite/

multibranch dendritic inputs used multisite focal theta stimula-

tion,45 acousto-optic deflector (AOD)-based uncaging,46 and

single-photon47,48 or two-photon holographic uncaging49,50

with phase-only spatial-light modulators (SLMs). While multisite

theta stimulations assist in generating dendritic spikes, the ability

to precisely stimulate clusters and distributed inputs in syn-

chrony and across space is impossible. AODs, on the other

hand, offer higher positioning speeds but suffer from spatiotem-

poral distortion of ultrafast laser pulses and exhibit a wave-

length-dependent low diffraction efficiency, leading to small

fields of view and precluding simultaneous 3D uncaging to

date.46 Two-photon uncaging of transmitters using a set of gal-

vanometers allows for precise stimulation of individual and syn-

aptic clusters, respectively,13,15,16,20,51 wherein galvanometric

mirrors can be programmed to allow for fast beam steering

and rapid repositioning (�100 ms) with little to no power loss.

However, they are limited to a single focal plane and cannot

assay 3D synaptic distributions.52 While single-photon holo-

graphic uncaging suffers from poor point-spread functions

(PSFs),47 two-photon holographic uncaging promises to over-

come these limitations, yet previous efforts have fallen short of

experimental demonstrations of the full 3D capability.49,50

We combine an SLM with custom-built table-top pulse

compression optics into a conventional two-photon microscope

to enable 3D caged-transmitter uncaging in thick scattering tis-

sue. We integrate this holographic uncaging approach with

whole-cell electrophysiology, dynamic clamp, and computa-

tional modeling to elucidate the mechanisms underlying multi-

plexed barcoding of synaptic input streams under quiescence

and in vivo-like conditions. Our recordings reveal that precise
(B) Holographic vs. galvanometric uncaging efficiency. (i) EPSPs and EPSCs indu

(dashed line: time of uncaging event). Scale bar, 5 mm. (ii) Holographic uncaging-e

sum (blue) of the individual EPSPs (gray) from each spine under galvanometric u

(C) (i) Physiological holographic uncaging PSF measured as the normalized ampl

head. Inset: EPSCs evoked by laterally offsetting the holographic spot from the s

EPSP amplitudes as a function of galvanometric (blue) and SLM (red) uncaging l

(D) Uniform holographic uncaging efficiency across depth. (i) An example L5 pyram

depth. Scale bar, 20 mm. (iii) EPSP amplitudes as a function of axially diffracting the

shaded window).

(E) (i) An example L5 pyramidal neuron andmagnified view of the basal dendrites. S

seven spatially distributed basal dendritic spines. (iii) A Ca2+ line-scan across sp
AP timing and AP burst control under synchronous synaptic

streams, mediated by Na+ and NMDA spikes spread acrossmul-

tiple basal dendritic branches, are critical to barcoding synaptic

streams, which enables multiplexing through distinct spike

structures amid an ongoing background.

RESULTS

3D two-photon holographic uncaging: Characterization
Our system comprises a commercial two-photonmicroscope in-

tegrated with an SLM module, custom-designed table-top

compression optics, a Michelson interferometer, and dual laser

lines for simultaneous imaging and uncaging (Figure 1Ai). The

setup is capable of 3D stimulation (Figure 1Ai, inset, top) with po-

wer weighting for each point independently (Figure 1Ai, inset,

bottom, see STARMethods). The PSF of our SLM-based system

(0.6 mm lateral, 2.5 mmaxial, Figure 1Aii) measured using 100-nm

fluorescent beads was found to be identical to that with just

galvanometric mirrors (Figure S1A). While the lateral PSF aligns

with previous experimental measures,53 the axial PSF was

slightly higher than previously reported values (�1.3–2 mm

axial).54–56 We attribute our slightly higher axial PSF to the

marginally underfilled objective (0.8 NA) in our design, which is

critical to maximizing power transmission by the SLM. This en-

sures an optimal tradeoff between power per spine and a desired

resolution. The combined use of the SLM and galvanometric mir-

rors allowed us to reposition the holographic fields of view

(FOVs) rapidly (Figure S1B) while ensuring diffraction-limited

synaptic stimulation in 3D with a desired number of beamlets.

The use of a custom-designed prism-based compressor allowed

us to achieve sub-100-fs pulse widths at the sample plane for

efficient SLM-based uncaging (Figure 1Aiii), albeit slightly higher

than for galvanometric scanning (Figure S1C).

Next, we measured the physiological PSF of SLM-based un-

caging and compared it with galvanometric uncaging. We found

that glutamate uncaging responses (1.5 mM DNI-glu; 1-ms

pulses; see STAR Methods) with both the SLM and galvano-

metric mirrors on two spines located in the same plane and

twodifferent planes separated by 7mmwere identical (Figure 1B).

Galvanometric uncaging was independently performed at both

focal planes and compared to the holographic uncaging

response. The physiological PSF of the SLM (Figure 1Ci) was

found to be indistinguishable from the measures using beads

(Figure 1Aii) and resulted in the same excitatory postsynaptic po-

tential (EPSP) and excitatory postsynaptic current (EPSC) ki-

netics and amplitudes in comparison to galvanometric scanning

(Figures S1D and S1E). The power needed to evoke a unitary
ced by galvanometric (blue) and holographic (red) uncaging across two spines

voked EPSP of two spines across different depths (red), compared to the linear

ncaging. Scale bars, 1 mm.

itude of EPSP/EPSC under lateral (black) and axial (red) offsets from the spine

pine head (0, 0.25, 0.5 mm). Scale bars, 5 ms (horizontal) and 5 pA (vertical). (ii)

aser power.

idal neuron. Scale bar, 50 mm. (ii) Basal dendrites distributed across�70 mmof

holographic uncaging beamlet, n = 3 cells (full width at half maximum�70 mm,

cale bars, 50 mm (main) and 20 mm (inset). (ii) Scanless single-spine EPSPs from

ine no. 3 (yellow square in i). Scale bars, 1 mm.
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response (�0.5 mV) from a single spine with the SLM engaged

was 15–17mW with pulse compression (Figure 1Cii), and this

was only slightly higher than the power needed for uncaging

with galvanometric mirrors. Pulse compression did not change

the physiological PSF (Figure S1F). This ensured stimulation of

spines with no observable photodamage even after repeated

stimulations (Figure S1G; also see STAR Methods).

L5 pyramidal neuron basal dendrites are distributed across a

depth of �50 mm (Figure 1Di, ii). Since the diffraction efficiency

of the SLM decreases with increasing angle of beam steering,

we calibrated the axial limits of the SLM before an appreciable

power roll-off (see STAR Methods). The amplitude of spine-

evoked EPSPs measured at the soma remained identical across

an axial range of ±35mm (Figure 1Diii), resulting in a uniform un-

caging FOV across a 70-mm depth, which largely covers the L5

PN basal dendritic arborization in acute brain slices. We then

performed scanless holographic uncaging across several spines

spread across diametrically opposite basal arbors encompass-

ing a 100 mm 3 100 mm 3 35 mm FOV and found that each syn-

apse was uncaged with similar efficiency and specificity (Fig-

ure 1Ei, ii). Critically, calcium imaging across a chosen spine

reflected compartmentalized calcium signaling restricted to the

spine head and not the dendritic shaft (Figure 1Eiii), suggesting

minimal to no off-target activation. However, when clusters of

synapses were activated, calcium signals in dendrites reflected

the cooperativity across clustered inputs (Figure S1H).

Dendritic nonlinearities dictate somatic spike timing
and gain
Basal dendrites of L5 PNs exhibit a rich repertoire of local nonlin-

earities and have a high input impedance and large space con-

stant.37 A key component underlying these nonlinearities is clus-

ters of co-active, closely spaced synapses, which, via NMDAR

cooperativity, lead to local dendritic spikes (d-spikes). Using

3D two-photon holographic uncaging of synaptic clusters across

multiple basal dendrites of a single L5 pyramidal neuron, we
Figure 2. Dendritic nonlinearities regulate timing and gain of somatic

(A) (i) An L5 pyramidal neuron (scale bar, 20 mm) and three basal dendritic segmen

potentials (left) and corresponding dV/dt (right) while gradually increasing the nu

(B) Maximum dV/dt vs. amplitude of uncaging-evoked d-spikes. Red dots, ‘‘stro

plateau potentials without Na+ spikelet.

(C) Maximum dV/dt of the uncaging-evoked d-spikes as a function of distance be

putative Na+-rich zone. n = 208 clusters from 66 cells for (B) and (C).

(D) (i–iii) Synaptic cluster uncaging-evoked responses as a function of somatic

distinct spike structures under different types of d-spikes.

(E) (i) Uncaging of strong clusters under depolarization evoke APswith smaller jitte

weak clusters from 20 cells, p < 0.001). (ii) Area under the curve (AUC) of the clus

Wilcoxon test, n = 11 burst-evoking and 31 single-AP-evoking clusters from 20 c

(F) Experimental arrangement depicting co-activation of clustered and distribute

(G) Holographic uncaging-evoked potentials across a strong cluster (A, red), a w

(H) Somatic spikes (ten repetitive trials) upon holographic co-activation of A + bk

(I) (i) No correlation between Na+ d-spike amplitude and spike jitter observed (R2 =

by both large (red) and small (blue) Na+ d-spike amplitudes, respectively. (iii) Ma

(J) Clusters are evoked on different basal dendrites with distributed background

(K) Holographic uncaging response of a cluster evoking a broader plateau potenti

(L) The somatic spikes evoked by A and B co-activated with background synaps

(M) (i) Strong clusters lead to less somatic spike jitter and faster spike onset when c

strong clusters and 20 weak clusters across 25 cells, p < 0.001). (ii) Burst-genera

bursts-evoking and 19 single-AP-evoking clusters from 25 cells, p < 0.05).
observed distinct nonlinear input-output transformations as

a function of number of synapses stimulated simultaneously

(Figure 2A), characteristic of a sigmoidal input-output pattern

(Figures S2A and S2B). Here, cells were hyperpolarized from

rest to reveal the full length of the nonlinear d-spike without

evoking a somatic AP. While some basal dendritic clusters ex-

hibited a fast-rising Na+ spike characterized by a high dV/dt fol-

lowed by a large NMDAR-dependent plateau (Figure 2A, red and

magenta) (strong cluster, classified based on maximum dV/dt),

several clusters revealed a purely NMDAR-dependent signal

(Figure 2A, black) (weak cluster). The NMDAR plateau potential

was found to be dependent on D-(-)-2-amino-5-phosphonopen-

tanoic acid (AP5) (Figures S2C–S2E), while the Na+ spike was

critically dependent on tetrodotoxin (TTX) (Figures S2F–S2G).

Note that even in the strong clusters, NMDAR plays a role in pro-

moting the nonlinearities and boosting the dendritic Na+ spike

formation, as blocking Na+ channels with TTX does not fully re-

move the dendritic nonlinearity, but subsequent application of

AP5 abolishes the nonlinearity (Figure S2H). Na+ spikes charac-

terized by the fast dV/dt component showed a weak trend with

respect to overall d-spike amplitude (Figure 2B) as well as a loca-

tion dependence along the basal dendrites, occurring between

50 mm and 150 mm away from the soma (Figure 2C). To investi-

gate the effects of dendritic spikes on somatic APs, we then

slowly ramped the resting membrane potential (RMP) of the

cell via the patch electrode and observed that when the RMP

was close to the threshold, dendritic nonlinearities exhibiting

the fast Na+ spike resulted in a precise AP output with milli-

second precision and very low jitter (Figure 2Di). However,

d-spikes reflecting pure NMDAR events (weak cluster) led to

AP output with much larger variability and high jitter (Figure 2Dii).

Importantly, a subset of Na+ d-spikes followed by large NMDAR

plateaus resulted in precise bursts of APs with very low jitter (Fig-

ure 2Diii). In comparison, NMDAR events alone exhibited a large

jitter, i.e., standard deviation of spike timing and variable onset

(Figure 2Ei). However, large plateau potential (quantified with
action potentials

ts (scale bars, 2 mm) with clustered synapses. (ii) Holographic uncaging-evoked

mber of co-active spines within each cluster.

ng’’ clusters that evoke Na+ d-spikes; black dots, ‘‘weak’’ clusters that evoke

tween the cluster and cell body. Red circles, strong clusters; shaded zone, the

depolarization (shaded zone: 10-ms window after the uncaging onset) reveal

r (s) and shorter onset delay (Mann-Whitney-Wilcoxon test, n= 14 strong and 28

ter-evoked plateau potentials correlates with burst generation (Mann-Whitney-

ells, p < 0.005).

d spines. Scale bars, 20 mm (top) and 5 mm (bottom).

eak cluster (B, green), and a set of spatially distributed synapses (bkg, blue).

g and B + bkg.

0.005, n = 11 strong clusters from 9 cells, p = 0.82). (ii) Precise APs are evoked

ximum dV/dt of the clusters that lead to precision (jitter < 1 ms).

spines. Scale bars, 20 mm (top) and 10 mm (bottom).

al (A), a cluster with narrower potential (B), and the background synapses (bkg).

es, respectively.

o-activated with distributed background (Mann-Whitney-Wilcoxon test, n = 12

ting clusters show a larger d-spike AUC (Mann-Whitney-Wilcoxon test, n = 13

Cell Reports 43, 114413, July 23, 2024 5



Article
ll

OPEN ACCESS
the area under the curve [AUC]) shows a higher propensity to

evoke somatic bursts of APs (Figure 2Eii). The results shown in

Figures 2A–2E suggest that while spike timing critically depends

on Na+ d-spikes, NMDAR spikes lead to variable jitter but higher

gain, and both influence AP output.

Next, since distributed synaptic inputs sum sublinearly at the

cell body and do not affect the Na+ or NMDA d-spike features

(Figure S3), we co-activated spatially distributed and clustered

synapses to unravel this relationship. We first performed 3D ho-

lographic uncaging across two synaptic clusters while simulta-

neously stimulating a distributed synaptic input pattern across

multiple dendritic arbors (Figure 2F). The neuron at rest fluctu-

ated between an approximate RMP of �65 mV to �62 mV,

and no current was injected to maintain this RMP. While one

strong cluster (denoted A) showed a distinct Na+ spike followed

by a plateau, a second weak cluster revealed a plateau reflective

of an NMDAR event but without the Na+ component (denoted B)

(Figure 2G). The distributed input (denoted bkg for background)

resulted in a small amplitude (�2–5 mV) yet slowly varying depo-

larization, which was insufficient to drive somatic spiking. While

cluster A paired with the distributed background resulted in pre-

cise AP generation, cluster B paired with the distributed back-

ground resulted in a highly jittered AP response (Figure 2H),

similar to when the RMP was modulated by current injection

via the patch pipette (Figure 2Di, ii). Significantly, and in line

with the results from Figure 2B, both low- and high-amplitude

Na+ d-spikes resulted in millisecond AP timing (Figure 2Ii), sug-

gesting that amplitude of the d-spike (Figure 2Iii) was not a crit-

ical determining factor in ensuring precision but rather the

maximum dV/dt. Importantly, we found that even small dV/dt

values (�2 V/s) were sufficient to generate precise spikes (Fig-

ure 2Iiii), in agreement with earlier reports from CA1 cells.19,20

Since temporal precision was not dependent on d-spike ampli-

tude or the total amount of axial charge prior to spike onset (Fig-

ure S4A), but rather dependent on the maximum dV/dt, precision

evokedbydendritic Na+ spikes could not beexplainedwith a fixed

AP threshold. Previous experimental reports have suggested that

precise APs occur when the stimulus is dynamic, time-varying,

and noisy instead of quasi-static.41 In particular, the frequency

content of the stimulus impacts spike precision.57 While dendritic

Na+ spikes reflect a fast fluctuation with high-frequency content,

they could be an ideal substrate to gate axo-somatic channels

in a stochasticmanner, enabling efficient AP generation. To reveal

the role of stochastic gating by Na+ spikes, we numerically simu-

lated the probabilistic description of Hodgkin-Huxley style ion

channels58,59 (Figure S4B). We injected the experimentally

measured cluster-evoked dendritic spike waveform as axial cur-

rent to the stochastic Hodgkin-Huxley model. The Na+ spikelet

evokes high-precision somatic APs, while NMDAR events show

an appreciable jitter (Figure S4C). This simulation result verified

that the time course of dendritic Na+ spike is sufficient for

enhancing AP precision via stochastic gating.

However, the Na+ spikelet alone does not explain the burst

regulation, since both bursts and single AP could be equally

evoked by strong clusters (Figures S5A–S5E). Notably, these

short bursts (doublets and triplets) could be evoked purely with

basal synaptic drives without evoking an apical Ca2+ plateau

(Figures S5F and S5G), making it possible for feedforward inputs
6 Cell Reports 43, 114413, July 23, 2024
to be frequency-division multiplexed. Since the AUC of the

d-spike waveform is correlated with burst generation (Fig-

ure 2Eii), we investigated whether the d-spike plateau mediates

the burst propensity. When two clusters on separate basal den-

dritic branches were paired with a distributed background (Fig-

ure 2J), the cluster with a larger plateau (denoted A, Figure 2K)

evokes a somatic burst (Figure 2L). The smaller plateau (denoted

B) evokes only a single AP. Together, the above results highlight

three critical features. First, dendritic Na+ spikes control somatic

spike precision irrespective of background inputs. Second,

NMDAR spikes lacking the Na+ component but large enough

to depolarize the soma above threshold results in a variable

spike onset (Figure 2Mi). Finally, the size of the dendritic plateau

is critical in determining burst propensity (Figure 2Mii). Notewor-

thily, despite the known difference in morphology, connectivity,

and electrical properties, both subtypes of L5 PNs (L5a and

L5b PNs) show Na+ spikelet-mediated precision control with

basal dendritic activation. Still, only putative L5b PNs generated

bursts (Figure S6). This suggests a possible universal time-cod-

ing strategy adapted by both subtypes of L5 PNs.

Multibranch and multicluster control of somatic spiking
output
To verify whether the temporal and gain control holds in a multi-

branch framework, we extended the experiment in Figure 2J by

co-activating two or more dendritic clusters on different

branches with a distributed background (Figures 3A–3C). While

two co-activated clusters with NMDAR spikes increased the

burst propensity (�10 repetitive trials), indicating that multi-

branch NMDAR spikes cooperatively enhance somatic gain,

gradually increasing the number of clusters any further did not

result in an appreciable difference (Figure 3D). Further, the regu-

lation of burst generation by the dynamics of the NMDA plateau,

characterized by the AUC, as previously shown in Figures 2L and

2M, still holds under a multibranch framework (Figure 3E).

We then set out to corroborate the role of characteristic den-

dritic nonlinearities (i.e., Na+ d-spikes vs. NMDA d-spikes) under

multicluster co-activation. We chose ten clusters across various

branches and co-activated them in groups of four (Figure 3F).

When at least one cluster with a Na+ d-spike was evoked

(marked in red), the temporal precision of somatic output was

improved (Figure 3G). This suggests that Na+ d-spikes regulate

the temporal precision in a ‘‘winner-takes-all’’ manner, whereby

precision is guaranteed as long as at least one Na+ d-spike is

present (Figure 3H). Additional dendritic Na+ spikes from other

dendritic branches improve the temporal precision slightly but

not significantly (Figure S7A). Interestingly, additional NMDAR

spikes without a Na+ spikelet also slightly improved the temporal

precision (5.5 ± 4.5 ms with four NMDAR d-spikes), possibly due

to the enhancement in axo-somatic responsivity, but not to the

extent when at least one Na+ d-spike was present (2.1 ±

2.1 ms with four clusters, at least one of which shows a Na+

spikelet) (Figure S7B).

Cluster-evoked precision and gain under noisy in vivo-
like states
Under awake in vivo conditions, neurons are constantly bom-

barded by synaptic inputs and are in high conductance. How



Figure 3. Multibranch control of somatic AP dynamics

(A) Schematic of three dendritic clusters (A, B, C) from different branches paired with the distributed background synapses (bkg). Scale bars, 20 mm (main) and

10 mm (inset).

(B) Uncaging-evoked waveform of each cluster and background synapses.

(C) Somatic burst propensity (ten repetitive trials) evoked by gradually increasing the number of co-activated clusters along with background synapses.

(D) Co-activation ofmultibranch dendritic clusters increases the burst probability (Mann-Whitney-Wilcoxon test, n= 17 groups of clusters from 13 cells, **p< 0.01,

***p < 0.005).

(E) Both the maximum area under the curve (Max AUC) and the cumulative sum of the AUC across all co-activated clusters (Sum AUC) correlate with

somatic burst generation (Mann-Whitney-Wilcoxon test, n = 23 multibranch uncaging patterns evoking bursts and 29 evoking single APs from 25 cells,

p < 0.005).

(F) Schematic depicting four clusters co-activated across the basal dendritic arbor. Scale bars, 20 mm (main) and 10 mm (inset). Bottom: d-spikes evoked by

holographic uncaging of each cluster.

(G) Four clusters are co-activated in different combinations.

(H) Under the multibranch framework, the presence of at least one strong cluster improves the precision and onset time of somatic APs (Mann-Whitney-Wilcoxon

test, n = 34 multibranch uncaging patterns with at least one strong cluster and 27 with only weak clusters from 25 cells, p < 0.005).
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do synaptic inputs, including clusters, integrate under such high

conductance and noisy background conditions?

Under the in vivo-like condition, two aspects will most likely

impact the efficiency of dendritic nonlinearities: (1) the back-

ground conductance will decrease the resistance of the neuron

and impact integration across dendritic branches; and (2)

back-propagating AP resets could inactivate voltage-gated ion

channels in the dendritic branches, thus impacting dendritic

nonlinearities. To test this, we mimicked the high-conductance

condition, characterized by low input resistance, noisy mem-

brane fluctuations, a highly depolarized RMP, and a significant

amount of background AP firing, via a dynamic clamp at the

cell body (see STAR Methods) and assayed its impact on multi-

plexed synaptic integration (Figure 4) To ensure our results re-

flected spike output dynamics encountered in vivo, we matched

our results to electrophysiological recordings from L5 of the

awake mouse barrel cortex (S1) under feedforward sensory

sweeps (whisker touch). Our results revealed time-locked single

APs and bursts in response to the sensory stimuli (Figures S8A–

S8F) superimposed on an ongoing background firing of 2–6 Hz

(Figure S8G).

The high-conductance dynamic clamp significantly decreases

the input resistance (Rin = 67 ± 10 MU) compared to the quies-

cent state (Rin = 94 ± 27 MU) (Figure 4Ai), consistent with the

range obtained from whole-cell recordings from L5 neurons in

the awake S1.60 Noisy membrane fluctuations (2.46 ± 0.53 mV)

resembling in vivo recordings61 and increased background firing

rates (4.72 ± 3.61 Hz) (Figure S9A) matched our in vivo record-

ings (Figure S8), in line with recent reports.62 We performed ho-

lographic uncaging across a cluster of synapses under this high-

conductance state (Figure 4Aii). Strikingly, the characteristic

cluster-uncaging-evoked dendritic Na+ spikelet feature was pre-

served under the high-conductance state.

To justify our conductance clamp, the conductance visibility

observed from the soma approximates to �120 mm from the

soma for L5 PNs25,63 (Figure S9B and STAR Methods). More-

over, given cable-like properties and themismatch in input resis-

tances between the soma and basal dendrites, synaptic conduc-

tance generated across basal arbors is also expected to be

visible at the soma. Therefore, a dynamic conductance injected
Figure 4. Multibranch spike timing and gain regulation under high bac

(A) (i) Lower input resistance under high conductance (Wilcoxon signed-rank test

conductance. Scale bars, 20 mm (main) and 5 mm (inset).

(B) Temporal firing rate (bottom, black) evoked by co-activation of increasing sp

(C) Spike probability as a function of co-activated synapses under quiescent and

neurons, *p < 0.05, **p < 0.01, ***p < 0.005, ****p < 0.001). Inset: theoretically ex

(D) Na+ d-spike-mediated spike precision is maintained under high-conductance

from 25 cells, p < 0.01).

(E) Somatic spikes evoked by holographic uncaging of four clusters (inter-clu

conductance (red) than quiescence (black) (Wilcoxon signed-rank test, n = 82 ho

(F) Holographic uncaging of clustered and distributed synapses under high cond

(G) The quiescent-state holographic uncaging response of each cluster (A, B, C) a

(H) Somatic spikes evoked by co-activating A, B, C, and the background synaps

(I) Presence of at least one Na+ d-spike dictates the temporal precision and ons

uncaging patterns with at least one strong cluster and 35 with only weak cluster

(J) Both the cumulative sum of AUC (left) and the maximum AUC (right) correlate

Wilcoxon test, n = 21 multibranch uncaging patterns evoking bursts and 28 evok

(K) Co-activation of increasing numbers of dendritic clusters increases the burst pr

n = 27 uncaging patterns with 1 cluster, 22 with 2 clusters, 12 with 3 clusters fro
at the soma robustly reflects widespread basal dendritic

drive.25,63 Given that dendritic conductance visibility spans

�100 mm, it is a reasonable approximation for elucidating the ef-

fect of high conductance on synaptic integration.

We started with varying the number of co-activated spines in a

cluster to study the integration of clustered synapses in the high-

conductance state. Despite the background noise and ongoing

voltage resets, spike time and rate modulation can be observed

when around 6–7 clustered spines are co-activated (Figure 4B).

Notably, in some trials, co-activation of only two or three synap-

ses within the cluster would result in a somatic spike, unmasking

an effect whereby a weak synaptic drive that was usually insuf-

ficient to modulate the somatic output under quiescent condi-

tions now had a finite probability to generate a somatic AP under

the high-conductance state (Figure 4C). Significantly, this result

shows an improved dynamic range at the level of individual syn-

apses, enabling probabilistic gating of AP output under a high-

conductance state. This result builds on previous computational

predictions,38,39 providing a foundational demonstration of syn-

aptic resolution efficacy on spike generation under noisy back-

grounds. This result also sets up an important test: does the

high-conductance state quench the formation of dendritic non-

linearities, thereby linearizing the spike probability as a function

of increasing input intensity (number of synapses)? We probed

the Na+ d-spike-related somatic precision under the high-

conductance state to test whether this was the case. We

observed that the clusters evoking a Na+ d-spike under a quies-

cent state led to higher AP precision even under noisy back-

grounds and high-conductance states (Figure 4D). This result

supports the notion that dendritic nonlinearity-induced spike

precision at the soma has not been quenched and dictates the

temporal profile of somatic APs amid ongoing activity.

By holographically co-activating clusters from different

branches under a high-conductance state and comparing the

spiking response to the quiescent state (Figure 4E), we observed

a faster spike onset and higher spike and burst probability (Fig-

ure S9C) that is potentially due to a combination of shorter

time constant, stochastic excitability from the background fluc-

tuation, and depolarization of Vm closer to the threshold. These

indicate a faster and more efficient integration of multibranch
kground conductance conditions

, n = 8 cells, p < 0.01). (ii) Holographic uncaging of clustered spines under high

ines in a cluster under high conductance.

high-conductance states (Mann-Whitney-Wilcoxon test, n = 14 clusters from 8

pected trend.

conditions (Mann-Whitney-Wilcoxon test, n = 13 strong and 37 weak clusters

ster stimulation interval 3 ms) show higher temporal resolution under high

lographic uncaging patterns from 21 neurons, p < 0.001). Scale bar, 20 mm.

uctance. Scale bars, 20 mm (main) and 10 mm (inset).

nd the background synapses (bkg) in (F). Cluster A evokes a Na+ d-spike (red).

es under quiescent state (top) and high-conductance state (bottom).

et delay under high-conductance states (Mann-Whitney-Wilcoxon test, n = 31

s from 26 cells, p < 0.01).

with somatic burst generation under high-conductance states (Mann-Whitney-

ing single APs from 26 neurons, *p < 0.05, **p < 0.01).

obability, AP counts, and interspike interval (ISI) (Mann-Whitney-Wilcoxon test,

m 13 neurons, *p < 0.05, **p < 0.01).
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information. However, the AP jitter created by the same synaptic

input patterns (Na+ d-spikes and NMDA spikes) did not signifi-

cantly differ between the low- and high-conductance states

(Figure S9D).

We performed multibranch holographic uncaging experi-

ments, as in Figure 3, but under high-conductance states

(Figures 4F and 4G). Similarly, we observed the ‘‘winner-takes-

all’’ regulation of somatic output by Na+ d-spikes (Figure 4H),

whereby a single Na+ d-spike regulates overall precision (Fig-

ure 4I). While the burst probability is generally higher under the

high-conductance state, the correlation between large NMDAR

plateau and higher burst propensity is preserved (Figure 4J).

More spikes are added by co-activating an increasing number

of NMDARd-spikes (Figure 4K), suggesting that dendritic nonlin-

earities do not saturate the output gain under the high-conduc-

tance state. Although the subsequent spikes appear jittered

(jitter of the first spike 9.4 ± 8.6 ms, jitter of the second spike

12.0 ± 10.0 ms, n = 22 holographic patterns), they improve re-

sponsivity and provide a more dynamic temporal structure to

the somatic output, potentially benefiting themultiplexing across

multiple branches in vivo.

Multibranch information is multiplexed and barcoded
through spike temporal structures
If two different clusters evoke Na+ d-spikes, or both evoke

NMDAR plateaus without a Na+ component, would they elicit

a distinguishable spiking output? To answer this question,

we need ametric that encodes synaptic streamswithin the struc-

ture of somatic AP trains. Thus, to reveal temporal signatures

embedded in the spike train structure and considering the sto-

chastic nature of somatic spike generation, we used principal

component regression (PCR) to evaluate the similarity/separa-

bility of spike temporal structures.64

We defined two different spatial-temporal uncaging patterns,

for example, sequential uncaging on clusters A, B, C, and D as

pattern 1 and B, A, C, and D as pattern 2 (Figure 5Ai). Each

pattern was stimulated at no more than 1 Hz for ten trials to pre-

vent any form of synaptic potentiation65 (Figure 5AI, right)). We

extracted and aligned a 100-ms window after uncaging onset

(Figure 5Aii) before extracting the spike time (Figure 5Aiii). We

then convolved the binary spike train with an EPSP-shape dou-

ble exponential kernel to generate uncaging-evoked spike traces

weighted by the time after spiking (Figure 5Aiv). We computed

the correlation coefficient matrix over these 20 spike trains (Fig-

ure 5B), which revealed distinct intrinsic spike structures under-

lying each uncaging pattern despite the stochastic background

and spike-generation variability. We performed a PCR using

the pattern-evoked spike train structures (Figure 5C, see STAR

Methods). After projecting the kernel-filtered spike trains to the

principal component space (Figure S10A, see STAR Methods),

we performed linear regression to segregate spike trains evoked

with different uncaging patterns (Figure 5D). We found that the

linear regression R2 (0.51 ± 0.23) between different uncaging

patterns is higher than the shuffled baseline (0.33 ± 0.11), and

the application of AP5 decreases the R2 value to the baseline

level (Figure 5E). This linear separability is robust under various

E/I (excitatory/inhibitory conductance) ratios (Figure 5F), sug-

gesting that basal dendritic nonlinearities enable linear separa-
10 Cell Reports 43, 114413, July 23, 2024
tion of spatial-temporal presynaptic input patterns, including un-

der the presence of back-propagating voltage resets (Figures 5G

and 5H). We corroborate this method by examining the separa-

tion between uncaging-evoked responses and spontaneous

spikes (Figures S10B–S10D). The multicluster uncaging-evoked

spikes are separable from the background created by the dy-

namic clamp, and AP5 abolishes this separability. Importantly,

two randomly sampled groups of spontaneous spike trains are

not separable given this approach, justifying the PCR approach.

Taken together, we show that the PCR R2 value can serve as a

metric to quantify the multiplexing of multiple synaptic inputs.

Dendritic Na+ spikes enhance the efficiency of
sequence discrimination
Since Na+ d-spikes enhance temporal precision, we investigated

to what extent Na+ d-spikes promote the classification of pre-

synaptic patterns, since they tighten the trial-to-trial variability.

In an L5 PN, we chose clusters evoking Na+ d-spikes with

different waveforms (A, B, C, denoted as strong cluster, marked

in red) and another cluster evoking d-spike without a Na+ spikelet

(D, denoted as weak cluster, marked in black) (Figure 6A). Each

cluster is co-activated with distributed synapses (bkg) under

noisy conductance injection, and the temporal structures of

APs evoked by each cluster are pairwise classified with PCR

(Figures 6B and 6C). Note that the strong clusters (A, B, C) can

be distinguished against the weak cluster (D) (R2 = 0.29 ±

0.13). Importantly, A, B, and C can also be distinguished from

each other (R2 = 0.39 ± 0.07), suggesting that the Na+ d-spike

waveform shape is critical for classification. Consistent across

multiple neurons, the classification between clusters with

different Na+ d-spikes (red) and clusters with and without Na+

spikelet (blue) is above baseline (gray) (Figure 6D). This suggests

that the Na+ d-spikes and their waveforms may be critical for

generating stable spike patterns that benefit classification and

segmentation.

While Na+ d-spike regulates the precise timing of somatic

AP, we characterized whether it enables the discrimination of

different input sequences. As an example, we chose five clusters

(A, B, C, D, E), with one showing a Na+ d-spike feature (denoted

as A, Figure 6E). We paired the clusters into two groups, ABCD

(Figure 6F, top), wherein one cluster (A) evoked a Na+ d-spike,

and EBCD (Figure 6F, bottom), wherein all clusters revealed a

lack of a Na+ d-spike. By shuffling the activation time of A and

E within these two groups respectively, we observed that the

activation time of A (strong cluster) changes the temporal profile

of spikes by shifting the onset time of the precise spikes (median

onset delay 3.8 ms, 6.6 ms, 8.2 ms, and 9.5 ms when A is the 1st,

2nd, 3rd, and 4th activated cluster, respectively), while changing

the activation time of E (weak cluster) does not alter the spike

temporal structure (median onset delay 13.3 ms, 7.4 ms,

10.8 ms, and 10.8 ms, respectively) (Figure 6G). The R2 value

is higher across different activation orders of ABCD (0.44 ±

0.26) compared to EBCD (0.26 ± 0.13) (Figure 6H, yellow

dashed-line squares). We compared the separability of uncaging

patterns with different activation sequences. Different se-

quences generated by shuffling the activation time of a Na+

d-spike were separated (Figure 6I, red, 0.35 ± 0.22), but shuffling

the activation time of an NMDAR d-spike resulted in poor



Figure 5. Dendritic nonlinearities enable barcoding of different spatial-temporal synaptic input patterns under in vivo-like conditions

(A) (i) Schematic and experimental output in which multiple dendritic clusters are sequentially activated (interval 3 ms). Scale bars, 20 mm (main) and 10 mm (inset).

(ii) Uncaging-evoked somatic responses in the 100-ms window after the onset of the first uncaging event (shaded line). (iii) The uncaging-evoked spike raster. (iv)

The binary spikes convolved with an EPSP-shape kernel.

(B) Correlation coefficient matrix of (Aiv).

(C) Principal component regression (PCR) schematic between two uncaging patterns.

(D) Linear segregation of uncaging-evoked responses in (A).

(E) Pairwise PCR R2 values between two uncaging patterns are higher than the shuffled baseline under control but not under AP5 (Mann-Whitney-Wilcoxon test

between control and ap5, Wilcoxon signed-rank test between R2 and baseline (gray), n = 120 uncaging patterns, 1,477 pairs of pattern classification from 21

neurons for controls, and 17 uncaging patterns, 96 pairs of pattern classification from 5 neurons with AP5, p < 0.0001).

(F) The separability is robust under varying amounts of background conductance (n= 423 pairs of pattern classification from 21 neurons,Mann-Whitney-Wilcoxon

test between different conductance or inhibitory drive, Wilcoxon signed-rank test between R2 and baseline (gray), p < 0.0001).

(G) A possible barcoding mechanism under ongoing background firing.

(H) The separability between uncaging patterns (orange) as a function of background firing rate in comparison to the baseline (gray) (n = 525, 279, 283, 159, 57

pairs of pattern classification [from left to right] from 21 neurons, Wilcoxon signed-rank test, **p < 0.01, ***p < 0.0001).
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separability and classification (blue, 0.26 ± 0.18) Our results

reveal that basal dendrites multiplex various synaptic input

streams across branches, which can be classified based on
spike structures evoked by distinct dendritic nonlinearities.

Notably, the presence of Na+ d-spikes helps structure the so-

matic spike train, while NMDA plateau potentials aid in gain
Cell Reports 43, 114413, July 23, 2024 11
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Figure 6. Classification between different spatial-temporal synaptic input patterns is enhanced by Na+ d-spikes

(A) Holographic uncaging response of four clusters across the basal dendrites, among which clusters A, B, and C evoke Na+ d-spikes (strong clusters, red), and

cluster D evokes a d-spike without a Na+ component (weak cluster, black). Scale bars, 20 mm (main) and 10 mm (inset).

(B) (Top) Somatic spike evoked by each cluster co-activated with the distributed synapses under background noisy conductance. (Bottom) Example of clas-

sification between a pair of strong clusters (red) and classification between a strong and a weak cluster (blue).

(C) Pairwise R2 values across the four clusters in (B).

(D) The separability between two strong clusters (red) or between one strong and one weak cluster (blue) compared to the baseline (gray) (n = 225 pairs of strong

clusters, 69 pairs of strong and weak clusters from 21 cells, Wilcoxon signed-rank test, p < 0.0001).

(E) Similar to (A), but with five different clusters; only A evokes Na+ d-spikes (red).

(F) Classification is performed for two pairing conditions of uncaging patterns, one with a temporal shuffle of a strong cluster (red) and the other with a temporal

shuffle of a weak cluster (blue).

(legend continued on next page)
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control. Strikingly, the order of Na+ spikes among different pat-

terns matters and so does the duration of the NMDA spike. Crit-

ically, such barcoding of the somatic spike structure is main-

tained even under high-conductance states, including in the

presence of back-propagating voltage resets.

DISCUSSION

We customized, characterized, and performed a 3D two-photon

SLM-based holographic transmitter uncaging across multiple

basal dendritic arbors of L5 PNs under quiescent and in vivo-

like conditions. We combined holographic uncaging with

whole-cell electrophysiology, dynamic clamp, and biophysical

modeling. We examined how co-active dendritic nonlinearities

across multiple branches multiplex at the soma to control so-

matic spike timing and gain. Finally, we explored the role of syn-

aptic clusters in enabling temporal precision and gain under

in vivo-like conditions and how this unique regulation enables

the separation and classification of different spatial-temporal

synaptic input patterns based on somatic spike structures.

Basal dendrites exhibit a rich repertoire of regenerative den-

dritic spikes, and these events are a strong function of synchro-

nous synaptic inputs. There is mounting evidence that such syn-

apses are clustered across a 5- to 10-mm length scale.22,28,66

Most of our understanding of clustered synaptic stimulation,

however, has come from uncaging-evoked responses across

these short dendritic segments using rapidly switching galvano-

metric mirrors.16 The ability to stimulate clusters of synapses

across the entire dendrite and multiple dendrites opens up the

possibility of querying synaptic and dendritic integration, coop-

erativity, and spike-generation mechanisms in much greater

detail.

Clustered synapses have been envisaged to underlie feature

binding,67 memory storage,68,69 and pattern recognition.44 This

would imply that clustered synapses should be able to modulate

the firing properties of the neuron meaningfully, for example via

dynamic changes in threshold.70 Signaling such synchronized

inputs in the presence of voltage-gated channels, ongoing back-

ground activity, and noise—in the form of both stochastic mem-

brane potential fluctuations and a background rate code—is crit-

ical for efficient neural computation.71 We investigated the

mechanisms throughwhich such clustered activation across sin-

gle and multiple dendritic segments impacts AP generation. Our

findings, in agreement with previous reports,18 (Figure 2) demon-

strate that nonlinear Na+-mediated dendritic spikes drive AP ac-

tivity with high precision, while NMDAR plateau potentials

mediate gain control. Importantly, dendritic Na+ spikes ensure

temporal precision by eliciting the sharp voltage fluctuation

that recruits the stochastic gating effect of somatic voltage-

gated ion channels. Since dendritic Na+ spikes have been

observed to occur at high rates in vivo,72 this could imply that

stochastic gating is critical for energy-efficient computa-
(G) Somatic spikes evoked by eight different uncaging patterns as shown in (F).

(H) The pairwise R2 values are high in the ABCD quadrant but low in the EBCD q

(I) R2 values between different uncaging sequences with (red) and without (blue)

between different pairing conditions, Wilcoxon signed-rank test between R2 an

temporal shuffling weak clusters from 21 cells, **p < 0.005, ***p < 0.001).
tions.57,58 Our study substantially adds to the growing under-

standing of dendritic integration when considering a multibranch

framework with multiple dendritic nonlinearities co-activated.

We find that Na+ dendritic spikes barcode the somatic output

while NMDAR d-spikes modulate somatic gain, and together

they help structure the spike train over critical time windows (Fig-

ure 3). Importantly, the cooperative and active integration prop-

erties in the dendrites support the idea that temporal barcoding

of the somatic structure through NMDA and Na+ d-spikes could

serve as a powerful mechanism to bind different inputs over a

window of time, especially since such nonlinearities depend on

recent and ongoing activity in the local network. Furthermore,

localized dendritic inhibition across basal dendritic arbors sug-

gests that L5 PNs can integrate and multiplex diverse feedfor-

ward streams over a broad and tunable conductance range.60,73

Neurons in vivo are characterized by noisy membrane fluctua-

tions, low input resistance, and depolarized RMPs. We exam-

ined how clustered synaptic inputs, which result in dendritic non-

linearities under quiescent conditions, impact AP generation

under in vivo-like conditions. Computational efforts examining

integration under such conditions have revealed two key princi-

ples38: gain modulation via conductance noise and increased

temporal resolution. Our results show enhanced somatic AP

response and amplification of weak inputs (2–3 co-activated

spines that normally fail to elicit somatic spikes under a quies-

cent state) (Figure 4C). This result suggests that sparse inputs

and their interaction with a noisy background might be capable

of probabilistically modulating somatic spiking, especially in vivo,

which aligns with previous theoretical predictions.38,74 Clustered

synaptic inputs, in contrast, could still lead to dendritic nonline-

arities despite the reduced input resistance and constantly

invading back-propagated APs75 and profoundly impacted AP

generation via precision and gain (Figures 4D–4K). This suggests

that somatic APs, compared to NMDAR-mediated nonlinearities

under conditions of high conductance, equilibrate rapidly in the

dendrite and cause minimal voltage resets.9 This ability of clus-

tered synaptic input to maintain efficient somatic control amid

ongoing noise66 could endowPNswith the ability to perform pre-

cision and rate coding strategies in parallel.2,38

The basal dendritic arborization shows high heterogeneity in

morphology, ion channel distribution, and presynaptic terminal

arrangement.21,37,76 With strengthened temporal resolution

and equalization under the high-conductance condition, the

spatial-temporal arrangement of the presynaptic inputs should

be reflected in the somatic output in terms of time and rate of

APs. Our results show that different spatial-temporal synaptic in-

puts integrate to generate distinguishable somatic spike struc-

tures (Figures 5 and 6). Importantly, dendritic Na+ spikes pro-

mote the classification, suggesting that precise timing plays a

critical role in dendritic multiplexing. A recent computational

study suggests that this embedded computational power in den-

dritic heterogeneity can be harvested and strengthened with
uadrant (yellow boxes).

a strong cluster compared to the baseline (gray) (Mann-Whitney-Wilcoxon test

d baseline, n = 177 pairs of temporal shuffling strong clusters, 128 pairs of
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synaptic plasticity.77 Together, this could enable the in vivo

neuron to detect, selectively strengthen, and bind certain pre-

synaptic input patterns despite the variability of spike genera-

tion. In conclusion, basal dendritic nonlinearities serve as a puta-

tive substrate for simultaneous computations at different sites,

which can be bound together over a window of time reflected

in a structured somatic spike train, enabling downstream targets

to classify the synaptic combinations involved.

Overall, we reveal a model in which multibranch synaptic input

patterns can be multiplexed via barcoding of somatic spike

structure. The proposed mechanisms could help explain how

neurons in the awake brain perform feature binding67,78 despite

ongoing background activity.

Limitations of the study
In this study, we did not take into account the impact of the loca-

tion of synapses and their cooperation within a single branch.79

Under high-conductance conditions, this cooperativity may be

even more exaggerated owing to an equalization of impedance

across the arbor.38 Moreover, the cooperation within a single

branch and across branches can further influence the process-

ing of incoming signals by dynamically adjusting the level of local

signal amplification, which could in turn affect the firing pattern of

the cell and its information encoding. Another limitation is the

amount of power available at the sample plane at uncaging rele-

vant wavelengths (740 nm), which directly affects the number of

spines that can be simultaneously targeted.
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Bacterial and virus strains

pAAV-FLEX-tdTomato Klapoetke et al.80 Addgene AAV1; 28306-AAV1

pAAV-EF1a-double floxed-hChR2(H134R)-

EYFP-WPRE-HGHpA

Boyden et al.81 Addgene AAVrg;

20298-AAVrg

Chemicals, peptides, and recombinant proteins

Tetrodotoxin Tocris 1078; CAS: 4368-28-9

D-AP5 Tocris 0106; CAS: 79055-68-8

Alexa Fluor 594 Hydrazide Invitrogen A10438

Alexa Fluor 488 Hydrazide Invitrogen A10436

Fluo-4, Pentapotassium Salt, cell

impermeant

Invitrogen F14200

FluoSpheres Carboxylate-Modified

Microspheres

Invitrogen F8803

Sodium chloride Sigma-Aldrich S9888; CAS: 7647-14-5

Potassium chloride Sigma-Aldrich P9333; CAS: 7447-40-7

Sodium bicarbonate Sigma-Aldrich S5761; CAS: 144-55-8

Sodium phosphate monobasic Sigma-Aldrich S8282; CAS: 7558-80-7

HEPES Sigma-Aldrich H4034; CAS: 7365-45-9

D-(+)-Glucose Sigma-Aldrich G8270; CAS: 50-99-7

Sucrose Sigma-Aldrich S0389; CAS: 57-50-1

Calcium chloride Sigma-Aldrich C8106; CAS: 10035-04-8

Magnesium chloride hexahydrate Sigma-Aldrich M2670; CAS: 7791-18-6

Adenosine 5’-triphosphate magnesium salt Sigma-Aldrich A9187; CAS: 74804-12-9

Guanosine 50-triphosphate tris salt Sigma-Aldrich G9002; CAS: 103192-46-7

Phosphocreatine disodium salt hydrate Sigma-Aldrich P7936; CAS: 19333-65-4

Potassium gluconate Sigma-Aldrich P1847; CAS: 299-27-4

N-Acetyl-L-cysteine Sigma-Aldrich A7250; CAS: 616-91-1

N-Methyl-D-glucamine Sigma-Aldrich 66930; CAS: 6284-40-8

Sodium hydroxide Sigma-Aldrich S8045; CAS: 1310-73-2

Potassium hydroxide Sigma-Aldrich 221473; CAS: 1310-58-3

(+)-Sodium L-ascorbate Sigma-Aldrich A4034; CAS:

134-03-2

Sodium pyruvate Sigma-Aldrich P5280; CAS: 113-24-6

Thiourea Sigma-Aldrich T8656; CAS: 62-56-6

Hydrochloric acid Sigma-Aldrich 320331; CAS:

7647-01-0

Deposited data

Primary data This paper [Database] : [https://doi.org/10.5281/

zenodo.11303995]

Experimental models: Organisms/strains

Mouse: C57BL/6J The Jackson Laboratory IMSR_JAX:000664

Mouse: B6.FVB(Cg)-Tg(Tlx3-cre)PL56Gsat/

Mmucd

MMRRC MMRRC_041158-UCD

Mouse: B6.FVB(Cg)-Tg(Rbp4-cre)

KL100Gsat/Mmucd

MMRRC MMRRC_037128-UCD

Software and algorithms

Principal component regression This paper https://doi.org/10.5281/zenodo.11304034
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Biophysical simulation of stochastic

channel gating

This paper https://doi.org/10.5281/zenodo.11303742

Prairie view Bruker NA

MATLAB (R2018a) MathWorks https://www.mathworks.com

Python (3.7) Python Software Foundation https://www.python.org/

NEURON (7.6) Hines and Carnevale82 https://neuron.yale.edu/neuron/

ImageJ Schneider et al.83 https://imagej.nih.gov/ij/index.html

Arduino Arduino https://www.arduino.cc/

Processing Processing https://processing.org/

Kilosort Pachitariu et al.84 https://github.com/cortex-lab/KiloSort

Deeplabcut Mathis et al.85 https://github.com/DeepLabCut/

DeepLabCut

Other

Dynamic clamp board This paper https://doi.org/10.5281/zenodo.11303939

Ultima In Vitro multiphoton microscope Bruker Nano SCR_017142

512 3 512 Spatial Light Modulator Meadowlark Optics NA

MaiTai HP Spectra-physics NA

InSight X3 Spectra-physics NA

Prism compressor Newport PC-TS-KT

Objective Nikon N40X-NIR

Vibratome Leica VT1200 S

Multiclamp 700B Molecular devices NA

Digidata 1550B Molecular devices NA

RHD Recording Controller (512 ch) Intan technologies NA

RHD Recording Headstages Intan technologies RHD 128ch

Silicon probe Masmanidis Lab 64D

CCD camera Teledyne FLIR Blackfly USB3

Spectral X Lumincor NA
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Lead contact
Correspondence and requests for materials should be addressed to Dr. Krishna Jayant (kjayant@purdue.edu).

Materials availability
This study did not generate any new materials or unique reagents.

Data and code availability
The datasets generated during the current study are available from the corresponding author upon request. All data analysis and

figure generation codes are available on github: https://github.com/shulanx1/SynMultiplex. All code used in the biophysical models

is available on GitHub: https://github.com/shulanx1/stochasticH_python. All data and code reported in this paper has been depos-

ited at Zenodo and are publicly available as the date of publication. DOIs are listed in the key resources table. Any additional infor-

mation required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Animals
All experimental procedures were conducted under the guidelines set forth by the NIH and Purdue Institutional Animal Care and Use

Committee (IACUC). Male and female mice were used from the following strains: C57BL/6J (RRID:IMSR_JAX:000664), TIX3-cre

(B6.FVB(Cg)-Tg(Tlx3-cre)PL56Gsat/Mmucd, RRID:MMRRC_041158-UCD), Rbp4-cre (B6.FVB(Cg)-Tg(Rbp4-cre)KL100Gsat/Mmucd,

RRID:MMRRC_037128-UCD).
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Acute slice preparation
All physiological solutions were fully oxygenated (95% O2 and 5% CO2), pH adjusted to 7.3 to 7.4, and osmolarity maintained be-

tween 300 and 310 mOsm unless stated. Adult C57BL/6 (Jackson Laboratory, 000664) mice (both male and female, 12 to 24 weeks

of age) were deeply anesthetized with 3–4% isoflurane followed by trans-cardiac perfusion with ice-cold NMDG cutting solution86,87

consisting of (in mM): 92 NMDG, 30 NaHCO3, 1.2 NaH2PO4, 20 HEPES, 2.5 KCl, 25 glucose, 5 sodium ascorbate, 3 sodium pyruvate,

2 thiourea, 0.5 CaCl2, 10 MgCl2, 5 N-acetyl-L-cysteine, before decapitation. Coronal slices (300 mm–350 mm thickness) were pre-

pared using a vibratome (Leica VT1200S) in 0�–4�C NMDG cutting solution. Brain slices were then allowed to recover in 34�C
NMDG cutting solution with gradual spike-in of 0.5–1 mL Na+ rich NMDG solution (2M NaCl in NMDG cutting solution) over 5 to

10 min (time dependent on mouse age)87 and transferred to room temperature HEPES artificial cerebrospinal fluid (ACSF) holding

solution consisting of (in mM): 92 NaCl, 2.5 KCl, 1.25 NaH2PO4, 30 NaHCO3, 20 HEPES, 25 glucose, 5 sodium ascorbate, 3 sodium

pyruvate, 2 thiourea, 2 CaCl2, 2 MgCl2, 5 N-acetyl-L-cysteine for at least 1h before recording.

Electrophysiological recording
Slices were transferred to a chamber, continuously perfused with oxygenated ACSF, and visualized with an upright two-photon mi-

croscope (Bruker Nano, Madison, WI) comprising of an Olympus BX51WI body (Olympus, Tokyo, Japan) fitted with infra-red (IR)

Dodt-gradient-contrast (DGC) optics, an IR sensitive camera (IR-2000, Dage-MTI, Michigan City, IN), and a 40x water immersion

objective (0.8 NA, Nikon USA). Recordings were performed in 34�C recording ACSF consisting of (in mM): 125 NaCl, 3 KCl, 25

NaHCO3, 1.25 NaH2PO4, 25 glucose, 3 sodium pyruvate, 1 sodium ascorbate, 1.3 CaCl2, 1 MgCl2. 4 to 6 MU borosilicate patch

pipette (10–15 MU for patching apical dendritic trunk) (Sutter Instruments, CA, USA) were pulled using a P1000 pipette puller (Sutter

Instruments, Novato, CA), filled with internal solution containing (in mM): 130 potassium gluconate, 7 KCl, 10 HEPES, 5 NaCl, 35 su-

crose, 2 MgSO4, 2 sodium pyruvate, 4 Mg-ATP, 0.4 Tris GTP, 7 phosphocreatine disodium (pH 7.3, osmolarity 290mOsm). 25 mM

Alexa 594 or 100 mM Alexa 488 was used for two-photon structural imaging, 200 mM fluo-4 was used for two-photon Ca2+ imaging.

L5 neurons were patch-clamped and had resting membrane potentials between �60 mV and �70 mV at rest without any current

injection. Currents of � -50pA to �100 pA was injected when needed to maintain more negative RMP (�-75mV). Whole-cell record-

ings were made using a Multiclamp 700B, (Molecular devices, San Jose, CA), Bessel-filtered at 4kHz, and digitized at 4 to 20 kHz

using a Digidata 1550B interface (Molecular devices, San Jose, CA) and winwcp software.

Dynamic clamp
A microcontroller-based circuit board88 was used for performing dynamic clamp experiments. The module was controlled with

custom-written codes (Arduino, Processing). First, the linear input-output relationship of the amplification circuit was measured

with a DC voltage source (E3631A Agilent Technologies, Santa Clara, CA) and oscilloscope (Keysight, Santa Rosa, CA), and then

verified with a model cell (Molecular devices, San Jose, CA). The working principle is as follows: the microcontroller reads the output

of the amplifier and then A/D converts the amplified membrane voltage, computes the current based on differential equation models,

and D/A converts the current, which is then summed with the current command from the Digidata 1550B interface (Molecular de-

vices, San Jose, CA). The ODEs are solved using the forward Euler method.

The Ornstein-Uhlenbeck process-based point conductancemodel89 was used tomimic background synaptic inputs under a noisy

in vivo like state. We used this point conductance model instead of a Poisson train of synaptic inputs25 to ensure higher variability in

the amplitude of EPSPs and IPSPs, which better reflects the background synaptic inputs with different synaptic strengths. The dy-

namic conductance is computed with the following differential equations (Equations 1, 2, and 3) (c1 and c2 are two independent

random variables following unit normal distribution),

IsynðtÞ = geðtÞ $ ðVmðtÞ � EeÞ+giðtÞ$ðVmðtÞ � EiÞ (Equation 1)

dgeðtÞ
dt

=
ge � geðtÞ

te
+

ffiffiffiffiffiffi
De

p
$c1ðtÞ;c1 � Nð0;1Þ (Equation 2)

dgiðtÞ
dt

=
gi � giðtÞ

ti
+

ffiffiffiffiffi
Di

p
$c2ðtÞ;c2 � Nð0; 1Þ (Equation 3)

In our experiment, te = 2.8 ms, ti = 8.5 ms, Ee = 0 mV, Ei =�80mV, were chosen based on the physiological properties of a-amino-

3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and g-Aminobutyric acid (GABA) channels. The mean of noisy excitatory

conductance (ge) varies between 2 nS to 4 nS for different amount of spontaneous background firing rate, and gi equaled 2nS to

9nS. Conductance values agreed with previous literature and this range helped match the background firing rates to that observed

in vivo (2–20 Hz), but avoided a hyperexcitable state. The noise diffusion coefficients of the excitatory (De) and inhibitory conductance

(Di) were scaled to match voltage fluctuations normally observed in vivo (�5mV RMS). These terms, which contribute to the ‘‘noisy’’

nature of dynamic conductance, were in line with previous literature89 and this ensured the fast-fluctuations in the background were
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preserved. The microcontroller codes and circuit design to realize the dynamic clamp experiments are available from https://github.

com/shulanx1/dynamic_clamp.

Simultaneous two photon imaging and 3D holographic glutamate uncaging
Simultaneous two-photon imaging and 3D holographic glutamate uncaging were performed using a laser-scanning microscope

(Bruker Nano, Madison, WI) fitted with dual-galvanometric mirrors, a spatial-light-modulator, custom-designed pulse compression

and diagnostic measurements, and two femtosecond pulsed lasers (Insight X3 andMai-Tai, Spectra Physics). Laser beam intensities

were independently controlled with electro-optical modulators (model 350-50; Conoptics, USA). A 512*512 spatial light modulator

(Meadowlark Optics/Boulder Nonlinear Systems, Lafayette, CO) was coupled to the uncaging path and relayed to the pair of uncag-

ing galvanometers. A half-wave plate was used to achieve the preferred polarization by monitoring the first-order efficiency of the

SLM, and a look-up table optimization was performed to maximize the diffraction efficiency at 740 nm. A zero-order beam block

was placed at the conjugate image plane. A custom-designed Temporal Dispersion Compensation (TDC) module in conjunction

with a Michelson intensity autocorrelator was employed for pulse compression and diagnostic measurements. The TDC arm

comprised a dual Prism assembly in folded mirror configuration, and the compressed pulse was then redirected by a pickoff mirror

to theMichelson Interferometer for pulse width measurements at themicroscope sample plane. The imaging beam (810 nm for Alexa

594 and fluo-4, 920 nm for Alexa 488) and uncaging beam (740nm) were combined using a 760 nm long pass dichroic mirror. During

Calcium (Ca2+ imaging, line scans were performed across the spine head and the adjacent branch with 8 ms–10 ms dwell time (400–

800 Hz line rate) and 3 mW–5mW laser power at the objective focal plane. Structural imaging was performed at 5 ms–8 ms dwell time.

For glutamate uncaging with 4-methoxy-5,7-dinitroindolinyl-L-glutamate trifluoroacetate (DNI-glu-TFA) (Femtonics inc., Budapest,

Hungary),90 1.5 mM–2mMDNI-glu-TFA was diluted in freshly prepared recording ACSF and applied to the bath through a circulating

pump. At these concentrations, therewas no epileptiform-like activity. The uncaging dwell timewas 1ms and the laser power needed

for uncaging ranged from 12mW to 18 mW. At these powers no visible photodamage occurred. Baseline fluorescence of both chan-

nels was continuously measured to assay any damage. Ca2+ transients were also measured to ensure spines were still functionally

active with no loss in physiological response. EPSP time-course and changes in restingmembrane potential following repeated stim-

ulation were also assayed as indicators of any photodamage. Although undesired bleed-through of maximally extinct laser power at

the sample plane was <1mW, table-top hard shutters were used to avoid exposure and any off-target uncaging. The minimum time

required for the SLM to update its phase mask was 3ms which also set the limit for how fast multiple synaptic clusters spread across

different arbors could be stimulated. Ca2+ signals were expressed as DF/F (calculated as (F - Fbaseline)/Fbaseline). To estimate the axial

beam steering limit of SLM (Figure 1D), we centered a single holographic spot (beamlet) on a spine head of interest and uncagedwhile

gradually defocusing the zeroth order focal plane of the objective axially. Given the maximum power available at the sample plane

(�180 mW), we were able to stimulate a maximum of 12 spines in a cluster with high efficiency and up to 36 spines spread across 3

groups along separate dendritic arbors with the only delay being the 3 ms needed between phase masks. Data was collected from

dendrites that were at least 30 mm below the surface of the slice that were not prematurely cut off before termination.

PSF estimation of holographic uncaging spots
We experimentally estimated the holographic uncaging resolution of our customized SLM microscope by imaging sub-resolution

fluorescent beads (100 nm FluoSpheres, Molecular Probes, USA) embedded in 2% agarose91 when SLM was engaged. The exci-

tation wavelength of the pulsed laser was set at 800 nm. Serial sections of the sample were performed at a step size of 100nm. In-

tensity profiles along horizontal and vertical to the image plane through the bead were measured. After subtracting the baseline fluo-

rescence intensity measured from the dark background, the fluorescence intensity was fitted to a Gaussian (Equation 4) (a, b and c

are the fitting parameters). The full width at half maximum (FWHM) (Equation 5) was taken as a measure for the optical resolution of

the system in lateral and axial dimension respectively (Figure 1A).

IðxÞ = a$exp

 
�
�
x � b

c

�2
!

(Equation 4)

FWHM = 2
ffiffiffiffiffiffiffiffiffiffiffi
lnð2Þ

p
c (Equation 5)
Pharmacology
D-AP5 (Tocris, USA) was suspended in water as 50 mM stock solution. Tetrodotoxin (TTX, Tocris, USA) was suspended in 2 mM citric

acid as 1mM stock solution and diluted to 1 mM with ACSF on the day of experiment. Recording ACSF containing pharmacological

blocker(s) waswashed in through the perfusion system. Recordingswere performed 5 to 10min after pharmacological blocker wash-in.

Principal component regression of spike temporal structure
For each spatiotemporal uncaging pattern, 10 repetitive uncaging trials are performed at nomore than 1Hz to avoid any plasticity. The

uncaging evoked spiking response is first segmented with a 100ms window after uncaging onset time. Then, the spike time is
20 Cell Reports 43, 114413, July 23, 2024
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detected and binned with a 0.1ms window to form a binary spike train with 1000 time points. The binary spike train is convolved with

an EPSP-shape kernel as described below (t1 = 0.1ms, t2 = 2ms). The filtered spike trains (10 repetitive trials for each uncaging

pattern) are used to compute correlation matrix and regression analysis.

K = dt
� 1

t2
� dt

� 1

t1
(Equation 6)

Principal component regression is performed between any pairs of two different uncaging patterns under the same neuron (Fig-

ures 5 and 6), or between uncaging evoked and spontaneous spike trains (Figure S10). To construct the spontaneous spike trains, we

first truncate out the 100ms uncaging evoked windows, then concatenate the rest of the traces. Then, we randomly sample 10 win-

dows of 100ms from the spontaneous traces. Then, the sampled trials are processed similarly to the uncaging evoked trials

described above. The filtered spike responses can be written as an N3T data matrix X = [x1, x2, ., x20]
T, with x1 to x20 being the

filtered spike train vector, N being the total number of trials (20, with 10 trials from each pattern), and T being the number of time points

(1000). Singular value decomposition is then performed on the data matrix X:

X = USV 0 (Equation 7)

Note that X is an N3T matrix, therefore the columns of V (T3T) form the orthogonal basis for the dimensional decrease of time

points. The number of principal components is decided so that the smallest singular value is larger than half of the largest one (2

or 3 principal components most of the cases). The data matrix X is then projected to the principal component space:

Xd = X$½v1; v2;.vpc� (Equation 8)

Now with Xd being the dimension-decreased data matrix (N3PC) and PC being the number of principle components, each row of

Xd is the projection of the filtered spike train onto the principal component space.

We use the linear least square estimator to perform the linear regression. The classifier label Y is assigned as 1 for one of the two

patterns, and �1 for another to maintain zero mean (Y = [1, 1, .1, �1, �1, .-1]). Xd and Y are mean-subtracted, and the linear

regression weight is computed with the following equation:

wopt =
�
XT
dXd

�� 1
XT
dY (Equation 9)

The estimated classifier can be expressed as: bY = Xdwopt (Equation 10)

The R-square value of the linear regression is computed as:

R2 =
1 � j bY � Y j2

jY � Y j2 (Equation 11)

To compute the shuffled baseline, the trials in X are randomly assigned with the classifier label (1 or�1) regardless of the trial types,

and the R2 values are computed as described above.While the data size is relatively small (20 trials), the shuffling is performed 5 times

and the average R2 is used as the baseline R2 value.

Surgery procedures
C57BL/6 male and female mice were used in approximately equal numbers. Adult mice (between 12 and 24 weeks of age) were used

for in vivo experimentation. Mice were kept on a 12-h light/dark cycle in conventional housing and had unrestricted access to food

and water. Adult C57BL/6 mice were deeply anesthetized with 3–4% isoflurane. Anesthesia was maintained with 1–1.5% isoflurane

during surgery with an oxygen flow rate of �0.1 L/min. A thermal pad (Kent Scientific) was used during the surgery to maintain the

body temperature. Carprofen (5 mg/kg body weight) and dexamethasone (0.6 mg/kg body weight) were injected subcutaneously,

and lidocaine was injected under the scalp after the induction of anesthesia. Eye ointment was applied, and the scalp was shaved

and sanitized before the incision of the scalp. 3% hydroperoxide is applied on the skull and removed by dry cotton swabs to remove

the excessive tissue. For intrinsic imaging, the skull was thinned to a 4 mm diameter to visualize the vasculature under the stereo-

scope. Vetbond (3M, Saint Paul, MN) was applied to the dried skull surrounding the thinned region. A custom-designed Titanium

headplate was glued to the skull with metabond (Parkell, Brentwood, NY). Mice were injected with carprofen Intraperitoneally for

up to two days after the surgery. Before silicon probe recording sessions, mice were head-fixed and habituated on a circular running

treadmill for 2 sessions (40 min each).

Virus injection
To label L5a pyramidal neurons in S1, adult TIX3-cre mice (41158, MMRRC, 10 to 24 weeks of age) were anesthetized and injected

with carprofen and dexamethasone as described above. After sanitizing the scalp, an incision was made on the scalp. AAV1-FLEX-

tdTomato (28306, Addgene, Watertown, MA) was injected bilaterally to S1 at stereotaxic coordinate 3.5mm lateral and 1.5mm pos-

terior to bregma, at 500mmand 700mmbelow pia (250nL per depth, 1E13GC/mL) with amicroinjector (UMP3,WPI, Sarasota, FL), at a
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rate of 25 to 50nL per minute. To label L5b pyramidal neurons in S1, retrograde AAV (20298, Addgene) was injected bilaterally in

higher-order posterior thalamic nucleus (medial part, Pom, 200 to 500nL, stereotaxic coordinate to bregma: 1.2mm (L), 2.2mm

(P), 3mm (V)) in adult Rbp4-cre mice (37128, MMRRC, 10 to 24 weeks of age). The scalp was then sutured and the mouse was recov-

ered from anesthesia. The slicing/immunohistochemistry experiments were performed 3 to 4 weeks post injection.

Intrinsic optical imaging
Mice were head fixed, anesthetized with 3–4% isoflurane, and placed under a CCD camera (Blackfly USB3, Teledyne FLIR)

equipped with a focus lens (Nikon, USA). The camera and lens were angled at 10� for a perpendicular visualization of the barrel

cortex. Light anesthesia was maintained with 0.5% isoflurane and the oxygen flow rate adjusted to 0.2L/minutes to maintain

relatively high respiration rates. This ensured an increase in the oxygenation of hemoglobin and the intrinsic image contrast.

A thermo pad was used to maintain the body temperature during anesthesia. Mineral oil was applied along the thinned skull

and a coverslip placed on the top to ensure a stable moisture-free image intensity. An image of the vasculature was taken

as a reference with green LED illumination. A red LED (lumincor, spectral X) was used to illuminate the thinned scalp for intrinsic

imaging. Custom-written MATLAB (MathWorks, Natick, CA) and Arduino codes were used for intrinsic imaging. During each

imaging trial, the whisker of interest was deflected with vibration of a hook controlled by a stepper motor, and 100 frames

were recorded before and during the whisker deflection at 30Hz. The frames taken before and during whisker deflection

were averaged respectively, and the difference between the two averaged images formed the intrinsic optical signal for one

trial. The trial was repeated for 6 to 8 times, and the image from each trial was averaged until the contrast of the image was

clear and the barrel distinguishable from the background. The image was then contrast-enhanced and smoothed before over-

laying on top of the reference image of the vasculature.

In vivo silicon probe recordings
64 channel silicon probes (fromMasmanidis Lab in UCLA, 64D) were electroplated (Intan, USA) so that the impedancewas lower than

200 kU prior to each recording session. After anesthetizing the animal, a burr hole (less than 1mm in diameter) wasmadewith a dental

drill on the skull above the target barrel, identified via intrinsic optical imaging. The silicon probe was inserted at an angle of 10� and a

speed of 10 mm/s. The mouse was head fixed on a circular running disk while the whisker was brushed with a post controlled by a

steppermotor (Wantai motor, China). Treadmill rotation was captured by a rotary encoder (H5-1000-IE-D, US digital). Whisker deflec-

tion was performed in 15s intervals, and 200 to 400 trials of whisker deflections were performed across each animal. Whisker motion

was recorded via a 45-degreemirror mounted under the treadmill onto a high-speed camera (DR1-D1312IE-200-G2-8, Photonfocus,

Lachen, Switzerland) at 250 to 500 fps. The electrophysiological recording was performed with an Intan head stage (RHD2164, Intan

Tech., USA) and digitized at 20 kHz. Each whisker deflection trial was truncated from 3s before to 3s after the whisker deflection. The

spike sorting of silicon probe recordingwas performedwith kilosort84 followed bymanual clustering. For the local field potential (LFP),

the raw data recorded from the silicon probe was filtered with a low pass filter at 500Hz and two notch filter at 120Hz and 60Hz

respectively in MATLAB (MathWorks, Natick, CA).

Point-source stochastic Hodgkin-Huxley model
To simulate the probabilistic nature of ion channels, a 13-state discrete Markovian kinetic scheme (8 states for Na+ channels, 5

states for K+ channels59) was used and incorporated into the Hodgkin-Huxley model (stochastic HH model). This model included 3

identical activation gates (m) and 1 inactivation gate (h) for Na+ channels, and 4 identical activation gates (n) for K+ channels. The

opening and closing of each binary gate were assumed to be independent and the rate of transitioning between the opening and

closing state equals the opening (a) and closing rate (b) in the classic Hodgkin-Huxley model. The transition of ion channels be-

tween states can be regarded as a large number of independent random binary events, therefore the number of channels tran-

sitioning from state i to state j (Dnij) within the time duration of Dt can be estimated with random variables that follow the binomial

distribution Dnij � binomð½ni�;p = AijdtÞ. Here, [ni] denotes the number of channels currently in state i, and Aij denotes the rate of a

single ion channel transiting from state i to j (Figure S4B, noted on the arrows that denotes transition between states). An ion chan-

nel is assumed to be conductive only in the state where all the activation gates and the inactivation gate (if applicable) were

opened (n4 state for potassium channels, m3h1 state for sodium channels). The total Na+ and K+ ionic conductance was estimated

with the multiplication of the single-channel conductance and the number of fully activated channels gK = gK � ½n4� and gNa =

gNa � ½m3h1�, in which gK and gNa denotes the conductance of a single fully conductive ion channel. The following ordinary differ-

ential equations (ODEs) (Equations 12, 13, 14, and 15) were used in the simulations:

Cm

dV

dt
= Iinj � gNa � ðVm � ENaÞ � gK � ðVm � EKÞ � gleak � ðVm � EleakÞ (Equation 12)

gNa = gNa � ½m3h1� (Equation 13)

gK = gK � ½n4� (Equation 14)
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Dni

dt
�
Xbinomð½nj�;p = AjidtÞ

dt
(Equation 15)

The differential equations were solved using the forward Euler method with a time interval (dt) 0.01ms. All the ion channels were at

the lowest state (n0 for K channels and m0h0 for Na channels) at initiation, which resulted in less than 5 ms of initialization artifact, a

fraction of the 250 ms period per simulation. The total numbers of Na+ and K+ channels were 12000 and 3600 respectively, other

parameters can be found in Table S1. The simulation was performed using custom-written python code (https://github.com/

shulanx1/stochasticHH_python).

Analytical estimation of conductance visibility in the dendrites
Following the method outlined by Koch and colleagues,63 we estimated the visibility factor of the somatic high conductance state in

the basal dendrites. We assumed the dendrites are passive, in which case the visibility factor can then be expressed with:

G =

exp

�
� 2x

lds

�
1+

�
1 � exp

�
� x

lds
� x

lsd

��
Kssgs

(Equation 16)

Here, lds is the forward propagation (dendrite to soma) space constant, lsd is the back-propagation space constant, Kss is the

somatic input impedance, gs is the somatic conductance, and x is the distance of the dendrite segment to the soma. When the so-

matic conductance introduced by the dynamic clamp is relatively lower than the somatic membrane conductance (Kssgs � 1), the

visibility factor approximately follows the exponential decay, with the space constant about half of the forward propagation space

constant (lds2 ). Under this condition, the dendritic space constant (lds) is the primary determining factor of conductance visibility, sug-

gesting that conductance visibility increases with higher dendritic input impedance. Using results from published experimental find-

ings,37 the steady state forward propagation space constant was assumed to be 250mm, and the steady state backward space con-

stant was assumed to be 609mm. The somatic resistance was within our experimental range of�70MOhm, and the average somatic

dynamic conductance was 2nS. With these values, the half-decay point of conductance in the dendrite was around 80mm, while the

space constant for conductance visibility was �120mm.

L5 PN sub-type classification
L5a PNs were identified with TIX3-cre injection as described in the virus injection section. L5b PNs were identified with either thick-

tufted morphology (lateral span of apical tuft dendrites >150mm) or retrograde tracing as described above. The AP waveforms of

spikes (evoked by current injection just above the rhobase) were extracted and normalized to perform cell type inference. A support

vector machine (SVM) classifier was trained given themorphologically or genetically identified L5a and L5b PNs (9 identified L5a PNs

and 49 identified L5b PNs, data not shown), and was used to identify putative L5a and L5b PNs. The putative regular spiking and

intrinsically bursting L5b PNs were subsequently classified based on burst propensity.

QUANTIFICATION AND STATISTICAL ANALYSIS

The structural images were processed with ImageJ, Kalman filtered, and Fourier based filtered when necessary. The Ca2+ line-scans

signal was preprocessed with a Fourier based narrowband filter to remove line noise when necessary, and the signal fitted with a

double exponential curve. No smoothing was performed. Data analysis and statistical tests were performed using custom-written

MATLAB (MathWorks, USA) and python code. The spike sorting of silicon probe recording was performed with Kilosort,84 followed

by manual clustering. The whisker tracing was performed with Deeplabcut.85 Statistical analysis details can be found in the text and

figure legends. Unless stated otherwise, the error bars represent mean +/� standard error of mean (SEM).
Cell Reports 43, 114413, July 23, 2024 23

https://github.com/shulanx1/stochasticHH_python
https://github.com/shulanx1/stochasticHH_python

	Probing multiplexed basal dendritic computations using two-photon 3D holographic uncaging
	Introduction
	Results
	3D two-photon holographic uncaging: Characterization
	Dendritic nonlinearities dictate somatic spike timing and gain
	Multibranch and multicluster control of somatic spiking output
	Cluster-evoked precision and gain under noisy in vivo-like states
	Multibranch information is multiplexed and barcoded through spike temporal structures
	Dendritic Na+ spikes enhance the efficiency of sequence discrimination

	Discussion
	Limitations of the study

	Supplemental information
	Acknowledgments
	Author contributions
	Declaration of interests
	References
	STAR★Methods
	Key resources table
	Resource availability
	Lead contact
	Materials availability
	Data and code availability

	Experimental model and study participant details
	Animals

	Method details
	Acute slice preparation
	Electrophysiological recording
	Dynamic clamp
	Simultaneous two photon imaging and 3D holographic glutamate uncaging
	PSF estimation of holographic uncaging spots
	Pharmacology
	Principal component regression of spike temporal structure
	Surgery procedures
	Virus injection
	Intrinsic optical imaging
	In vivo silicon probe recordings
	Point-source stochastic Hodgkin-Huxley model
	Analytical estimation of conductance visibility in the dendrites
	L5 PN sub-type classification

	Quantification and statistical analysis



