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Abstract—Advanced hand skills for object manipulation can
greatly enhance the physical capability of robots in a variety of
applications. Models that can comprehensively and ubiquitously
capture semantic information from the demonstration data are
essential for robots to learn skills and act autonomously. Com-
pared to object manipulation with firm grasping, nonprehensile
manipulation skills can significantly extend the manipulation
ability of robots but are also challenging to model. This paper
introduces several new modeling techniques for nonprehensile
object manipulation and their integration for robot learning
and control. Other than a basic map of the object’s state
transitions, the proposed modeling framework includes a generic
object model that can help a learning agent infer manipulations
that have not been demonstrated, a contact-based skill model
that can semantically describe nonprehensile manipulation skills,
and a motion model that can incrementally identify patterns
from crowdsourced and constantly collected data. Examples and
experiment results are given to explain and validate the proposed
methods.

Index Terms—robot physical intelligence, nonprehensile ma-
nipulation, modeling for planning and control

I. INTRODUCTION

Fine motor functions of hands are a core element of robot
physical intelligence. They are essential for robots to co-
exist and collaborate with humans. Lack of advanced hand
skills for object manipulation has been a major bottleneck
blocking robots from assisting and automating many real-
world applications. It has been evident that some advanced
motor functions of humans rely on models that explicitly
characterize the interaction between humans, objects, and the
environment [1] [2]. Models that can comprehensively and
semantically describe multi-finger object manipulation skills
are desirable for robots to learn and autonomously carry out
advanced hand skills. Compared to manipulation skills in
which an object is firmly grasped by a hand, nonprehensile
(a.k.a., non-grasping) skills [3] are much more challenging
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but also highly desirable. Such skills often make use of
supporting surfaces in the environment and can realize so-
phisticated object manipulation using as few as one or a
couple of fingers without the need for grasping and picking
up the object. Having nonprehensile manipulation skills would
greatly enhance the physical ability of robots equipped with
mechanically simple (and cost-effective, reliable) hands that
have a low number of fingers and degrees of freedom. In this
paper, we introduce several new modeling techniques and their
integration to comprehensively and ubiquitously characterize
nonprehensile manipulations of solid objects.

Learning from Demonstration (a.k.a., Imitation Learn-
ing) [4] [5] is a paradigm for robots to learn physical skills.
In terms of robot intelligence, instead of simply recording
and replaying the demonstrations, models are necessary to
semantically characterize the skills with the ability to infer
possible manipulations that have not been demonstrated. In
the area of robot task and motion planning, tasks are usually
segmented and modeled symbolically as sequences of dis-
crete events connected by subtasks while motion is studied
using continuous proprioceptive trajectories [6]–[8]. Various
methods have been developed to segment manipulation tasks
into subtasks based on the occurrence of certain events or the
similarity of task components [4] [9]. Each of the subtasks
is a single continuous motion control process that can be
studied using proprioceptive trajectories. Existing methods of
segmenting and modeling tasks primarily focus on object pick-
and-place tasks or tool utilization with firm grasping while the
modeling of nonprehensile skills has been less studied.

When studying the motion of each subtask, before applying
decomposition techniques such as using motion primitives
to characterize the demonstrated proprioceptive trajectories,
it is first necessary to recognize clustering patterns. The
clusters serve as models for distinguishing different skills
or motion styles among multiple mentors who provide the
demonstrations. Some existing methods cluster the propriocep-



tive trajectories (e.g., [10], [11]), while others cluster certain
states of interest along the trajectories (e.g., [12]–[15]).

Another key element in manipulation modeling is the
description of the objects being manipulated. One popular
method is modeling the objects according to their geometric
features and considering them as a composition of basic shapes
such as cuboids, cylinders, spheres, and so on [16] [17].
Alternatively, the surface of the object can be approximated as
a mesh of faces if it is not already in a polyhedral shape [18]
[19]. Our work adopts the second method. Despite being
somewhat less semantic, it provides a much simpler way to
ubiquitously model objects of different shapes.

In this paper, we introduce a modeling framework to de-
scribe nonprehensile manipulation skills of solid objects. The
proposed framework integrates several types of models to com-
prehensively describe different aspects of object manipulation.
In addition to a basic state transition model that uses a graph
to describe state transitions of the object that can be realized
by the learned manipulation skills, the proposed framework
adopts several new modeling techniques, including

1) An object model that describes the shape of an object
as a polyhedron. Instead of using the classic adjacency
matrix in the theories of polyhedron topology, which
only indicates whether two faces on an object are
connected with boolean elements, we index the edges
of every face and register the indices to the adjacency
matrix. This measure helps a learning agent infer possi-
ble manipulations from limited demonstration.

2) A graph-based model that encodes contact events be-
tween the fingers, object, and ground surface to seman-
tically describe manipulation skills.

3) An inference technique for a learning agent to infer
possible manipulations that have not been demonstrated.

4) A clustering method for recognizing different skill pat-
terns in the demonstrated proprioceptive trajectories. The
method uses a unique dimension reduction strategy and
provides computational sustainability for incremental
learning from crowdsourced and constantly collected
demonstration data.

II. ASSUMPTIONS AND TERMS

We consider nonprehensile manipulations of a single rigid
object on a ground surface using one or multiple fingers. The
proposed modeling framework is based on several key terms
defined as follows. Note that these terms may have different
meanings in other publications.

• The state of an object is a particular standing of the
object on a ground surface in which the object can stay
static without being supported by any fingers. Many rigid
objects in our daily lives have polyhedral shapes or can
be well approximated by polyhedrons. When a polyhedral
rigid body is placed on a ground surface, it sits either on
one of its faces or some of its edges and/or vertices. In the
latter case, the edges and/or vertices can be considered
as a virtual bottom face. That said, the state of the object
can be uniquely represented by its bottom face using a

pair {Fb, θ}, where Fb is the ID of the bottom face, and θ
is the orientation angle of the bottom face with respect to
the ground as illustrated in Fig. 1. An object manipulation
task is specified using state transitions of the object - i.e.,
from a current initial state to a desired final state through
one or a series of state transitions.

Fig. 1. The state of an object.

• A maneuver is a group of state transitions of the object
being manipulated that are geometrically the same in
terms of both shape and orientation/direction. In Fig. 2,
A and B are the same maneuver while B, C, D and E are
four different maneuvers. The reverse of a maneuver is
considered a different maneuver.

• Types of maneuvers: Many nonprehensile manipulation
skills make use of the environment - e.g., the object stays
in contact with the ground surface while being manip-
ulated. Maneuvers can be grouped into different types
based on how the object stays in contact with the ground
during the maneuvers. In particular, maneuvers during
which an edge, a face, or a vertex of the object stays in
contact with the ground are called rolling, rotating, and
tumbling respectively. For example, in Fig. 2, A, B, C
are of the rolling type, D is rotating, and E is tumbling.

Fig. 2. Examples of maneuvers and their types.

• A skill is a particular way of the fingers making contact
with an object (as specified in Section IV) and applying



finger motion that enables a specific maneuver. Some
skills have the same way of making contact and enable
the same maneuver but with different finger motions.
These skills should be identified as different skills. In
other words, the same maneuver can often be realized
by different skills. For example, A and B in Fig. 2
are the same maneuver realized by two different skills.
Figure 5(a) and Fig. 9 give additional examples. Some
skills are invertible to reverse a maneuver by carrying
out the skills backward, while others are not, especially
when the skills make use of gravity.

State transitions that could be realized by known skills can
be described by a directed graph (a.k.a. a digraph) whose
nodes are states of the object, and arcs1 are the state transi-
tions. This graph serves as a basic model for control planning.

III. MODELING THE OBJECT

A model that can generically describe the shapes of an
object is needed to support the modeling of manipulation
skills. As mentioned earlier, we consider rigid objects whose
shapes are either polyhedral or can be well approximated by
polyhedrons. This section introduces a model that compre-
hensively describes the shapes of faces on a polyhedron and
their topology. The topology of polyhedrons has been studied
for long [20]. Compared to conventional models, our proposed
model is particularly designed to allow a learning agent to infer
possible manipulation from limited demonstration (Section V).

In order to specify manipulation skills, the faces, edges,
and vertices on the object need to be identified uniquely. As
illustrated in Fig. 3(a), each face on the object is labeled with
a unique ID Fk = a, b, c, ... The face IDs do not need to be
assigned following any particular rules (e.g., about sequences,
patterns, etc.). Each edge/vertex on the object can be identified
using the IDs of the faces that it connects. In addition, in
order to allow a learning agent to infer object state transitions
that have not been demonstrated as well as to generalize the
demonstrated skills to realize the inferred state transitions, the
edges are labeled on each face. For each face, its edges are
labeled with index numbers ek = 1, 2, 3, ... When looking
from outside of the object, the edge indices are assigned
clockwise (or counterclockwise if looking from inside of the
object). It does not matter which edge of a face is labeled
with number 1. Note that this practice labels each edge on
the object twice - once on each of the two faces that the edge
connects. In the state of the object {Fb, θ}, the orientation θ of
the bottom face Fb is the angle between the direction of edge
number 1 of Fb and the ground reference direction, counted
counterclockwise (Fig. 1).

In the theories of polyhedrons, adjacency matrices are com-
monly used to describe their topology. The row and column
indices of the adjacency matrices are the IDs of the faces
(sometimes the edges and vertices are also included) while
the elements of the matrix are usually 1s and 0s that indicate

1In this paper, we use the term “arc” to refer to the directed edges in a
digraph and use the term “edge” exclusively when discussing the shape of an
object.

Fig. 3. Object modeling - (a) Labeling the faces and edges, (b) The adjacency
matrix with edge indices.

whether two faces are connected or not (e.g., [21]–[23]). Our
proposed labeling system can be encoded in the adjacency
matrix by using the edge indices as its elements. As illustrated
in Fig. 3(b), A(b, a) = 2 means the edge 2 of face b is
connected to face a. Meanwhile, the same edge is labeled 3
on face a as indicated by A(a, b) = 3. The diagonal elements
and the elements corresponding to the pairs of faces that are
not connected by any edges are not defined. In addition to
specifying the topology of the faces on the object, the proposed
object model describes the shape of each face Fk using the
alignment angles of its edges ∆Fk

= [δ1, δ2, δ3, ...] as shown
in Fig. 4, where δ1 always equals zero.

Fig. 4. Describing the shape of a face on an object.

IV. CONTACT-BASED SEMANTIC MODELING OF SKILLS

Skills are the driving factor for changing the state of the
object. Skills can be described from two aspects - semantically
as discrete event chains and quantitatively using proprioceptive
data. The former is discussed in this section, while Section VI
discusses the latter. We use contact events (i.e., the making and
breaking of contacts) to segment manipulation skills. Inspired
by [24], we use contact pairs to consider the contact between
the object, the ground surface, and the fingers. A contact
pair (X,Y ) indicates that its two elements X and Y are in
touch. In our proposed model, each of the two elements in
a contact pair can be the ground G, a finger Rk, or a face
Fk, an edge EFm,Fn , a vertex VFm,Fn,...,Fk

on the object. For
example, (Ea,b, G) means the edge that connects faces a and
b is in contact with the ground. Multiple contact pairs can
be combined with the logical AND operator ∧. For example,
(R1, c)∧ (R2, d) means finger R1 is in contact with face c on
the object while simultaneously another finger R2 is in contact
with face d.



The contact pairs are used to specify key contact events in
the discrete event chains that describe manipulation skills. The
event chains can be modeled with directed graphs (digraphs).
The nodes of the digraph represent contact events. Each arc
that connects two nodes in the digraph represents a contin-
uous motion control process characterized by proprioceptive
patterns of finger motion. A maneuver can often be realized by
different skills. Figure 5(a) gives an example of three different
skills for the same maneuver of a cube. Skill 1 has contact
events different from skills 2 and 3, and is represented by the
top branch of the digraph shown in Fig. 5(b). Skills 2 and
3 have the same contact events but employ different finger
motion - the fingers move through a quarter-circle path in
Skill 2 while pull straight up in Skill 3. They are represented
by separate arcs in the bottom branch of the digraph.

Fig. 5. Contact-based skill modeling - (a) Different skills realizing the same
maneuver, (b) A digraph model.

V. INFERRING POSSIBLE MANIPULATION FROM LIMITED
DEMONSTRATION

The graph models of object state transitions and skills
obtained directly from human demonstration can be used to
replicate a demonstrated skill, but only if the initial state of
the object is the same as in the demonstration. It is desirable if
the learning agent can infer from the (limited) demonstration

and expand the object state transition graph to include possible
but never demonstrated transitions, as well as to generalize the
skill graphs for realizing those state transitions. This section
introduces a method for inferring the final object state and the
related contact events when a demonstrated skill is applied to
a new (never demonstrated) initial state that is geometrically
equivalent to the initial state in the demonstration.

Two states of the object are geometrically equivalent with
respect to the manipulating agent (a person or a robot) if the
two states geometrically coincide when superposed without
offsetting the object’s position and orientation. For example, in
Fig. 6, State 1 is equivalent to State 2 but not to States 3 and 4.
State 4 would be equivalent to States 1 and 2 after relocating
and re-orienting the manipulating agent and the ground frame
to offset the position and orientation differences. Meanwhile,
faces a, b, c, d, and e in State 1 are equivalent to faces d, b, e,
a, and c in State 2 respectively. The equivalency of edges and
vertices in two geometrically equivalent states is considered
similarly.

Fig. 6. Geometrical equivalency of object states.

The core of the desired inference function is the ability
of finding equivalent faces, edges, and vertices between two
geometrically equivalent states of the object. Assume a demon-
strated skill realizes a certain state transition of the object
from an initial state {Fi, θi}, and there is a particular face Fx

involved in the manipulation - e.g., a face in contact with a
finger, the bottom face of the final state, etc. When applying
the same skill to a new initial state {F i, θi}, the face F x that
is equivalent to Fx in the demonstration can be found with
the following steps:

1) Using the adjacency matrix A of the object model (Sec-
tion III), find the shortest chain of adjacent faces on the
object that connects Fi to Fx, i.e., Fi → F ∗

1 → F ∗
2 →

· · · → F ∗
N → Fx. The classic Dijkstra’s algorithm can

be used. The faces F ∗
1 · · ·F ∗

N are not of any meaning in
the manipulation models. They are considered merely to
assist in finding F x.

2) Search for δk = θi − θi in ∆Fi of face Fi, where k is
the index of δk in ∆Fi

. The edge that connects Fi and
F ∗
1 is indexed A(Fi, F

∗
1 ) on face Fi, while its equivalent

edge that connects F i and F
∗
1 (the equivalent of F ∗

1 ) is
indexed2 A(Fi, F

∗
1 )− (k−1) on face F i. Search for the

element that equals that index in the F i-th row of A,
and the column index gives the ID of face F

∗
1.

2In all index operations in the algorithm presented in this section, modular
arithmetic should be used when the resulting index crosses the maximum and
minimum indices.



3) Consider the edge of F
∗
1 that connects to F

∗
2, where

the latter is the face equivalent to F ∗
2 . The edges of

F
∗
1 could be labeled differently from those of F ∗

1 . The
difference between the edge indices of F

∗
1 and F ∗

1 equals
A(F ∗

1 , Fi)−A(F
∗
1, F i). The edge of F ∗

1 that connects to
F ∗
2 is indexed A(F ∗

1 , F
∗
2 ). The index of its equivalent on

F
∗
1 equals A(F ∗

1 , F
∗
2 )−[A(F ∗

1 , Fi)−A(F
∗
1, F i)]. Search

for the element that equals that index in the F
∗
1-th row

of A, and the column index gives the ID of face F
∗
2.

Repeat this step to find F
∗
3, F

∗
4 and all the equivalents

of the faces in the chain built in Step 1, and F x will
eventually be identified.

Note that Fx (and F x) can be any face of interest, such as a
face in contact with a finger or the bottom face used to specify
the state of the object. In the latter case, the orientation angle
of the new final state can be found by reversing the operation
in Step 2 as θf = ∆F f

[A(Ff , F
∗
N ) − A(F f , F

∗
N ) + 1] + θf ,

where {Ff , θf} and {F f , θf} are respectively the final state
of the object in a demonstration and its equivalent when the
demonstrated skill is applied to the new initial state. Equivalent
edges and vertices can also be found along the process since
edges and vertices are identified by the faces they connect.

Using the inference method introduced above, Fig. 7 shows
an example of expanding the state transition graph built di-
rectly from demonstration to include possible state transitions
that have not been demonstrated. While the method applies to
objects of any polyhedral shapes in arbitrary orientations, for
the sake of clear illustration, the examples here and after use
a simple cubical object and limit its orientation to only four
directions on the ground - 0◦, 90◦, 180◦, and 270◦. That said,
there are in total 24 possible states of the object. Figure 8
gives an example of adapting the graph model of a skill built
directly from a demonstration to a different state transition that
is of the same maneuver.

VI. INCREMENTAL CLUSTERING OF PROPRIOCEPTIVE
TRAJECTORIES

In addition to the semantic graph models introduced in Sec-
tion IV, manipulation skills are also quantitatively represented
by proprioceptive trajectories collected from demonstration
(and self-practice of the robot). The proprioceptive trajectories
are registered to the arcs of the contact-based graph models.
As explained earlier, a maneuver can often be realized by
different skills, some of which have the same contact events
and cannot be told apart by the contact-based graph model
(e.g., Skills 2 and 3 in Fig. 5(a) and the two skills in
Fig. 9). Multiple mentors giving demonstrations may also
have different motion patterns. In order to characterize the
proprioceptive trajectories, it is first necessary to cluster them.
Moreover, as crowdsourcing is becoming a popular strategy in
machine learning [25], it is desirable to cluster the trajectories
incrementally, so as to sustainably manage a large amount of
data that is constantly collected from a group of mentors.

Conventionally, clustering methods are more mature when
considering point data - i.e., every sample is a multi-
dimensional point in an attribute space. Meanwhile, a propri-

Fig. 7. Inferring possible state transitions of an object - (a) Demonstrated
state transitions, (b) Adjacency matrix of the expanded state transition graph.

oceptive trajectory is a time series of data points. Trajectory
data can be clustered in a variety of ways [11] [26]–[32].
Some popular practices include clustering trajectories 1. as
paths in the physical space, 2. as signals in the time domain,
3. as point data by converting the trajectories into a parameter
space using certain transformations, and 4. as point data by
“flattening” each trajectory into a high-dimensional vector.
The first method does not consider timing of the motion,
which is often an important factor for characterizing different
motion skills. In addition, the first two methods usually require
sophisticated and case-specific definitions of similarity and
distance, often also certain segmentation strategies. For the
third method, choosing or designing a suitable transformation
is a challenge. We adopt the fourth method, which avoids these
issues. Again, a trajectory is a time series of coordinate points.
For example, when considering a position trajectory of a
fingertip, each point on the trajectory is a 3-dimensional vector
p of position coordinates x, y, and z with a timestamp t - i.e.,
p(t) = [x(t), y(t), z(t)]. These coordinate vectors can be “flat-
tened” when cascaded serially and combined into one vector
of a very high dimension - i.e., P = [p(t1), p(t2), p(t3), · · · ].



Fig. 8. Adapting the demonstrated skills - (a) A skill model built directly
from demonstration, (b) A skill model adapted to apply the learned skill to a
new initial state. (The faces and edges of the object are labeled the same as
in Fig. 7. Letters and numbers in colors are equivalent counterparts.)

Trajectories of multiple points on the fingers can be combined
into one vector in a similar way.

Fig. 9. An example of maneuvers that can be realized by different skills that
have the same contact events.

Assuming a constant sampling time interval, the flatten-
ing action preserves the temporal information implicitly and
allows the use of many mature techniques for clustering
point data. Nevertheless, the effectiveness of most if not all
clustering algorithms drastically declines as the dimension of

data points increases [33]. It is usually necessary to conduct
dimension reduction such as principal component analysis
(PCA) before clustering algorithms can be applied to obtain
satisfactory results. Dimension reduction is also desirable to
facilitate incremental learning, which registers new samples to
existing clusters (or sets up new clusters) without clustering
all samples repeatedly. In terms of sustainably handling a
constantly growing large dataset, the ultimate pursuit is to
reduce the dimension to one. In other words, it would be
greatly beneficial if a single index number could be calculated
for each sample so that clustering can be done by simple one-
dimensional sorting. In this way, the high-dimensional vectors
obtained from flattening the trajectories can be clustered
effectively and incrementally with a trivial computational load
that barely grows with respect to the size of the dataset.
Clustering by one-dimensional sorting also suffers minimally
from the issue of concept drift [34] [35], which happens when
incremental clustering is done by comparing new samples with
the mean/average/center of each of the existing clusters.

Space-filling curves (SFCs) are a possible tool to realize
the desired dimension reduction. An SFC is a one-dimensional
curve that goes through every location of a high-dimensional
space. An index number can be calculated for every point in
the space to mark its (nearest) location along an SFC. SFCs
are designed to have particular patterns so that two points
having similar indices sit close to each other in the high-
dimensional space [36] [37]. This locality-preserving prop-
erty is the cornerstone for the intended clustering operation.
Among various designs of SFCs, the Hilbert curves have been
recognized for having the best clustering performance [38].
Figure 10 illustrates the basic patterns of two-dimensional
Hilbert curves and their location index numbers. The bit-
interleaving algorithm introduced in [39] is used to calculate
the index number of a Hilbert curve.

Fig. 10. Mapping a two-dimensional space using Hilbert curves.

Despite its appealing properties, applying a Hilbert curve
directly to our application turns out to give unsatisfactory
results for two reasons. First, the vector flattened from a
trajectory can be of a very high dimension and requires
nontrivial computation to calculate a Hilbert curve index of
enough precision. In addition, the (relatively) superior cluster-
ing performance of Hilbert curves still suffers from the curse
of dimensionality and gives incorrect clustering results when
applied directly to a high-dimensional space. Instead, we use
a two-step dimension reduction process. First, PCA is used
to project the high-dimensional vectors to a low-dimensional



space. Then, a Hilbert curve is used to further reduce the
dimension to one. This strategy proves to produce quite accu-
rate clustering results with a low computational load. For the
purpose of incremental clustering, PCA is first applied only to
a small batch of initial data. As new data continue to come in,
the principal components are re-calibrated periodically using a
fixed amount of samples randomly selected from the dataset.

The clustering method proposed above is validated with
data collected from manipulating a cube on a surface using
the index finger and thumb. An OptiTrack V120:Duo optical
tracking system and retro-reflective passive markers are used
to capture the hand motion from human demonstration. The
markers are mounted at four locations on the hand as shown
in Fig. 11. The collected trajectories are first pre-processed
by cropping and interpolation to have a consistent length of
400 points each. PCA is conducted to generate as few as
two principal components. Their values are scaled to be in
the range of 0 to 31 before applying a 5th-order Hilbert
curve, which gives a precision of 25 = 32 levels for each
dimension of the principal component space. Figure 12 shows
the demonstrated trajectories and the clustering result of a
tumbling maneuver realized by the two different skills shown
in Fig. 9. The histogram is plotted for 60 demonstrated
trajectories, where each skill is demonstrated 30 times. It can
be seen that the proposed clustering strategy can produce quite
satisfactory results.

Fig. 11. Setup of the motion capture system.

VII. INTEGRATING THE MODELS TO GUIDE CONTROL

A major function of the models introduced in the previous
sections is to guide the autonomous control of robot ma-
nipulation. A manipulation task can be generically specified
using the (current) initial state and a (desired) final state of
the object. The models are then collectively used to find the
necessary intermediate state transition(s), contact events, and
finger motion in the following steps:

1) Search for the given initial state in the state transition
model, or offset the direction and position of the initial
state to match a state in the state transition model. In
the latter case, the direction and position offset shall

Fig. 12. Trajectory clustering - (a) Trajectories collected from demonstrations,
(b) Clustering result using the Hilbert curve index.

be realized by relocating the manipulating robot with
respect to the object.

2) Using the state transition model, plan for a sequence
of state transitions that connects the initial state to the
desired final state. The classic Dijkstra’s algorithm can
be used.

3) For each state transition in the sequence, determine the
necessary contact events using the proposed skill model
(Section IV), object model (Section III), and inference
method (Section V).

4) Between two consecutive contact events, determine the
necessary finger motion from the proprioceptive data
clustered and registered to the arcs of the skill graph
model. It is then used as the reference to be realized
by a motion tracking controller of the robot. Real-time
adjustment of finger motion using feedback from contact
sensors and so on could provide robustness but is often
not necessary [40].

VIII. CONCLUSIONS AND FUTURE WORK

This paper discusses the modeling of nonprehensile object
manipulation for robot learning of advanced hand skills.
Several new techniques are introduced to comprehensively and
generically model the object, skills, and motion of manipula-
tions. The models and their integration are designed to provide
certain intelligence to a learning agent, including the abilities
to infer manipulations that have not been demonstrated as well
as to incrementally learn from constantly collected data with
computational sustainability. Examples and test results are



given to explain the proposed modeling methods and validate
the abilities of inference and incremental learning.

Limitations remain. In the basic assumptions, the environ-
ment is limited to a flat ground surface, without considering
any other types of supporting structures. Interaction between
multiple objects is not yet included. The lack of tolerance
to accommodate small mismatches in the concept of geo-
metrically equivalent states limits the inference ability of the
learning agent. In addition, it is desirable to include more
semantic information in the object model. Next, this project
will move on to address these issues, integrate the models to
robot task and motion planning, and test using simulated and
real robot manipulators.
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