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the initial scholarship on the use of GenAI within HEIs 
has focused on teaching and learning [1, 2] increasingly, 
studies are starting to examine how academic research is 
being impacted by GenAI [3–7] This shift is in keeping with 
increased uptake of the use of GenAI for research. GenAI 
has many potential benefits for researchers across different 
stages of the research process such as data analysis, creation 
of content for research dissemination, and as a tool to brain-
storm new ideas [8] For instance, Delios et al. [9] report 
that almost 30% of scientists are using GenAI as partners in 
their tasks related to research such as summarizing literature 
review, data analysis, grant writing and assisting with other 
aspects of manuscript preparation [10, 11]. In a 2023 Nature 
survey of 1600 scientists, 30% acknowledged that they used 
GenAI to write academic papers, conduct literature reviews, 
and/or develop grant applications [12]. Another survey 

1  Introduction

As the use of generative artificial intelligence (GenAI) 
increases across all facets of society, one area of significant 
impact is higher education institutions (HEIs). Although 
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Abstract
The recent development and use of generative AI (GenAI) has signaled a significant shift in research activities such as 
brainstorming, proposal writing, dissemination, and even reviewing. This has raised questions about how to balance the 
seemingly productive uses of GenAI with ethical concerns such as authorship and copyright issues, use of biased training 
data, lack of transparency, and impact on user privacy. To address these concerns, many Higher Education Institutions 
(HEIs) have released institutional guidance for researchers. To better understand the guidance that is being provided we 
report findings from a thematic analysis of guidelines from thirty HEIs in the United States that are classified as R1 or 
“very high research activity.” We found that guidance provided to researchers: (1) asks them to refer to external sources 
of information such as funding agencies and publishers to keep updated and use institutional resources for training and 
education; (2) asks them to understand and learn about specific GenAI attributes that shape research such as predictive 
modeling, knowledge cutoff date, data provenance, and model limitations, and educate themselves about ethical concerns 
such as authorship, attribution, privacy, and intellectual property issues; and (3) includes instructions on how to acknowl-
edge sources and disclose the use of GenAI, how to communicate effectively about their GenAI use, and alerts researchers 
to long term implications such as over reliance on GenAI, legal consequences, and risks to their institutions from GenAI 
use. Overall, guidance places the onus of compliance on individual researchers making them accountable for any lapses, 
thereby increasing their responsibility.

Keywords  Generative artificial intelligence · Academic research · Thematic analysis · Policy and guidance · Qualitative 
data analysis · Framework

Received: 14 November 2024 / Accepted: 18 February 2025
© The Author(s) 2025

Generative artificial intelligence for academic research: evidence from 
guidance issued for researchers by higher education institutions in the 
United States

Amrita Ganguly1 · Aditya Johri1 · Areej Ali1 · Nora McDonald1

1 3

http://crossmark.crossref.org/dialog/?doi=10.1007/s43681-025-00688-7&domain=pdf&date_stamp=2025-2-27


AI and Ethics

conducted by Nature among 3838 postdocs indicated a sim-
ilar level of engagement with GenAI, particularly chatbots, 
with 31% of respondents reporting using chatbots [13]. One 
application of GenAI in particular, Large Language Models 
(LLMs) based applications such as ChatGPT, has seen very 
high uptake as they can assist with writing which is a com-
ponent of different parts of the research process [14, 15]. 
Writing was already a task that was often undertaken with 
the help of tools such as Grammarly, Zotero, and Evernote, 
among others that helped improve grammar and sentence 
structure and assisted with citations [16]. The use of LLMs 
has now allowed researchers to use a single application for 
multiple writing related tasks in conjunction with functions 
such as data exploration and analysis [17].

Although the use of GenAI for research is on the rise, 
the advantages of the technology are unclear and there is 
ambiguity about its potential benefits and as a consequence 
researchers are engaging with it cautiously [13]. One area of 
concern with the use of GenAI for research is how GenAI 
systems are developed. They are predictive models trained 
on extremely larger datasets and their output replicates and 
perpetuates any biases that exist in the training data. The 
initial models in particular had no access to external data 
to verify their outputs although this is changing with newer 
models post-GPT4 that have access to web searches and 
databases to retrieve verifiable sources. Still, the model itself 
still has no “knowledge” beyond the statistical regularities 
of its training data and the output is questionable. Van Noor-
den and Perkel [18] found that while a large minority of 
researchers engaged with AI frequently and recognized ben-
efits such as efficiency gains and improved accessibility for 
non-native English speakers, they expressed concerns about 
misinformation, largely due to inherent biased datasets used 
to train the LLM models [14, 19, 20]. This concern with bias 
and false output is compounded by the fact that the output 
of GenAI applications looks quite coherent and plausible, 
leading to a lack of trust. Improper use of LLMs has also 
resulted in articles with hallucinations, that is, made up text 
such as fictional references and other factual inaccuracies. 
There are also concerns related to research data integrity 
and ownership of the generated contents [10, 11]. Therefore, 
validation of the output is critical and the researcher has to 
take responsibility for the use of GenAI. Data privacy and 
data protection are other concerns and it is important that 
researchers do not assume that any information they input 
or share with a GenAI tool is private or secure. There are 
many potential risks associated with inputting sensitive, pri-
vate, confidential, or proprietary data into these tools, even 
when a university has a license for its use, and in addition to 
intellectual property issues, use of certain data might violate 
legal or contractual requirements, in addition to expecta-
tions for privacy [21]. Finally, there are concerns both with 

authorship and peer review of scientific work as GenAI can 
produce high quality articles and abstracts which were hard 
to distinguish from human-authored text [22] and is abused 
by many scholars to produce reviews that are generic and 
lack specific feedback, [23] pg. 10).

2  Frameworks to guide use of GenAI for 
academic research

As a consequence of the potential concerns with GenAI use, 
there is an acknowledgement within research communities 
that guardrails for research need to be developed and fol-
lowed [9, 24] and academic researchers are being encour-
aged to be cautious while using AI generated content and 
evaluate the output quality and accuracy [4, 19, 25]. Initial 
guidance has come from HEIs, funding agencies, policy 
makers, and publishers, and stresses that GenAI should be 
seen as an assistant rather than a replacement for human 
effort such as critical thinking, exploratory analysis, and 
writing skills [11, 26, 27], many publications clearly state 
that GenAI tools should not be listed as authors in scientific 
publication [17, 28]. As part of guidance being provided 
about the use of GenAI for research, certain frameworks 
have been advanced to map and understand the landscape. 
In particular, [29] have advanced a strategic framework that 
an institution can use to map the stakeholders and activities 
and support responsible use of GenAI. This framework pro-
vides a comprehensive and systematic method to understand 
all the factors involved in the implementation of GenAI for 
research. Their framework is structured in four layers start-
ing with Context at the top, followed by Development and 
Implementation layers, and ending with Review at the bot-
tom. In between are Development and then Implementation 
layers. According to Smith et al., this is also the order in 
which different elements of the framework should generally 
be considered and implemented. The Context layer describes 
the external and internal policy environment that governs 
research integrity and research conduct and helps shape 
institutional responses to opportunities and risks posed by 
GenAI in research. The Development layer emphasizes the 
importance of developing a position statement to apply the 
principles of research integrity to the specific opportunities 
and challenges posed by GenAI. Implementation describes 
a plan to put the position statement into practice with appro-
priate support, processes and infrastructure. Finally, Review 
describes a plan to iteratively evaluate the framework to 
test its effectiveness and undertake revisions or updates to 
ensure currency. In our work, we were guided to understand 
the overall landscape through this framework and to exam-
ine what factors affect researchers directly and are covered 
by the guidance issued by institutions.
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Another relevant framework advanced by Al-kfairy et al. 
[21] is based on a review of 37 articles that focused specifi-
cally on the use of GenAI for research. This paper identifies 
eight concerns, each with implication for the use of GenAI 
in research: Authorship and Academic Integrity,Intellectual 
Property and Copyright; Privacy, Trust, and Bias; Misin-
formation and Deepfakes; Educational Ethics; Transpar-
ency and Accountability; Authenticity and Attribution; and 
Social and Economic Impact. Al-kfairy et al. [21] explain 
that according to the articles that were reviewed, misgivings 
about who has actually written a text, a human or AI, is a 
concern for academic integrity reasons and even questions 
of attribution. Similarly, production of text or visual by AI 
challenges notions of copyright and intellectual property as 
it is unclear what the new content was derived from and 
how to attribute the role of a machine in the creation. Data 
privacy, especially if personally identifiable data is entered 
into a GenAI application, remains a constant risk and so 
does the issue of lack of transparency around data training. 
The reviewed articles also raised concerns with the output 
of GenAI systems, especially misinformation and deliber-
ate misuse to create deepfakes, risking privacy and identify 
theft. The impact of GenAI on education was another spe-
cific domain related theme that emerged from the analysis 
raising an alert not only for increased plagiarism but decline 
in critical thinking and problem-solving skills. Lack of trans-
parency due to algorithmic opacity was another concern that 
was addressed by the papers as a lack of transparency not 
only results in systemic bias and increase in discrimination, 
it also effects accountability and biases can go unchecked, 
reinforcing existing inequalities. Finally, a broader concern 
that emerged from the review focused on GenAI’s ability 
to alter the landscape of work and labor, shape public dis-
course, and lead to the creation of regulations and law.

Finally, Lin [6] in a recent paper in this journal, argues 
that there is a need to bridge the gap between abstract prin-
ciples related to GenAI use of research and the everyday 
practices of researchers. He outlines a user-centered realis-
tic approach with five specific goals for ethical AI use that 
includes developing and understanding model training and 
output,respecting privacy, confidentiality, and copyright 
issues; avoiding plagiarism and policy violations; applying 
AI beneficially compared to alternatives; and using AI trans-
parently and reproducibly. Similar to [6, 29] also argues the 
creation of documentation guidelines and development of 
training programs.

3  Research goal and approach

Overall, guidance for the use of GenAI in research varies 
greatly across journals, funding agencies, and professional 
associations, and also changes frequently. Although policies 
regarding the use of GenAI continue to evolve, it is impor-
tant to continue to create some understanding of the terrain 
so that it is easier to see what is changing over time. Our 
goal was to contribute to this dialogue and add to a recent 
recommendation by Lin [6] in this journal, to focus on the 
practical aspects of GenAI use rather than conduct a theo-
retical exercise on what makes for ideal research. Our work 
reports on what is the practical guidance being provided to 
researchers, how comprehensive it is, and what it means for 
research conduct. We take an inductive approach where we 
collected and analyzed the data to see what themes emerge 
but we were guided in this process by the frameworks 
advanced by the [6, 21, 29]. The research questions guid-
ing our study were: (1) what institutional guidance has been 
provided to researchers in relation to the use of GenAI for 
research and (2) what attributes specific to GenAI applica-
tions have been considered in the guidance. In this paper we 
take the approach of forming a better understanding through 
the analysis of research policies advanced by HEIs.

4  Data and methodology

4.1  Data selection

To understand how institutions respond to GenAI use and 
the guidance they are proving, we analyzed the policies or 
guidelines they have publicly released, an approach sim-
ilar to what has been used in related work [1, 2, 30]. To 
assemble a corpus of institutions whose GenAI research 
guidelines and policies we could analyze, we focused on 
institutions in the United States that were designated as con-
ducting a very high level of research based on the Carnegie 
Classification1 for HEIs in the U.S. We have adopted this 
approach of using data from a single country and focus-
ing on one kind of institution for consistency. The research 
infrastructure available to scientists and scholars, including 
support from the office of research is similar in these institu-
tions. By focusing on research intensive R1 institutions, we 
hypothesized that we were more likely to find research pol-
icy guidelines as most R1 institutions have research offices 
to manage external funding and comply with federal law, 
and to approve research projects, including consent proce-
dures for human subjects research. We recognize the limita-
tions of this approach in that because R1 universities tend 

1  [n. d.]. Carnegie Classification of Institutions of Higher Education®. ​
h​t​t​p​s​:​​​/​​/​c​a​r​n​e​​g​i​e​​c​l​a​s​​s​i​f​​i​c​a​​t​i​o​n​​s​.​a​c​e​n​e​​t​.​e​d​u​/.
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We excluded policies and/or guidelines that were available 
through institutional resources such as non-public Share-
Point sites and would not constitute a public resource. Data 
was collected from July 20, 2024, to August 27, 2024. In 
our final dataset we included research policies which were 
specifically provided by research offices, offices of com-
pliance, and offices of the provost, and other offices or 
departments related to research. We excluded policies and/
or guidelines that vaguely mentioned research data or were 
not solely research-specific, as well as instructional design-
related sources that were primarily about literature review 
or background research. Given that this is a fast-developing 
area, we recognize the limitation that possibly more policies 
have been released since we collected the data or have been 
revised. Our data captures a slice in time.

4.3  Data analysis

Overall, we followed the process for qualitative content 
analysis as suggested by Zhang and Wildemuth [32]. Three 
researchers reviewed the data (N = 30 institutions) and dis-
cussed which units/sections of the guidelines to focus on 
(Step 2, Fig. 1), this was guided in part by prior work, espe-
cially [21, 29]. For example, we decided to look for policies 
related to data handling, funding and grants, regulations by 
federal and funding agencies, human subject data consider-
ations, etc. After familiarizing the data, three researchers did 
an open coding which resulted in a codebook with six cat-
egories each containing multiple codes and their definitions 
(Step 3, Fig. 1). For instance, the category “Data Guidance 
with GenAI Tools” contains two codes “GenAI Output Con-
siderations” and “GenAI Input Considerations” and each of 
these codes includes multiple subcodes. See Tables 1 and 2 
for the code details. Two researchers then initiated the for-
mal coding process and refined the codes in an inductive 
manner (Step 4, Fig. 1). After discussing the codes, recon-
ciling differences, and further defining the code definitions, 
the researchers reached a near perfect agreement to gain 
inter-rater reliability (IRR) (following the process suggested 
in [33]). In the codebook, for each university, the codes 
were captured only once and researchers ensured there is 
no duplication of a single code. Codes were further revised 
after completing 50% of the dataset and then finalized using 
a summative check (Step 4, Fig. 1). The same process was 
followed to capture the subcodes under the codes. Figure 2 
shows the inductive framework of the code generation start-
ing from categories to codes and subcodes.

At the end of coding process, researchers compared their 
results and discussed the differences to finalize the code-
book. If an institution was found to have guidelines col-
lected from multiple offices or departments, they were then 
treated as a collective data unit as the coding is specific to 

to be well-funded and often resource-rich in the research 
arena, it limits the generalization of our findings to institu-
tions that are less resourced with lower levels of research 
activities, i.e. those with less advanced infrastructure and 
policy-making capacity. A similar approach has been taken 
by other scholars that study HEIs (e.g. [31]) and by us in our 
recently published studies where we have analyzed GenAI 
guidelines focused on teaching and learning [1, 2].

4.2  Data collection

Since there is no database containing publicly accessible 
policies related to the use of GenAI in research within HEIs, 
we create a dataset using web search. This specific research 
study is part of a larger project and through that work [1,2] 
we experimented with several ways to both find all the poli-
cies that existed but also limit what we found to HEIs policies 
and guidelines rather than other forms of documents. Our 
initial keyword resulted primarily in a broad array of poli-
cies and we divided them into two sub-areas, those related 
to teaching and learning and those related to research. We 
further sub-divided these into guidelines that were specific 
to GenAI use with a course, i.e. found in syllabi, and those 
that were about teaching and learning at the institutional 
level [1]. Within research, we further sub-divided the poli-
cies retrieved across those relevant to research at the institu-
tion level, often but not exclusively released by the office 
of research, and those related to doing research for an essay 
or paper released by university libraries and targeted at stu-
dents. In this paper we report on guidelines that referred to 
research at the institutional level conducted by faculty and 
other researchers. Our search was further complicated by 
different departments or offices that released these guide-
lines and we were inclusive in terms of including all of 
them in our sample. Finally, our search phrases returned 
documents labeled GenAI ‘policies’, ‘guidelines’, and ‘best 
practices’. We have included all three in the paper and use 
the term “guidelines” to refer to them. The final dataset was 
created using the following keyword phrases on Google as 
we found these to be the most suitable for answering our 
research questions:

	● “X University generative AI research policy”
	● “X University generative AI and research policy”
	● “X University generative AI in research policy office of 

research”

The 2021 Carnegie framework classifies 146 doctoral-
granting universities in the U.S. with high research activity 
or R1 and through our search we found thirty policies and/or 
guidelines that fit our criteria. We downloaded both a PDF 
copy and a direct URL of publicly accessible guidelines. 
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Table 1  Category of codes and definitions for analyzing GenAI research policies and/or guidelines

Fig. 1  A research framework outlining the steps for data coding and analysis, following Zhang and Wildermuth’s content analysis approach
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Tables 1 and 2 below list all the codes and corresponding 
categories for data analysis and reporting. When reporting 
the occurrence of each code in Tables 1 and 2, percentages 
are out of N = 30. A policy can capture multiple codes and 
subcodes for any given category and thus are reported out 
of 30 and not the total N for those codes, meaning these are 
not mutually exclusive. The same applies to any subcodes, 

each institution. To analyze the results, researchers first 
counted the frequency of each code in the entire codebook 
(Step 6.1, Fig.  1). The primary target was to analyze the 
overlaps between the codes. These frequency counts (Tables 
1 and 2) were further used to determine the counts of over-
lapping codes and interpret the results through visualization 
and discussion (Step 6.1, Fig. 1).

Table 2  Subcodes and definitions for data guidelines for GenAI use in research

Fig. 2  Inductive framework of coding process– the second layer contains categories, third layer shows codes, fourth layer includes subcodes
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5  Findings

5.1  GenAI permissible use

Most guidelines did not outright prohibit the use of GenAI 
but rather left the decision to use GenAI up to the research-
ers (93%, N = 28). While the decision to use GenAI was left 
to researchers’ discretion, the guidelines listed both poten-
tial benefits and risks associated with GenAI in the research 
process. A typical directive might read: “If you decide to use 
generative AI in your research, keep in mind the following 
items…” [17]. Very few guidelines disallowed the use of 
GenAI in the research process (7%, N = 2) largely on the 
basis of risks and consequences. For example: one guideline 
provided updated advisory by highlighting the “prohibited” 
aspects from federal and publisher organizations [23].

5.2  Data guidance with the use of GenAI tools

Many of the guidelines mentioned risks and/or implications 
associated with entering data into GenAI tools or using 
output from GenAI tools (see Table 2 above). We further 
examined the policies for guidance related to data output, 
i.e. what is produced by the GenAI application, and data 
input, i.e. what information or prompt is entered to get an 
output. Examples are provided in Table 3.

Most guidelines expressed concerns about GenAI out-
puts. Under the code “GenAI Output Considerations” 
(N = 27, 90%), we identified subcodes for the following: 
“Biased Output,” “Fabricated Output,” “Inaccurate Out-
put,” “Knowledge Cutoff Date,” “Plagiarism,” and “Other.” 
See Table 2 for more details. We found that all guidelines 
mentioned “Inaccurate Output” (N = 27, 100%) as a con-
cern, followed by “Plagiarism” (N = 24, 89%), “Biased Out-
put” (N = 23, 85%), and “Fabricated Output” (N = 16, 59%). 
A few of the guidelines also referred to last date of data 
collection to train the system or “Knowledge Cutoff Date” 
(N = 7, 26%) and those that captured other types of output 
“Other” (N = 11, 41%).

Some guidelines elaborated on their concerns about 
“Fabricated Output” describing a phenomenon known as 
“hallucinations.” GenAI has been known to generate output 
that is either inaccurate, entirely fabricated, or biased but 
presented as if it were factual, often referred to as “AI hal-
lucinations.” This can introduce risks to researchers when 
producing unique findings, such as falsified information and 
inaccurate conclusions (Table 3, (i)). Another ethical issue 
that was touched on under “Plagiarism” was that GenAI 
output can be viewed as plagiarism when the output gen-
erated is not properly cited or citations are missing com-
pletely (Table 3, (ii)). Another aspect considered with regard 
to GenAI outputs under the code “Knowledge Cutoff Date” 

they are reported out of the respective general code N. The 
category “GenAI Permissible Use” is an exception as it has 
two mutually exclusive subcodes: “Guided Use of GenAI” 
and “Disallowed Use of GenAI.” In Table 3 below, the num-
bers in square brackets accompanying the institution name 
refer to the table in the Appendix that lists all institutions in 
the dataset.

Table 3  Data related concerns and guidance for GenAI use in research
Example statements related to data concerns with using GenAI for 
research
(i) “It is possible for AI-generated content to be inaccurate, biased, 
or entirely fabricated (sometimes called ‘hallucinations’).” [21]
(ii) “Plagiarism: generative AI can only generate new contents 
based on, or drawn from, the data that it is trained on. Therefore, 
there is a likelihood that they will produce outputs that are similar 
to the training data, even to the point of being regarded as plagia-
rism if the similarity is too high.” [27]
(iii) “Knowledge Cutoff Date. Many Generative AI models are 
trained on data up to a specific date and are therefore unaware of 
any events or information produced beyond that. For example, if a 
Generative AI is trained on data up to March 2019, they would be 
unaware of COVID-19 and the impact it had on humanity, or who 
is the current monarch of Britain. You need to know the cutoff date 
of the Generative AI model that you use in order to assess what 
research questions are appropriate for its use.” [25]
(iv) “Please also note that some generative AI tools, such as Ope-
nAI, explicitly forbid their use for certain categories of activity, 
including harassment, discrimination, and other illegal activities. An 
example of this can be found in… OpenAI's usage policy docu-
ment.” [26]
(v) “Ensure that AI systems comply with applicable laws and regu-
lations governing the collection, storage, and use of student data, 
including the Family Educational Rights and Privacy Act (FERPA), 
the General Data Protection Regulation (GDPR), Health Insurance 
Portability and Accountability Act (HIPAA), and other relevant 
state and federal privacy laws.” [9]
(vi) “Uploading information (e.g., research data, grant proposals, 
unpublished manuscripts, or analytical results) to a public AI tool is 
equivalent to releasing it publicly…” [6]
(vii) “GenAI tools should not be assumed a priori to be private 
or secure. Users must understand the potential risks associated 
with inputting sensitive, private, confidential, or proprietary data 
into these tools, and that doing so may violate legal or contractual 
requirements, or expectations for privacy.” [16]
(viii) “… inputting interview data to perform preliminary analysis 
creates the possibility that quotations or other information from 
research subjects could become public, and potentially, that subjects 
could also be identified.” [21]
(ix) “For meetings that will involve discussions of a sensitive nature 
(e.g. personal, confidential, financial, IP, proprietary, personnel, 
etc.), do not use AI automated meeting tools to record and capture 
discussions, measure attendee engagement, etc., as the data gener-
ated by these tools may be considered Public Records. Be cognizant 
of virtual meetings where AI meeting tools may be used, inquire 
with the meeting host about the use of these tools if unsure, and 
decline participation in the meeting if the host insists on using these 
tools.” [17]
(x) “Ensuring data privacy and security while maintaining data 
diversity and representativeness is also a concern. This is also true 
for AI systems that use unsupervised learning, i.e., that detect pat-
terns in unlabeled data.” [22]
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various legal implications, which are discussed in the Legal 
Implications with the use of GenAI findings (Table 3, (vii)).

Some guidelines were also concerned with the entry of 
human subjects data into GenAI tools because it can lead 
to a similar issue with PII in which supposedly anonymized 
data can be re-identified, violating IRB protocols (Table 3, 
(viii)). Operational data is in terms of data that is used in 
various administrative functions within a university (e.g., 
financial data, university data, writing emails, meeting 
notes, etc.). Some guidelines worried that operational data 
may be classified as sensitive, especially those that contain 
discussions surrounding non-public matters (Table 3, (xi)). 
Regarding “Other” types of data that should not be entered 
into GenAI tools, this refers to data outside of what is dis-
cussed above and could include training data for the devel-
opment of GenAI tools (Table 3, (x)).

5.3  Long-term implications of GenAI in research

Many guidelines alerted researchers against becoming over 
reliant on using GenAI systems without developing a good 
understanding of their limitations or potential for errors 
(N = 25, 83%) and emphasized that they should be cautious 
when using GenAI tools and verify the output (Table  4, 
(i)). They emphasized the need for human oversight GenAI 
tools (Table 4, (ii)) and reminded the researchers that the 
final responsibility for research rested with them (Table 4, 
(iii–iv)). The responsible activities for researchers included 
understanding the legal ramifications of GenAI use, identi-
fied in 77% (N = 23) of the guidelines, including agreeing 
to terms and conditions of a GenAI tool, liability to an indi-
vidual or organization, research misconduct accusations, 
intellectual property (IP) rights, copyright issues, etc.

5.4  Regulatory guidance and standards for GenAI 
use

A majority of guidelines (N = 24, 80%) referred to the regu-
latory context around the use of GenAI and listed at least 
one federal, publisher, or other external policy as a resource. 
This was especially the case when researchers were applying 
for funding and writing research proposals (Table 5, (i)–(ii)). 
Similarly, researchers were cautioned about disseminating 
or publishing their research and asked to refer to specific 
guidelines from publishers (N = 23, 77%). These external 
guidelines mention some of the themes mentioned through-
out this paper, such as responsible use of GenAI, data input/
output, legal implications, and more (Table  5, (iii)). The 
other aspect captured here is reference to broader guidelines 
(N = 9, 30%) released by the White House, National Insti-
tute of Standards and Technology (NIST), Executive Orders 
(EO), etc. These included “White House: “Blueprint for an 

is that they may be limited when attempting to answer ques-
tions about current events. This is because GenAI models 
are trained on historical data and may be limited in terms 
of providing up-to-date information, also known as having 
a knowledge cutoff date (Table 3, (iii)). Regarding “Other” 
types of GenAI output mentioned, some of these outputs 
could include information that presents risks or conse-
quences if used in publishing research (Table 3, (iv)).

Those we coded as “GenAI Input Considerations” 
(N = 26, 87%), emphasized what types of data should not be 
entered into GenAI tools, as they may violate certain data 
governance regulations, as well as data privacy concerns. 
This code included the following subcodes: “Operational 
Data,” “Human Subjects Data,” personally identifiable 
information or “PII,” “Proprietary Data,” “Unpublished 
Research,” and “Other.” See Table 2 above for more detail 
about the codes.

A majority of guidelines that considered outputs men-
tioned “PII” (N = 18, 69%) and “Unpublished Research” 
(N = 17, 65%); almost half mentioned “Proprietary Data” 
(N = 12, 46%), and about a third mentioned “Human Sub-
jects Data” (N = 10, 38%), followed by “Operational Data” 
(N = 8, 31%). In general, guidelines emphasized risks associ-
ated with inputting sensitive data into GenAI tools for indi-
viduals or organizations if their information was exposed, 
as well as potential breach of non-public research data. A 
common concern involved entering PII into GenAI tools, 
which could inadvertently lead to the exposure of individu-
als’ personal information if GenAI were to be trained using 
those outputs. This was viewed as a potential violation of 
various federal and international data privacy laws (e.g., 
HIPAA, FERPA, GDPR, etc.) (Table 3, (v)).

One guideline emphasized the risk of unpublished 
research data, arguing that entering this type of data could 
lead to a breach of confidentiality (Table 3, (vi)). Another 
set of guidelines expressed concern about entering propri-
etary data into GenAI tools, saying that this could lead to 

Table 4  Long-term implications of GenAI Use in research
Example
(i) “Overreliance: The risk of relying excessively on AI systems 
without considering their limitations or potential errors.” [31]
(ii) “In any use of GAI, there should be self-awareness and recogni-
tion that AI is a tool for research. It is a tool of human design and 
use like any technology. It does not supplant nor surpass human 
oversight or context of being an independent tool used by humans 
for its’ benefit.” [25]
(iii) “Most public generative AI tools use “clickwrap” or “click-
through” agreements to get users to accept policies and terms of 
service before using the tool. Individuals who accept clickthrough 
agreements without university approval may face personal liability 
for compliance with the terms and conditions.” [3]
(iv) “AI tools paraphrase from various sources which could result in 
plagiarism, which would in turn constitute research misconduct or 
lead to intellectual property issues.” [8]
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5.5  Responsible use of GenAI

A range of guidelines provide guidance on how to use 
GenAI in a responsible manner including how to disclose 
the use of GenAI (N = 23, 77%). Some mentioned that 
GenAI should be listed as an author, while others stated that 
GenAI could not qualify as an author (Table 6, (i) and (ii). 
For the code “Responsible Party for GenAI Usage” (N = 20, 
67%), the guidelines stated that an individual or party 
would be held accountable for applications of GenAI in 
the research process (Table 6, (iii)). About the code “Com-
municating Responsible Use of GenAI” (N = 9, 30%), the 
guidelines highlighted the importance of lead researchers 
discussing responsible ways to use GenAI in the research 
process (Table 6, (iv)).

5.6  Institutional guidance and resources

Some guidelines provided institutional-specific resources 
and procedures to follow with the use of GenAI. The guide-
lines stated that it is crucial for researchers to stay up-to-
date with the latest advancements in GenAI (N = 9, 30%) 
(Table 7, (i)) and a few mentioned that resources such as 
workshops were available for researchers (Table  7, (ii)). 
Guidelines also stated specific protocols and procedures for 
procuring GenAI tools (N = 8, 27%) (Table 7, (iii)).

6  Analysis of the overlaps

We conducted an overlap analysis across different catego-
ries to (a) identify where institutions are aligning verses tak-
ing divergent actions and paths; (b) identify the tradeoffs 

AI Bill of Rights,” “Executive Order on Safe, Secure, and 
Trustworthy AI,” “FACT SHEET: President Biden Issues 
Executive Order on AI,” and “OMB Releases Implementa-
tion Guidance Following Executive Order” [2].

Table 5  Regulatory guidance and standards for GenAI use
Example
(i) “A June 2023 notice from NIH specifically prohibits the use of 
generative AI tools in grant reviews… This is important because 
grant applications often contain intellectual property that when 
shared to a generative AI tool could contribute to future AI output” 
and “Similarly, a December 2023 notice from NSF states… ‘NSF 
reviewers are prohibited from uploading any content from propos-
als, review information and related records to non-approved genera-
tive AI tools. If reviewers take this action, NSF will consider it a 
violation of the agency's confidentiality pledge and other applicable 
laws, regulations and policies’” [1]
(ii) “Use of GAI in NSF proposals should be indicated in the project 
description. Specifically, it [Notice to research community: Use of 
generative artificial intelligence technology in the NSF merit review 
process] states: ‘Proposers are responsible for the accuracy and 
authenticity of their proposal submission in consideration for merit 
review, including content developed with the assistance of genera-
tive AI tools’” and “Although NIH specifically prohibits GAI in the 
peer review process, they do not prohibit the use of GAI in grant 
proposals. They state an author assumes the risk of using an AI tool 
to help write an application…” [25]
(iii) “Journals have different rules for reporting the use of genera-
tive AI in manuscripts. Generally, journals, including those by the 
publishing houses of Taylor and Francis and Springer have stated 
that input from AI must be detailed in the Materials and Methods 
section, Acknowledgement section, or similar section for transpar-
ency. Any publication of reported results should disclose the use of 
a generative AI tool, which tool, for what parts of the publication 
and how it was used. Other best practices include indicating the spe-
cific language model in addition to the generative AI tool, as well 
as the date(s) of use, e.g., ‘ChatGPT Plus, GPT-4, 19–20 September 
2023.’” [8]

Table 6  Responsible use guidance for GenAI in research
Example
(i) “Duke researchers employing GenAI tools should always pro-
vide attribution. Treat the AI as the author and cite appropriately…” 
[14]
(ii) “… use of AI writing tools may be inappropriate (such as gen-
erating output that is submitted as one’s own original work) or even 
banned (e.g., listing such a tool as an author [Thorp, 2023]…” [5]
(iii) “Investigators are responsible for maintaining research 
integrity, rigor, and reproducibility in their work. Undoubtedly, AI 
will contribute intentional and unintended forms of plagiarism and 
falsification of data, as have other new technologies. As such, we 
must be particularly vigilant when employing these new technolo-
gies.” [19]
(iv) “Stewardship ~ using resources efficiently attending to one’s 
responsibilities within the scientific enterprise. One of a researcher’s 
responsibilities is living up to the values that keep the research 
enterprise trustworthy. Regarding the use of AI writing tools, many 
of the issues are described above. An additional responsibility is 
being aware of AI writing tools and their potential impacts (positive 
and negative) on the research enterprise and mentoring the next 
generation of researchers in their responsible use.” [5]

Table 7  Institution-specific efforts and resources
Example
(i) “It is a shared responsibility to stay informed about relevant 
developments surrounding generative AI… Everyone involved 
in research should make efforts to stay informed about relevant 
emerging AI tools, research studies, and ethical guidelines, and 
should take advantage of professional development opportunities to 
enhance their AI integration skills.” [6]
(ii) “In order to educate researchers on the use of GenAI, commu-
nication and outreach are key. We should educate researchers about 
the central offices that issue training, guidance, etc. that can help 
them, rather than leaving them to rely on potentially siloed offices in 
the units that may not provide consistent advice.” [16]
(iii) “The responsible office, the Division of Digital Learning, shall 
establish a standardized and transparent approval process for the 
acquisition, development, and/or deployment of AI technologies. 
The approval process requires the thorough review and ratification 
of AI technology by designated authorities in consultation with 
Procurement Services, Information Technology Services, and other 
relevant University departments to ensure compliance with Univer-
sity AI policy.” [9]
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Specifically, our analysis shows that the specific guid-
ance provided to researchers can be divided into three cat-
egories based on the actions that researchers should take 
(see Fig. 4):

involved between GenAI use and holistic awareness of the 
risks; and (c) highlight the overall approach of the institu-
tions including whether the guidelines focus on risk man-
agement, rules and compliances or encouraging researchers 
for innovative use of GenAI technologies. We identified 9 
such instances cases (Table 8) and calculated their overlap-
ping percentages (Fig. 3). We found that incorporating all 
three types of external sources (funding agency, research 
publishers, and government agency) is not a common prac-
tice (~ 17% of the total) and only a few refer to govern-
ment agency guidelines. There is a significant overlap in 
the occurrence of funding and publishing guidelines (70%). 
Overall, universities are focused on ensuring compliance 
throughout the research life cycle from funding acquisi-
tion to result dissemination but guidelines appear to be 
more focused on compliance with immediate research stan-
dards than broader federal regulations. Almost 64% of the 
universities that refer to funding and publisher guidelines, 
also discussed the disclosure of GenAI use. Finally, there 
is also a significant overlap when it comes to providing 
guidance on both the data input and output sides of GenAI 
use (80%). We also uncovered a potential gap connect-
ing responsible parties with guidelines on communicating 
responsible use. While 66.67% of the institutions seem to 
mention who will be responsible for ensuring responsible 
use of GenAI and dealing with legal outcomes, only 23.33% 
of these have guidance for the party responsible to com-
municate best practices, ethics, approved uses, benefits, and 
risks to research staff, including subcontractors. Moreover, 
relatively low overlap (16.67%) between communicating 
responsible use and Education/Awareness suggests there 
is a need to develop a more comprehensive approach to 
responsible use and education or training that can empower 
researchers to navigate through responsible use of Gen AI.

7  Discussion

Analyzing GenAI research guidelines of universities is 
crucial to understanding the patterns of how universities 
integrate GenAI into their research practices and more 
importantly, guidance they are providing to researchers. 
Overall, institutions appear to be taking a cautious approach 
towards the use of GenAI in research while being cogni-
zant of associated risks with a significant focus on the data 
governance, legal implications, and prioritization of risk 
management. This is not surprising given the uncertainty 
and novelty of the technology and as a consequence, the 
guidance places the onus of compliance on individual 
researchers making their accountable for any lapses, thereby 
increasing their responsibility.

Table 8  Overlap between different categories
Case Overlapping codes Overlap
1 References Funding Agency Guidelines for Use 

of GenAI
5 
(16.67%)

References Research Publisher Guidelines for 
Use of GenAI
Reference to Government Agency Guidelines 
and/or Policies for the Use of GenAI

2 References Funding Agency Guidelines for Use 
of GenAI

21 (70%)

References Research Publisher Guidelines for 
Use of GenAI

3 References Funding Agency Guidelines for Use 
of GenAI

6 (20%)

Reference to Other Government Agency Guide-
lines for the Use of GenAI

4 GenAI Output Considerations 24 (80%)
GenAI Input Considerations

5 GenAI Output Considerations 22 
(73.33%)Legal Implications with the use of GenAI

6 GenAI Output Considerations 24 (80%)
Reliance on GenAI

7 References Funding Agency Guidelines for Use 
of GenAI

19 
(63.33%)

References Research Publisher Guidelines for 
Use of GenAI
Disclosure of GenAI

8 Responsible Party for GenAI Usage 7 
(23.33%)Communicating Responsible Use of GenAI

9 Communicating Responsible Use of GenAI 5 
(16.67%)Education and Awareness for GenAI Use

Fig. 3  Overlap between the nine aligning cases
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identifiable information, and the related ethical concerns 
that are covered such as attribution, academic integrity, 
and intellectual property and copyright. Finally, the Lin [6] 
framework, similar to [21], is reflected in the discussion on 
ethical concerns with GenAI use.

8  Implications for researchers

From a researcher perspective, we found that as currently 
framed, the guidelines place a high burden on researchers to 
learn about and comply with the different rules, and regula-
tions about using GenAI for research. This is not dissimi-
lar from research integrity concerns that researchers have 
to consider in any case but the complication here, from the 
perspective of researchers, is lack of clarity around the use 
of GenAI and an overall lack of transparency related to 
how technology works. Many developers do not disclose 
details of how GenAI models are trained, making it diffi-
cult for users to understand how to interact with the GenAI 
tools while attempting to understand how their data will 
be used. Furthermore, even though researchers are encour-
aged to disclose GenAI use, there is no established tool or 
guidance on how to detect the AI generated content [34]. 
Moreover, while most guidelines allow guided use, they 
often lack specific examples and scenarios that would help 

(1)	 Refer to external sources of information such as funding 
agencies and publishers to keep updated and use institu-
tional resources for training and education.

(2)	 Understand and learn about specific GenAI attributes 
that shape research such as predictive modeling, knowl-
edge cutoff date, data provenance, and model limita-
tions, and about ethical concerns such as authorship, 
attribution, privacy, and intellectual property issues.

(3)	 Acknowledge and disclose sources and use of GenAI, 
communicate effectively about their GenAI use, to miti-
gate the legal consequences and risks to themselves and 
their institutions from GenAI use, and recognize the 
long-term implications of reliance on GenAI.

The findings from our study show that the guidance given 
to researchers touches on different elements put forward 
by the three frameworks that directed our research process 
and analysis [6, 21, 29]. Consistent with [29], the guid-
ance refers to both the external and internal contexts i.e., 
guidelines and policies released by government agencies, 
funding bodies, and the publishers, and institutional offices 
that serve as a resources and are relevant for training and 
education purposes and are ultimately responsible for the 
implementation of the guidance. Al-fkairy et al. [21] frame-
work is evident in both the technical attributes of GenAI 
that are relevant, such as training data, modeling, personally 

Fig. 4  Guidance to Researchers for Using GenAI in Academic Research
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being made towards regulations and guidelines for compa-
nies to make their applications more transparent and open to 
evaluation, that is currently not the case for the most used 
tools such as ChatGPT. It is also quite unfeasible that com-
panies developing foundational models-based applications 
will care or do care about academic research to tailor their 
solutions for this population. It is feasible that industry-
directed solutions would come at some stage but given the 
costs and investments currently required, solutions tailored 
for academia do not look feasible in the near future. Given 
these limitations, although a practical approach is the right 
one, it is unclear how it can be implemented. The low hang-
ing fruit for HEIs are better training programs and hiring 
experts within research offices that can help academics nav-
igate this landscape. The other feasible approach, as taken 
by some funding agencies, is to release clear instructions. 
Although these are often limiting, at least they provide a 
common ground and are fair. Finally, one aspect of the use 
of GenAI that is a challenge and referred to by a few guide-
lines is the trade-off between being too conservative with 
GenAI use at the expense of innovation. Once again, like 
other aspects of GenAI use, this decision was also left to 
the researchers to make. Although the guidance does not 
directly include researchers’ perspective, a limitation also 
of our work, it is reasonable to assume that many aspect of 
current guidance are frustrating for the researchers as there 
are contradictory policies and a large amount of ambiguity. 
We foresee that as the use of GenAI becomes more stabi-
lized, a more coherent set of guidelines and guidance will 
be available to researchers.

10  Exemplars

Overall, we think there are several exemplary guidelines 
documents that can form the basis for a more comprehen-
sive approach in the future and also provide a model for 
articulating concerns and possibilities. These guidelines 
capture most of the issues identified above, include useful 
examples from across different stages of research, and have 
a level of detail and clarity that is useful for researchers.

	● Cornell University’s [16] guideline document is one of 
the extensive and comprehensive. It discusses GenAI 
use at different stages of research including conception 
and execution, dissemination, translation, funding, and 
compliance. It also discusses considerations that empha-
size specificity along with other important perspectives 
related to data handling and human subjects. Most of all, 
this guideline aligns with almost all of the aspects of the 
exemplary aspects discussed in this article.

researchers navigate their daily work. This confusion is 
especially apparent with authorship issues, which have dif-
ferent guidelines from different actors– funding agencies, 
federal government, publishers– as each is concerned with 
a different level of liability. Therefore, for the most part, 
using LLMs to write is seen as a negative and most aca-
demics rather err on being more careful than innovative 
[3]. Within the U.S. context, the authorship issue is further 
complicated by the hegemony of English being the primary 
language for research and publication and many academics 
in the U.S. not needed external editorial or writing services. 
Especially in the humanities and social sciences, writing is 
considered a component of scholarship itself. Therefore, the 
issue is seen as controversial and there is hesitancy to use or 
allow LLMs for writing support. The situation for research-
ers is further complicated by the responsibility placed on 
them to understand legal issues embedded within “Terms 
and Conditions” agreements that are complex, complicated, 
and often beyond their expertise to evaluate. These “Terms 
and Conditions” documents obfuscate considerations such 
as ownership of training data, IP rights, copyright, trade-
marks, and patents that could lead to liabilities, such as 
accusations of research misconduct. Multiple lawsuits have 
been filed against GenAI companies over copyrighted data 
used for model training, alleging that the defendants vio-
lated copyright by training on works for AI models that are 
then capable of generating outputs that mimic, compete 
with, or reproduce those works. Institutions that lack guid-
ance on this communication related aspect may be prone 
to disadvantages of uninformed use of GenAI tools leading 
to legal implications. From a practical standpoint the guid-
ance reflects the complexity of working within larger policy 
and institutional contexts. Academic institutions are just one 
cog within the research enterprise that also includes funding 
agencies, publishers, and other actors. Therefore, we can see 
within the HEI guidelines a propensity to refer researchers 
to external guidelines for many of the concerns. The other 
practical concern is related to training and education. The 
gap between the current knowledge about AI and GenAI 
and what is needed to evaluate their use is extremely high 
for many academics and it is unclear that it is not a bridge 
too far to expect them to learn, understand, and make the 
correct judgments.

9  Barriers to implementation and other 
challenges

One of the biggest practical concerns with almost no reso-
lution in sight, within the U.S. context at least, is a lack of 
information about how these applications are trained and 
how the algorithms work. Even though many efforts are 
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11  Limitations and future work

This analysis has been limited in terms of both the data-
set and thematic approach used for analysis. We recog-
nize these limitations and recommend that future work 
be more comprehensive by adopting additional data and 
methods. For instance, researchers can examine how 
these policies are being implemented in practice and their 
impact on research outcome through surveys and inter-
views with researchers and policymakers. Conducting 
surveys and interviews with policy makers, researchers, 
faculty and staff involved in research can provide sig-
nificant insights into how these guidelines are perceived 
and applied in the real-life setting and identify potential 
gaps between the guidelines and the lived experiences 
of researchers. Evaluating measures such as researcher 
adoption of GenAI, changes in output quality, and legal 
consequences faced by the researchers can be helpful to 
highlight the gaps and opportunities. There is also an 
opportunity to design and propose a standardized frame-
work which is all inclusive. The analysis showed the 
institutional guidelines are broad and general. Domain 
specific guidance and detailed frameworks can be signifi-
cant and adaptable across different research cycles and 
disciplines. This can involve proposing modular guide-
lines that discuss GenAI use and implications at each 
stage of the research lifecycle. Finally, comparative anal-
ysis among university guidelines from different countries 
can reveal cultural and legal influence. While researchers 
follow the basic rules in the case of ethics and conduct-
ing research, different countries and nations shape how 
universities approach guiding researchers based on their 
cultural, legal, and regulatory differences [35]. The inter-
national perspective cannot be validated by the findings 
from U.S. centric study only. To get a holistic under-
standing of the global GenAI research policies, a cross-
country analysis has the potential to reveal the best and 
standardized practices.

 Appendix

Corpus of R1 institutions and relative GenAI 
research guidelines

	● Another exemplary guideline is from Old Dominion 
University [9]. This guideline encourages researchers to 
engage critically with AI-generated results. It provides 
practical strategies to deal with bias and limitations of 
using GenAI by advocating for human oversight, valida-
tion, and communicating responsible use. The guideline 
document lists specific examples of how AI can be used 
in different research areas (e.g., data analysis, modeling, 
simulation). Finally, there are additional useful refer-
ences to several supporting resources.

	● While several university guidelines start with address-
ing the risks and limitations of GenAI, the guideline 
from Texas A&M University-College Station [30] starts 
with mentioning best practices for researchers which are 
quite forward-thinking and establishes a solid founda-
tion for the responsible use of GenAI. Rather than set-
ting boundaries, the guideline encourages researchers 
to be collaborative in meeting the legal and ethical ex-
pectations. Similarly, the guideline from University of 
Maine [22] balances the potential of GenAI with prac-
tical considerations in research. Along with challenges 
and risks, it discusses how GenAI can be used across 
research settings. It also mentions different GenAI tools 
(LLMs: ChatGPT, Gemini, Image-generators: DALL-
E, Midjourney and now Sora for videos) making the 
guideline versatile for various input and output consid-
erations. The guideline document provides a detailed list 
of opportunities for using AI and GenAI in research.

	● University of Michigan-Ann Arbor [27] addresses con-
cerns related to GenAI use in an easy question–answer 
format. It mentions all the necessary questions and 
provided detailed answers to those questions that a re-
searcher might have / need to know before using GenAI 
in research (e.g. How do I decide which generative AI 
to use in research?). Their guidelines also highlight their 
effort for education and training such as a guide for gen-
erating, editing, and reviewing code with ChatGPT 4.0, 
along with a tutorial for coding using local tools like 
GitHub Copilot.

	● Finally, the guideline from Vanderbilt University [33] 
is a great example of productivity driven and use case-
based guidelines on GenAI use. By explaining the use 
cases this guideline highlighted the significance of un-
derstanding field-specific regulations. At the end of the 
document, there are useful external references such as 
tips for using GenAI, prompt patterns and prompt engi-
neering for the ChatGPT course.

1 3



AI and Ethics

# R1 Institution Office/Department Guideline/Policy 
Web Link(s)

11 Texas A&M Univer-
sity-College Station

Office of Research ​h​t​t​p​​s​:​/​​/​v​p​r​​.​t​​a​m​u​​.​
e​d​u​​/​m​e​​m​o​s​​/​b​e​​s​t​
-​​p​r​a​c​​t​i​​c​e​s​​-​f​o​r​​-​g​e​​
n​e​r​​a​t​i​v​e​-​a​i​-​i​n​-​r​e​s​
e​a​r​c​h​/
​h​t​t​p​​s​:​/​​/​v​p​r​​.​t​​a​m​u​​.​
e​d​u​​/​r​e​​s​e​a​​r​c​h​​-​r​e​​s​
o​u​r​​c​e​​s​/​r​​e​s​o​u​​r​c​e​​s​
-​o​​n​-​g​​e​n​e​​r​a​t​i​​v​e​​-​a​
i​-​i​n​-​r​e​s​e​a​r​c​h​/
​h​t​t​p​​s​:​/​​/​v​p​r​​.​t​​a​m​u​​
.​e​d​u​​/​w​p​​-​c​o​​n​t​e​​n​t​
/​​u​p​l​o​​a​d​​s​/​2​​0​2​4​/​​0​
3​/​​B​e​s​​t​-​P​​r​a​c​​t​i​c​e​​
s​-​​f​o​r​​-​G​e​n​​e​r​a​​t​i​v​​
e​-​A​​I​-​i​​n​-​R​e​​s​e​​a​r​c​​
h​-​u​p​​d​a​t​​e​d​-​​0​2​1​6​2​
4​4​7​-​A​P​P​R​O​V​E​
D​.​p​d​f

12 The Pennsylvania 
State University

Multiple ​h​t​t​p​​s​:​/​​/​a​i​.​​p​s​​u​.​e​d​u​
/​g​u​i​d​e​l​i​n​e​s​/
​h​t​t​p​​s​:​/​​/​p​e​n​​n​s​​t​a​t​​e​
o​f​f​​i​c​e​​3​6​5​​.​s​h​​a​r​e​​p​
o​i​n​​t​.​​c​o​m​​/​:​w​:​​/​s​/​​V​
P​R​​-​O​R​​P​/​E​​U​w​b​c​​
a​n​​B​f​c​​t​B​l​W​​G​1​A​​
G​9​C​​w​4​E​​B​0​f​​y​6​T​
t​​A​b​​n​a​j​​H​t​l​N​​y​N​i​​Y​
U​U​​Q​?​r​t​i​m​e​=​9​o​o​
_​s​A​u​1​3​E​g

13 The University of 
Alabama

College-Specific ​h​t​t​p​​s​:​/​​/​a​s​.​​u​a​​.​e​d​​u​
/​f​a​​c​u​l​​t​y​-​​r​e​s​​o​u​r​​c​e​
s​/​​a​i​​-​s​t​​a​t​e​m​​e​n​t​​s​-​o​​
f​-​p​r​i​n​c​i​p​l​e​/

14 The University of 
Texas at Arlington

Multiple ​h​t​t​p​​s​:​/​​/​r​e​s​​o​u​​r​c​e​​s​.​
u​t​​a​.​e​​d​u​/​​r​e​s​​e​a​r​​c​h​/​
p​​o​l​​i​c​i​​e​s​-​a​​n​d​-​​p​r​o​​
c​e​d​​u​r​e​​s​/​g​e​​n​e​​r​a​t​​i​
v​e​-​​a​r​t​​i​f​i​​c​i​a​l​-​i​n​t​e​l​
l​i​g​e​n​c​e​.​p​h​p
​h​t​t​p​​s​:​/​​/​a​i​.​​u​t​​a​.​e​​d​
u​/​r​​e​s​e​​a​r​c​​h​e​r​​-​g​u​​i​
d​a​n​​c​e​​-​f​o​​r​-​t​h​​e​-​u​​s​
e​-​​o​f​-​​a​r​t​​i​f​i​c​​i​a​​l​-​i​​n​
t​e​l​​l​i​g​​e​n​c​​e​-​i​n​-​r​e​s​
e​a​r​c​h​/

15 The University of 
Texas at San Antonio

AI-Dedicated 
Resources

​h​t​t​p​​s​:​/​​/​p​r​o​​v​o​​s​t​.​​u​t​
s​a​​.​e​d​​u​/​a​​c​a​d​​e​m​i​​c​i​
n​n​​o​v​​a​t​i​​o​n​/​d​​o​c​s​​/​g​
e​​n​a​i​​_​f​a​​c​u​l​t​​y​_​​g​u​i​​
d​e​/​u​​t​s​a​​_​f​a​​c​u​l​​t​y​-​​g​
e​n​a​​i​-​​g​u​i​d​e​l​i​n​e​s​.​1​
.​2​0​.​2​4​.​p​d​f

# R1 Institution Office/Department Guideline/Policy 
Web Link(s)

1 Arizona State 
University

Office of Research ​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​i​n​
t​e​​g​r​i​​t​y​.​​a​s​u​​.​e​d​​u​/​e​
x​​p​o​​r​t​-​​c​o​n​t​​r​o​l​​s​-​a​​n​
d​-​​s​e​c​​u​r​i​t​​y​/​​a​r​t​i​f​i​c​i​
a​l​-​i​n​t​e​l​l​i​g​e​n​c​e

2 Auburn University Multiple ​h​t​t​p​​s​:​/​​/​w​w​w​​.​a​​u​b​
u​​r​n​.​e​​d​u​/​​a​d​m​​i​n​i​​s​t​
r​​a​t​i​o​​n​/​​o​a​c​p​/​A​I​G​
u​i​d​a​n​c​e​.​p​h​p

3 Boston College Office of the 
Vice Provost for 
Research

​h​t​t​p​​s​:​/​​/​w​w​w​​.​b​​c​.​e​​
d​u​/​c​​o​n​t​​e​n​t​​/​d​a​​m​/​
b​​c​1​/​t​​o​p​​-​t​i​​e​r​/​r​​e​s​e​​
a​r​c​​h​/​V​​P​R​/​​p​o​l​i​​c​i​​e​
s​/​​v​p​r​_​​a​i​_​​g​u​i​​d​a​n​c​
e​_​1​.​2​6​.​2​4​.​p​d​f

4 Columbia University 
in the City of New 
York

Office of the 
Provost

​h​t​t​p​​s​:​/​​/​p​r​o​​v​o​​s​t​.​​c​
o​l​u​​m​b​i​​a​.​e​​d​u​/​​c​o​n​​
t​e​n​t​​/​o​​f​f​i​​c​e​-​s​​e​n​i​​o​
r​-​​v​i​c​e​-​p​r​o​v​o​s​t​/​a​
i​-​p​o​l​i​c​y

5 Cornell University Office of the Vice 
President for 
Research

​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​-​a​
n​d​​-​i​n​​n​o​v​​a​t​i​​o​n​.​​c​o​
r​n​​e​l​​l​.​e​​d​u​/​g​​e​n​e​​r​a​t​​
i​v​e​​-​a​i​​-​i​n​-​​a​c​​a​d​e​m​
i​c​-​r​e​s​e​a​r​c​h​/

6 Duke University Office of Research ​h​t​t​p​​s​:​/​​/​m​y​r​​e​s​​e​a​r​​c​
h​p​a​​t​h​.​​d​u​k​​e​.​e​​d​u​/​​u​
s​i​n​​g​-​​g​e​n​​e​r​a​t​​i​v​e​​-​a​
i​​-​a​r​​t​i​f​​i​c​i​a​​l​-​​i​n​t​​e​l​l​i​​
g​e​n​​c​e​-​​t​o​o​l​s​-​r​e​s​e​
a​r​c​h​#​f​a​q​s

7 Harvard University AI-Dedicated 
Resources

​h​t​t​p​​s​:​/​​/​w​w​w​​.​h​​a​r​v​​
a​r​d​.​​e​d​u​​/​a​i​​/​r​e​​s​e​a​​r​
c​h​-​​r​e​​s​o​u​r​c​e​s​/

8 Michigan State 
University

Office of Research ​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​.​
m​s​u​​.​e​d​​u​/​g​​e​n​e​r​a​
t​i​v​e​-​a​i
​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​.​
m​s​u​​.​e​d​​u​/​g​​e​n​e​​r​a​t​​i​
v​e​-​​a​i​​/​g​u​i​d​a​n​c​e

9 Ohio University-Main 
Campus

Office of Research ​h​t​t​p​​s​:​/​​/​w​w​w​​.​o​​h​i​
o​​.​e​d​u​​/​r​e​​s​e​a​​r​c​h​​/​g​
e​​n​e​r​a​​t​i​​v​e​-​a​i​-​g​u​i​
d​a​n​c​e

10 Old Dominion 
University

Multiple ​h​t​t​p​​s​:​/​​/​w​w​1​​.​o​​d​u​.​​
e​d​u​/​​a​b​o​​u​t​/​​p​o​l​​i​c​i​​
e​s​a​n​​d​p​​r​o​c​​e​d​u​r​​e​s​
/​​b​o​v​​/​b​o​v​1​2​0​0​/​b​o​
v​1​2​2​0
​h​t​t​p​​s​:​/​​/​w​w​w​​.​e​​v​m​
s​​.​e​d​u​​/​a​b​​o​u​t​​_​u​s​​/​a​
i​​_​r​e​s​​o​u​​r​c​e​​s​/​s​p​​e​c​i​​
f​i​c​​_​u​s​​a​g​e​​_​g​u​i​​d​e​​l​
i​n​​e​s​/​r​​e​s​e​​a​r​c​​h​_​g​​e​
n​e​​r​a​t​i​​v​e​​_​a​i​_​u​s​a​g​
e​_​g​u​i​d​e​l​i​n​e​s​/
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25 University of Utah Office of Research ​h​t​t​p​​s​:​/​​/​i​n​t​​e​g​​r​i​t​​y​.​r​
e​​s​e​a​​r​c​h​​.​u​t​​a​h​.​​e​d​u​
/​​a​i​​-​r​e​​s​e​a​r​​c​h​-​​s​t​a​​t​e​
m​e​n​t​.​p​h​p

26 Utah State University Office of Research ​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​.​u​
s​u​​.​e​d​​u​/​c​​o​m​p​​l​i​a​​n​
c​e​/​​a​i​​-​i​n​-​r​e​s​e​a​r​c​h

27 Vanderbilt University Multiple ​h​t​t​p​​s​:​/​​/​w​w​w​​.​v​​a​
n​d​​e​r​b​i​​l​t​.​​e​d​u​​/​g​e​​
n​e​r​​a​t​i​v​​e​-​​a​i​/​r​e​s​e​
a​r​c​h​/
​h​t​t​p​​s​:​/​​/​w​w​w​​.​v​​u​m​
c​​.​o​r​g​​/​d​b​​m​i​/​​G​e​n​e​
r​a​t​i​v​e​A​I

28 Virginia Polytechnic 
Institute and State 
University

Office of Research ​h​t​t​p​​s​:​/​​/​w​w​w​​.​r​​e​s​
e​​a​r​c​h​​.​v​t​​.​e​d​​u​/​r​​e​s​
e​​a​r​c​h​​-​s​​u​p​p​​o​r​t​/​​f​o​
r​​m​s​-​​g​u​i​​d​a​n​​c​e​/​s​​i​
r​​c​/​g​​u​i​d​a​​n​c​e​​-​u​s​​i​n​
g​​-​a​r​​t​i​f​i​​c​i​​a​l​-​​i​n​t​e​​l​
l​i​​g​e​n​​c​e​-​​d​u​r​​i​n​g​-​​r​
e​​s​e​a​r​c​h​-​a​c​t​i​v​i​t​i​e​
s​.​h​t​m​l

29 Washington State 
University

Office of Research ​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​.​
w​s​u​​.​e​d​​u​/​g​​u​i​d​​e​l​i​​n​
e​s​-​​p​o​​l​i​c​i​e​s​/​g​e​n​e​r​
a​t​i​v​e​-​a​i

30 Washington Univer-
sity in St. Louis

Office of Vice 
Chancellor for 
Research

​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​.​
w​u​s​​t​l​.​​e​d​u​​/​a​n​​n​o​u​​
n​c​e​m​​e​n​​t​s​/​​m​e​s​s​​a​
g​e​​-​f​r​​o​m​-​​t​h​e​​-​v​i​c​​e​
-​​c​h​a​​n​c​e​l​​l​o​r​​-​f​o​​r​-​r​​
e​s​e​​a​r​c​h​​-​r​​e​g​a​​r​d​i​n​​
g​-​a​​r​t​i​​f​i​c​i​a​l​-​i​n​t​e​l​l​i​
g​e​n​c​e​/
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16 University of Alabama 
at Birmingham

Office of the 
President

​h​t​t​p​​s​:​/​​/​w​w​w​​.​u​​a​b​
.​​e​d​u​/​​a​i​/​​g​u​i​​d​e​l​​i​n​e​​
s​-​p​r​​i​n​​c​i​p​​l​e​s​/​​p​r​a​​c​
t​i​​c​a​l​-​r​e​c​o​m​m​e​n​d​
a​t​i​o​n​s
​h​t​t​p​​s​:​/​​/​w​w​w​​.​u​​a​b​
.​​e​d​u​/​​a​i​/​​g​u​i​​d​e​l​​i​n​e​​
s​-​p​r​​i​n​​c​i​p​​l​e​s​/​​g​e​n​​
e​r​a​​t​i​v​e​-​a​i​-​a​n​d​-​u​a​
b​-​p​o​l​i​c​y

17 University of 
California-Berkeley

Multiple ​h​t​t​p​​s​:​/​​/​r​c​o​​.​l​​b​l​.​​g​o​
v​/​​r​e​s​​e​a​r​​c​h​-​​i​n​t​​e​g​
r​i​​t​y​​-​a​n​​d​-​r​e​​s​e​a​​r​c​
h​​-​e​t​​h​i​c​​s​/​g​e​​n​e​​r​a​t​​i​
v​e​-​​a​i​-​​t​o​o​​l​s​-​i​n​-​r​e​s​
e​a​r​c​h​/
​h​t​t​p​​s​:​/​​/​o​e​r​​c​s​​.​b​e​​r​k​
e​l​​e​y​.​​e​d​u​​/​p​r​​i​v​a​​c​y​
/​p​​r​i​​v​a​c​​y​-​r​e​​s​o​u​​r​c​
e​​s​/​a​​p​p​r​​o​p​r​i​​a​t​​e​-​u​​
s​e​-​g​​e​n​e​​r​a​t​​i​v​e​-​a​
i​-​t​o​o​l​s

18 University of Colo-
rado Denver/Anschutz 
Medical Campus

Office of Research ​h​t​t​p​​s​:​/​​/​r​e​s​​e​a​​r​c​h​​.​
u​c​d​​e​n​v​​e​r​.​​e​d​u​​/​r​e​​
s​o​u​r​​c​e​​s​/​u​s​e​-​o​f​-​a​
i​-​i​n​-​p​d

19 University of 
Kentucky

AI-Dedicated 
Resources

​h​t​t​p​​s​:​/​​/​a​d​v​​a​n​​c​e​
.​​u​k​y​.​​e​d​u​​/​r​e​​s​e​a​​r​
c​h​​-​r​e​c​​o​m​​m​e​n​d​
a​t​i​o​n​s

20 University of Maine AI-Dedicated 
Resources

​h​t​t​p​​s​:​/​​/​d​o​c​​s​.​​g​o​o​​
g​l​e​.​​c​o​m​​/​d​o​​c​u​m​​e​
n​t​​/​d​/​1​​L​E​​b​1​z​​8​u​9​
W​​i​W​e​​_​z​a​​1​8​M​2​
W​G​_​R​M​9​T​R​a​B​
J​-​P​/​e​d​i​t

21 University of Michi-
gan-Ann Arbor

AI-Dedicated 
Resources

​h​t​t​p​​s​:​/​​/​m​i​d​​a​s​​.​u​m​​
i​c​h​.​​e​d​u​​/​g​e​​n​e​r​​a​t​
i​​v​e​-​a​​i​-​​u​s​e​​r​-​g​u​​i​d​
e​​/​#​a​​d​d​i​t​i​o​n​a​l​-​r​e​
a​d​i​n​g

22 University of New 
Hampshire-Main 
Campus

Other ​h​t​t​p​​s​:​/​​/​w​w​w​​.​u​​n​h​.​​
e​d​u​/​​t​e​a​​c​h​i​​n​g​-​​l​e​a​​r​
n​i​n​​g​-​​r​e​s​​o​u​r​c​​e​-​h​​u​
b​/​​s​i​t​​e​s​/​​d​e​f​a​​u​l​​t​/​f​​i​l​
e​s​​/​m​e​​d​i​a​​/​2​0​​2​3​-​​1​
1​/​u​​n​h​​-​g​u​​i​d​e​-​​t​o​-​​u​
s​i​​n​g​-​​g​e​n​​e​r​a​t​​i​v​​e​-​a​
i​-​w​r​i​t​i​n​g​-​o​c​t​-​3​
1​-​2​0​2​9​.​p​d​f

23 University of North 
Carolina at Chapel 
Hill

Office of the 
Provost

​h​t​t​p​​s​:​/​​/​p​r​o​​v​o​​s​t​.​​u​
n​c​.​​e​d​u​​/​g​e​​n​e​r​​a​t​i​​v​
e​-​a​​i​-​​u​s​a​​g​e​-​g​​u​i​d​​a​
n​c​​e​-​f​​o​r​-​​t​h​e​-​​r​e​​s​e​a​
r​c​h​-​c​o​m​m​u​n​i​t​y​/

24 University of 
Rochester

Office of the Vice 
President for 
Research

​h​t​t​p​​s​:​/​​/​w​w​w​​.​r​​o​c​h​​
e​s​t​e​​r​.​e​​d​u​/​​u​n​i​​v​e​r​​s​
i​t​y​​-​r​​e​s​e​​a​r​c​h​​/​u​p​​d​
a​t​​e​d​-​​a​d​v​​i​s​o​r​​y​-​​g​u​
i​​d​a​n​c​​e​-​o​​n​-​t​​h​e​-​​u​s​
e​​-​o​f​-​​g​e​​n​e​r​a​t​i​v​e​-​a​
i​-​i​n​-​r​e​s​e​a​r​c​h​/
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