PHYSICAL REVIEW B 110, 245132 (2024)

Editors’ Suggestion

Spectral density and sum rules for second-order response functions

Barry Bradlyn®!?"* and Peter Abbamonte ®'3
' Department of Physics, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA

2Anthony J. Leggett Institute for Condensed Matter Theory, University of lllinois at Urbana-Champaign, Urbana, Illinois 61801, USA

3Materials Research Laboratory, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA

® (Received 29 April 2024; revised 20 November 2024; accepted 25 November 2024; published 18 December 2024)

Sum rules for linear response functions give powerful and experimentally relevant relations between frequency
moments of response functions and ground-state properties. In particular, renewed interest has been drawn to
optical conductivity and density-density sum rules and their connection to quantum geometry in topological
materials. At the same time, recent studies have also illustrated the connection between quantum geometry
and second-order nonlinear response functions in quantum materials, motivating the search for exact sum rules
for second-order response that can provide experimental probes and theoretical constraints for geometry and
topology in these systems. Here, we begin to address these questions by developing a general formalism for
deriving sum rules for second-order response functions. Using generalized Kramers-Kronig relations, we show
that the second-order Kubo formula can be expressed in terms of a spectral density that is a sum of Dirac delta
functions in frequency. We show that moments of the spectral density can be expressed in terms of averages of
equal-time commutators, yielding a family of generalized sum rules; furthermore, these sum rules constrain the
large-frequency asymptotic behavior of the second-harmonic generation rate. We apply our formalism to study
generalized f-sum rules for the second-order density-density response function and the longitudinal nonlinear
conductivity. We show that for noninteracting electrons in solids, the generalized f-sum rule can be written
entirely in terms of matrix elements of the Bloch Hamiltonian. Finally, we derive a family of sum rules for
rectification response, determining the large-frequency asymptotic behavior of the time-independent response to

a harmonic perturbation.
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I. INTRODUCTION

Sum rules for response functions represent some of the
few exact results in many-body physics [1,2]. They are of
profound fundamental importance, and are critical for in-
terpreting spectroscopy experiments where they are used to
calibrate the absolute scale of measurements [3-5]. The best
known sum rule, known as the f-sum rule, relates the total
electron density in a solid to the absorption probability of
light, placing rigorous constraints on optical properties of
materials. Furthermore, the f-sum rule is of practical utility to
experimentalists when it comes to extrapolating the frequency
dependence of measured response functions [6]. The related
conductivity sum rule analogously determines the frequency
of plasma oscillations in terms of the frequency-integrated
AC susceptibility of a solid. Via Kramers-Kronig relations,
sum rules also tell us about the large-frequency behavior of
response functions [1,7,8]. These linear sum rules provide cru-
cial self-consistency checks on experimental measurements
of optical constants, as well as allow for the comparison
of measurements using different techniques and in differ-
ent frequency ranges, enabling the compilation of composite
datasets of optical properties [9].
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Recently, attention has been paid to sum rules derived for
more general moments of the conductivity tensor. In partic-
ular, Ref. [10] derived a sum rule relating the first negative
moment of the optical (AC) conductivity tensor to polarization
fluctuations in the ground state of a many body system. For
noninteracting insulators, the polarization fluctuations can be
expressed in terms of the quantum geometry of the occu-
pied electronic states via the Fubini-Study metric, which has
proved important in determining the superfluid weight in flat-
band systems [11]. More generally, for interacting systems the
polarization fluctuation sum rule can be expressed in terms
of the “quantum weight” that generalizes the Fubini-Study
metric to interacting systems [10,12]. The connection between
sum rules and quantum geometry has brought renewed inter-
est to the study of linear response functions.

However, outside of specialized applications to nonlin-
ear optics [13—17], the main focus of study has been sum
rules for linear response functions. Notable exceptions are
Refs. [18,19], which considered a family of nonlinear con-
ductivity sum rules derived from the instantaneous current
response to an applied (spatially uniform) electric field, as
well as Ref. [20], which derives a sum rule for the non-
linear Hall conductivity. However, the resurgence of interest
in nonlinear—and in particular second-order—response func-
tions in the study of topological materials [21-30] motivates
the study of nonlinear sum rules more systematically. For
instance, Ref. [23] has shown that the nonlinear conductivity
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of quantum systems is connected to the Riemannian geometry
of quantum states. Sum rules for nonlinear response func-
tions could thus place important constraints on, and provide
experimental probes for, quantum geometry in insulators.
They would also enable experimenters to properly calibrate
nonlinear spectroscopy measurements in the same manner
customary for linear spectroscopies.

In this paper, we will take the first steps towards address-
ing these questions by studying sum rules for second-order
response functions. We will ultimately derive a set of sum
rules for second-harmonic generation response of a system
to general perturbation. First, in Sec. II we will review the
Kubo formula for second-order response functions. We will
introduce a representation for the response function in terms
of a spectral density, generalizing the Kramers-Kronig rela-
tions of linear response theory. Next, in Sec. III we will show
that frequency moments of the spectral density determine the
large-frequency behavior of the second-order response func-
tion. Furthermore, we will show that these frequency moments
can be expressed in terms of averages of equal-time commu-
tators, thus furnishing a set of second-order sum rules. We
will show that by focusing on second-harmonic generation
response, we arrive at a sum rule relevant to experiments. In
Sec. IV we will specialize to consider the second-order den-
sity response function Xﬁ,), which quantifies the response of
the local charge density p(r) to a scalar potential perturbation
at second order. Applying our sum rules to xS?) allows us to
derive a generalization of the f-sum rule relevant to nonlinear
spectroscopy. This sum rule could enable determination of
absolute cross sections for nonlinear optical processes such
as second-harmonic generation, parametric down conversion,
or optical rectification. As an example of our formalism, in
Sec. V we evaluate our nonlinear f-sum rule for a system
of free fermions in a periodic potential. By exploiting charge
conservation, we show in Sec. VI that our nonlinear f-sum
rule also implies a sum rule for the longitudinal component
of the nonlinear conductivity tensor, applicable to optical
experiments. Finally, in Sec. VII we turn our attention to
second-order rectification, the time-independent response to
a harmonic perturbation. We show that for operators that can
be written as time derivatives (such as the uniform current,
which is the time derivative of the position operator), the
large-frequency asymptotic behavior of the rectification re-
sponse is determined by a family of sum rules We conclude
in Sec. IX with a discussion of potential experimental and
theoretical applications.

For notational convenience, we will work in units where
h = c¢ = e = 1. Additionally, for integrals over the domain
(—o00, 00) we will leave the limits of integration implicit.

II. SECOND-ORDER RESPONSE
AND THE SPECTRAL DENSITY

Our setting for studying nonlinear response is a system
with unperturbed Hamiltonian Hj, coupled to an external
field. We model the coupling to the external field by the
perturbing Hamiltonian

Hi(t) = e“ f(t)B, ey

where f(¢) is the amplitude of the externally applied field, B
is the operator to which the field couples, and € is a small
positive infinitesimal that we will take to zero at the end of
any calculation (it ensures that the perturbation goes to zero
infinitely far in the past). We will be interested in how the av-
erage (A)(¢) of some observable A depends on the perturbation
f(t). We can expand in powers of f(¢) to write

(A)(@) = (A)o + (A @) + 8> (A) D) + -+, @

where (A) is the unperturbed average of A, and §"(A)(¢) is the
correction to the average of A to nth order in the perturbation
f. The linear response §(A)(¢) can be expressed using the
standard Kubo formula, which we rederive for completeness
in Appendix B. Going to one higher order in perturbation
theory, we can write the second-order response 82(A)(z) in
terms of a nonlinear response function Xﬁ;, defined via the
constitutive relation

82(AY(t) = / dr'dt"xJ @ =1/, t =t @) (3)

As derived in Appendix B, we can take the Fourier transform
of Eq. (3) to find

82 (A)(w) = /da)lda)za(w — w1 — o)1y

x (o1, @) f(01)f(@2), “

where

Xip (@1, @) = —/ du/ dv([[A(u+v), B(v)], B(O)])o
0 0

X eia)rrzueiw;u , (5)

and where we have introduced the shorthand

a)fr = wy + i€,

0 = w + i,
+ ot +
o), =w +w;. (6)

Equation (5) is the second-order generalization of the Kubo
formula. Equivalent expressions appeared in the literature as
early as Ref. [2], and equivalent formulas have been widely
applied more recently to the study of electromagnetic re-
sponse functions [17-19,23,24,31,32]. Here, we rewrite the
nonlinear Kubo formula more generally, and in terms of time
variables u and v that makes causality manifest: Note that in
Eq. (5) A(u + v) is evaluated at a later time than B(v), which
itself is evaluated at a later time than B(0).

Note, importantly, that the function Xﬁ;(a)l, wy) 1s not
itself a direct experimental observable. This is because the
perturbing fields on the right-hand side of Eq. (4) are symmet-
ric under the interchange of integration variables w; <> w;.
The response function computed from an experimental mea-
surement of 82(A)(w) is thus not Xﬁ;) (w1, wy) but instead

25 @1, 02) = L (x5 (@1, @) + x5 (@, 01). (D)

With this in mind, we will use Eq. (5) for deriving general
properties of the response function, and will explicitly sym-
metrize using Eq. (7) before presenting physically meaningful
results.
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As we discuss in Appendix B, causality implies that both
Xf‘?(wl, w;) and )_(223)(601, wy) are analytic functions in the
upper half w; and w, planes. As such, we can express
x/(m) (w1, wy) as an integral over a spectral density. By using
the Fourier representation of the step function [see Eq. (A9)],
we can write

1 VRGN
Xh @ o) = — / dadp—2as (> P ®)

(@ —oH))(B—w))
The spectral density X;(\?N (ae, B) is given as the Fourier trans-
formed correlation function
M 1 .
Xis (@ B) = / dudv([[Au+ v), B(v)]. BO)])e" "+,
)

Equation (9) is the first main result of this paper. Note

that X/(;ZB)H(% B) is the Fourier transform of the correlation

J

function appearing in the time-domain expression (B13) of the
nonlinear response functions. Thus, the spectral density also
has the interpretation of an instantaneous response function, in
analogy with the spectral density for linear response functions
[18,33]. Additionally, similar to the spectral density for linear
response functions [see Eq. (A12) in Appendix A], we can
write Xﬁ;ﬂ (a, B) in the Lehmann representation as a weighted
sum of Dirac delta functions. We consider a ground-state

stationary density matrix of the form

po =Y palmnl, (10)

where |n) is a complete set of eigenstates of the unperturbed
Hamiltonian H, with energy E,, each occupied with prob-
ability p,. Inserting complete sets of states in Eq. (9) and
evaluating the average we find

X (. By =7 [(LIA|n)(n|Blm)(m|B|€)8(e + E¢ — E))S(B + Ev — En)(pe — Pm)

nmt

+ (€|B|n)(n|B|m)(m|A[£)S(cx + E\ — E¢)S(B + Ey — E¢)(pe — pa)l- an

The spectral representation Eq. (8) further allows us
to derive generalized Kramers-Kronig relations for the
second-order response function. Using the Plemelj formula
[see Eq. (A13)] to rewrite the denominators in Eq. (8) and
exploiting the analyticity of xﬁ;(wl, w») in the upper half w;
and w; planes yields the decomposition

D1, 1) = x N (w12, 02) + ix D012, w2),  (12)
where we have defined

o
x5 (a, B)

_ @
@—n(—y

13)

1 Xip @) | xig (@)
Xip*(e.y) = —P f da[ A2 24D . (4)

o—Xx a—y

1
Xf(é)’l(x,y) = ?P/dadﬁ

and used P to denote the Cauchy principal value. Symmetriz-
ing Egs. (13) and (14) using Eq. (7), we can write for the
physical response function

_@ _@) ()2
F (w1, ) = 75 (@1, 02) + x5 (w1, @) (15)

with

_o. 2, M1
155 (w1, @) = %(Xfm) N, o1) + 1\ (@12, @2)), (16)

23 @1, 02) = (0D (@12, 01) + x5 (@i, ). (17)

Unfortunately, unlike in the linear Kramers-Kronig
relation, neither Xf\?’l(wlz, wy) nor Xf\?’z(a)lz, wy) are pro-

portional to the spectral density Xf(é)”(wn, ®;), meaning that

(

direct measurement of the nonlinear spectral den-
sity X{fé)”(a, B) is not straightforward. Nevertheless,
X/(lzB)’l(wlz,wz) and X/ng)’z(wlz,wz) still form a Hilbert
transform pair, generalizing the linear Kramers-Kronig
relations. In particular,

1 @2,
Xap (e y) = ;P/daw

o — X
1 (2),2 ,

_ —P/da—XAB @) (18)
T a—y

(2),1

1 Xag (@,y)
Xag @ y)=——P f da =42
T o —X

1 (2),1 ,
— __Pfdaw_ (19)
b4

Similar generalized Kramers-Kronig relations have been
previously obtained in, e.g. Refs. [13—16], although the con-
nection with the spectral density was not emphasized in those
studies. Note that, because these relationships do not directly
involve the absorptive and reactive parts of the response, they
cannot be applied to nonlinear spectroscopic data in the same,
straightforward way that the usual Kramers-Kronig relations
can be applied to linear spectroscopies. However, they could
be implemented in an iterative, self-consistent scheme to ac-
complish the same purpose.

Although the second-order spectral density Eq. (8) is
not directly measurable through absorption, it can still be
probed experimentally through the high-frequency behavior
of the response function. In particular, we will see now
that the high-frequency asymptotic decay of ¥ ®(w, w) is
determined by frequency moments of the spectral density
x® (e, B).
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III. ASYMPTOTICS AND SUM RULES FOR
SECOND-HARMONIC GENERATION

One main utility of the spectral representation Eq. (8) is
that it allows us to derive sum rules for the large-frequency
asymptotic behavior of ¥ ® (w1, w,). Formally, we can expand
Eq. (8) in the limit of large w; and w, of the same sign and,
after symmetrizing under the exchange of w; <> w, [as per
Eq. (7)] we obtain the asymptotic expansion

1@ (w1 — 00, wy — 00)

" 1

2 n+1
2 n,m=0 (CL)] + 0)2)

1 1 p
X (a)’]’“’] + W) /dadﬁ[a”ﬁmxlg? (a,,B)].
(20

Since this asymptotic expansion only holds for both w; and w;
large, its physical significance is somewhat obscure. However,
we can apply Eq. (20) to the case of second-harmonic genera-
tion w; = w; = w. We define the second-harmonic generation
response function

X6 () = 1P (w, 0) = xP (0, w), 1)

which determines the leading-order contribution to the 2w
Fourier component of (A) in response to a harmonic drive
f(w) at frequency w via

(A)2w) = i (@)L f(@)* + O(fH). (22)

Setting w; = w, = w in the asymptotic expansion Eq. (20),
we find that the second-harmonic generation response at large
frequency is given by

SHG o Vi
T — 00) ~ y | Lo, (23)
N=0

where we have defined the weighted moments vf(;;) as

N—m
vy = ZZ f dadﬂ() B x Y (@, B).  (24)

We thus see that the moments v{ of the nonlinear spec-
tral density X(z) (e, B) determine the asymptotic decay of
the second-harmonic generation response at large frequency.
Furthermore, since X;?N(a, B) is given in Eq. (9) as the
Fourier transform of a correlation function, we can express
the moments v( ) in terms of equal time correlation functions.

For concreteness we can evaluate the first three moments
N =0, I and 2 explicitly. From Eqgs. (23) and (9) we find

vy = — / dadBx) (@, B) = ([[A, Bl, Bl)o. (25

Similarly, for v, we find

1 o "
Vs = 3 / dadﬁ(; + ﬂ)xﬁ? (@ B)

= ([io:[A, B], Bl)o + 5 ([[latA B], Bl)o.  (26)

Finally, for v/(jg) we have

ﬁ;——/dadﬁ< Ny f)x/i? o p)

1
~([3714. B1. B}, — S ([:[8.4, B], Bl)o

~ ;{[52. 8]. 8], e

Equations (25)—(27) relate the frequency moments of the
spectral density Xf\?” to ground-state averages of commutators
of A, B, and their time derivatives. They are nonlinear gener-
alizations of the standard sum rules for the linear response
coefficients introduced in Refs. [1,2], and reviewed in Ap-
pendix A. Comparing with the time-domain expression for the
nonlinear response function [i.e., Eq. (B13) and the integrand
in Eq. (5)], we see that the averages appearing in the sum
rule correspond to a gradient expansion of the time-domain
response near # = v = (), sometimes called the instantaneous
response function [19,33].

We see that the sum rules constrain the large-frequency
behavior of the second-harmonic generation response via
Eq. (23), which can be measured via nonlinear spectroscopic
techniques. Furthermore, the sum rules and asymptotic expan-
sions derived here make no assumptions on the unperturbed
Hamiltonian other than that it conserves energy, and that av-
erages are taken in a state described by a stationary density
matrix. In particular, the asymptotic expansion Eq. (23) and
the sum rules Eqgs. (25)—(27) (as well as their generalization
to higher moments) hold for arbitrary interacting many-body
systems. In the next section, we will apply this formalism to
analyze the response of the electronic charge density pq to the
scalar electric potential ¢q (7).

IV. DENSITY RESPONSE AND THE SECOND-ORDER
f-SUM RULE

We will now study the implications of our nonlinear sum
rules Egs. (25)—(27) for second-order density response. We
consider the response of the charge density operator

A=pq (28)

to a scalar electric potential perturbation

Hi =) ¢q()p—g, (29)
q

where ¢4(?) is that (spatial) Fourier transform of the electric
potential. Following our derivation of the nonlinear response
function in Appendix B, we can define the second-order
density-density response function X/(,%)(a)l, qi, w2, Q) via

2(og)@) = / dordwnx @ (@, a1, @3, @)

q1.92

X 8(q — q12)8(@ — w12) fq, (1) fg, (@2), (30)
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where the nonlinear Kubo formula gives
o [ee]
X anona) = [ du [ dullipg et
0 0

P—qi ()], Py (0)])oe™2"e ¥, (31)
and we have introduced
qi2 =q; +q2 (32)

by analogy with Eq. (6). As in the general case Eq. (7), the
experimentally measurable response function is not directly
x5 (@1, q1, @2, q2), but is instead the symmetrized

X521, q1, 02, @) = 3 (x5 (@1, Q1. 02, Q)

+ X0, .o, q).  (33)

Following the logic of Eq. (8), we can introduce a spectral
representation

X2 (@, q1, B, @)
- a)lz)(ﬂ w, )
(34)

X/(j;)(wlv (IIsCUL (I2)— /d ﬁ(

with the spectral density x'2" (e, qi, B, qz) defined as the
Fourier transform

/! 1
Xop (@ a1, B, @) = 7 f dudv([[pq,, ( + V), p—q, (V)],

P—q, (0)])ge @A), (35)

Let us now consider second-harmonic generation response
w] = wy = w to apply our sum rules Egs. (23)-(27). To be-
gin, we can define the second-harmonic generation response
function

XonC (@, qr, @) = X5 (@, 1, o, @)
2

= (X/(m)

+ x5 (@, @, o, q)). (36)

We can expand the spectral density representation Eq. (34)
to obtain an asymptotic series for X%IG(Q) — 00, (1, (2) in
the limit of large w. In analogy with Eq. (23) for the general
response function, we find

(0, q1, 0, Q)

SHG = 1)(N)q ot V(N)q q
= ~ PP-q1,q2 PP,q2,q1
AohG(w — 00, q1, q2) ~ Y yWEE . (37
N=0
where the moments vf)’;f?q], o, are defined via
N—m
(N) m
aw= s> [ duas(3) s
m=0
x X2 (. q1. B. Q). (38)
0)
For the zeroth moment v oo.qn.q WE find
0 2
])/()P),(Il,qz = _fdadﬁX( 4 (av qla /87 q2)

([[IO(]IZ’ p—(h]v p—qz])()
=0, 39)

since all Fourier components of the density operator are mu-

tually commuting. For the first moment vl(,lp) . We find from
41,492

Eq. (26) that

2
”/()lp),ql,qz = _/d“dﬂ( +,3>X( (a, q1, B, q2)

1
= 5[l pu. o] a2 ]l (40)

where we have again made use of the fact that density opera-
tors have vanishing equal-time commutators.

We can additionally use charge conservation to reexpress
Eq. (40) in terms of a variation of the unperturbed Hamilto-
nian H, with respect to the electromagnetic vector potential.
As we review in Appendix A 2, conservation of charge along
with the canonical commutation relations imply that for any
operator O,

, (41)

where Oy is the operator O minimally coupled to the external
vector potential Aq. We find

(D _ l(q“)(q”)(q’\) 53—H 42)
po a2 — o \112)\T1J\T2 SAliqlzsA(‘il(gAéz

0lA—0

The third variation of the Hamiltonian with respect to the
vector potential gives the generalized diamagnetic current, de-
scribing corrections to the current operator that are quadratic
in the vector potential. These are sometimes known as “three
photon vertices” [32]. As shown in Ref. [34], the right-hand
side of Eq. (42) can be evaluated as a nested commutator
between the position operator and the ordinary (paramagnetic)
current operator.

Combining Eqgs. (39) and (42), we see that the second-
harmonic generation response function satisfies

lim w XSHG (w,

w—> 00

I , 53 H
= Z(ﬂlﬁ)(%)(ﬂﬁ)<m>o

—qi2 92

qi, q2)

(43)

A—0

Equations (42) and (43) give the first generalization of the
linear f-sum rule [see Eq. (A32)] to the second-order density
response, and are a main result of this paper.

However, for nonrelativistic systems, the Hamiltonian is at
most quadratic in momentum and interactions are momentum
independent. We can write a general nonrelativistic Hamilto-
nian as

e =YL G- @xa+ven

i

+3 U —x), (44)

i#]
where i, j index particles in the system, m is the electron mass,
V is an external potential, X is the spin-orbit potential, & is
a vector of Pauli matrices acting on the electron spins, and
U is a pair interaction. Minimally coupling H, ;. to a vector
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potential via p; — p; — A(X;) produces terms of at-most
quadratic order in the vector potential A. As such, we have

8 b =0 (45)
SA" ,8AL 8AL |40 ‘
= 2 [ dads (S +57+

Thus, for systems governed by nonrelativistic Hamiltonians
of the form of Eq. (44), Vf;lp),q,,qz vanishes identically, and we
need to go to the second moment to obtain a nontrivial sum
rule and nonzero asymptotic expansion.

i (2)
Turning to v, ), o, We have

ap
5 )x;? (@, q1. B. @)

2([ [3tpqlz’:0 ql] p*q2]>0+<[[8t2'0q12’10*q1]’p*q2]>0

=3{[0.[0Pans 0] P-aslly +

Equation (46) is general, and requires no assumptions on the
form of the Hamiltonian. However, for nonrelativistic systems
we can simplify it further by making use of Eqgs. (41) and
(44) to find that for nonrelativistic systems the density algebra
satisfies

q-q
[0:pq: Pq] = nr. I—— Pg+q'- 47
By using the Jacobi identity to rewrite the second term in
Eq. (46) solely in terms of commutators of the density with
time derivatives of the density, we find that in the nonrela-
tivistic limit
3iqi2 - qq
Vipana: e g {0Pg p-ax Do

([[8110 qpp qz] aquu])

»—A.I;|>—A

4 ([[aflolhz’ Io—qz]a 3;,0_q1])o

g - Bailga® + qi2(q) - @) + @olqu )] 48)
- 4m? ’

where 77 = (py)o is the average charge density in equilibrium.

Substituting Eq. (48) into our asymptotic expansion
Eq. (37), we see that, in the nonrelativistic limit, the
second-harmonic generation response at large frequency is
asymptotically given by

XonG(w — 00, q1, )

l
~n.r. W(4Iq1|2lqzlz —4(qq - (IZ)Z

+3q; - Qlq2?) + O(@™). (49)

Finally, note that for a harmonic perturbation, fq has only two
nonvanishing Fourier components at q = %qy. In this case,
the relevant moments are

V2 (qo. —qo) —nr. 0 (50)
and
3|qol*7
v (@0 @) >ar =3 (51)

4
([[at'OQIZ’ alp_ql]’ p_q2]>0' (46)
4
[
and hence
Ton (@ — 00, qo, —qo) ~nr. 0, (52)
_ 31| qo|*
SHG
Xpp (@ — 00,0, qo) ~n.r. et (53)

Note that X;?G(w, qo, —qo) determines the second-order re-
sponse

8 (p0) 2w) = 51 (@, Qo, —Q0) fao (@) fqy(@).  (54)

In fact, 755 (@, o, —qo) is identically zero for systems with
particle number conservation, since in that case the q =0
Fourier component of the density operator is time indepen-
dent, so the commutator in Eq. (9) vanishes.

Similarly, X "G (w, qo, qo) determines the second-order re-
sponse

8%(p2g,) 20) = o8 (@, Q0. Qo) fgo (@) fgo (@) (55)

Thus, the nonrelativistic sum rules Egs. (51) and (53) con-
strain the large-frequency asymptotic response of the density
Fourier component {024,)(2w) in the limit of large frequency.
These sum rules place important constraints on, and should
aid the interpretation of, the newest generation of nonlinear
X-ray optics experiments, which exploit second-order optical
effects at large momenta and have potential new applications
in surface science, low-dimensional transport, and multidi-
mensional spectroscopies involving core levels [35,36].

V. EXAMPLE: DENSITY RESPONSE FOR FREE
FERMIONS IN A CRYSTAL

We will now see how our density response sum rules
constrain the properties of noninteracting electrons in solids.
We consider an unperturbed Hamiltonian H, with discrete
translation symmetry consisting solely of one-particle terms.
We can label the single-particle eigenstates |,x) of Hy by
their crystal momentum Kk in the first Brillouin zone, such that

Ho| k) = €ukl|¥nk)- (56)

It will be computationally convenient to recast Eq. (56) in
terms of the cell-periodic functions

i) = ¢ [P, (57)
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where x is the single-particle position operator. Introducing
the Bloch Hamiltonian

Hk — e—ik~xHOeik-x’ (58)
we have

Hk'”nk) = enkl"tnk>~ (59)

We will normalize the |u,x) over a single unit cell. Introducing
creation and annihilation operators czk, cnk corresponding to
the states |v,k), we can write the Hamiltonian H; in second
quantization as

HO = Zenkcikcnk- (60)
nk

Similarly, the density operator in second quantization is
given by

Pa =Y (tnkltmic 1)l Crkcta- (61)
nmk
where the overlap between cell-periodic functions is defined
as an integral over one unit cell.

For a free-fermion ground state, we can directly evalu-
ate the spectral density Eq. (9) for the second-order density
response function as a sum of density operator matrix
elements times Fermi-Dirac distribution functions, using
Eq. (11). The expression is exact, but unwieldy. On the other
hand, we can use Eqgs. (60) and (61) along with canonical
anticommutation relations to derive a simple exact expression
for the nonlinear sum rule Eq. (40). To do so, we first use the
equations of motion to rewrite Eq. (40) as

U/(JR(]I,Qz = _%<[[[H’ '0‘112]’ p—(ll]’ p—‘l2])0' (62)

To evaluate the nested commutators, we can make use of the
following relation: Given any single-body operator

By =" (ttnk|Bu.qlthnk+q)ChpCrtra- (63)
knm
we can use the canonical anticommutation relations to find
[By. pg]l =D (tnc|Biq — Bisqaltmkiqiq)-  (64)
knm

Making extensive use of Eq. (64) to evaluate the nested com-
mutators in Eq. (62), we find that

[[[H pqlz]’ P—qn]’ P—qz]

= chkcmk<*| * |unk>Hk—q|—q2 + Hk+q| + Hk+qz

nmk
- Hk+q|+q2 - kaql - Hk*(]] Uk - (65)

We can evaluate this average in a thermal ground state
with fixed temperature 7 and chemical potential p. Let fx
be the Fermi-Dirac distribution function evaluated at energy
€,x. Then we have

1
1
v;p),ql,qz = 2 ank<*| * k) Hkrqy+qp T Hi—q, T Hk—q,
nk

— Hx—q,—q, — Hx+q, — Hitq, Unk- (66)

Equation (66) expresses the first moment of the second-order
spectral density entirely in terms of matrix elements of the

Bloch Hamiltonian. For low-energy Wannier-based models of
condensed matter systems, Eq. (66) combined with Eq. (42)
shows that there is an effective second-order diamagnetic
current proportional to v(}) . Furthermore, we can use
the Karplus-Schwinger relation of Refs. [34,37] to rewrite
Eq. (66) in terms of derivatives of the Bloch Hamiltonian as

1 1 1 1
1 A
v,g/;,ql,qz:qlfqufq2§|:§ /odk/o d)w[o dXa fux
nk

3
9 Hk*)dhz+)»1(h+)u2(l2
X (k] k) u |,  (67)

dkrokvak*

which shows that the longitudinal component of the diamag-
netic current coincides with the longitudinal component of the
term in brackets in Eq. (67). This is consistent with the results
of Ref. [34].

VI. SECOND-ORDER CONDUCTIVITY SUM RULE

From charge conservation, it follows that the second-order
density response function X})%)(ql, o1, q2, ;) determines the
longitudinal components of the second-order conductivity
tensor, and hence our sum rules in Eqgs. (20) and (25)—(27)
for the density response imply longitudinal second-order con-
ductivity sum rules. To see this concretely, let us return to
the general formalism of Sec. II. We consider again a scalar
potential perturbation

Hi =) ¢q()p—q, (68)
q

and look at the response of the current operator jq. At second
order in the scalar potential, we have

RIAOEDY

q1,92
X 8(q — q12)8(® — w12)q, (W1)Pg, (@2), (69)

where the nonlinear Kubo formula gives

/ derdanx )" (@1, q1, @2, Q)

2),
Xj(-p) o1, q1, 02, q2)

= - fo du /O dv([[jg, ( +v), p—g, ()], P (O]},

it
X '@nt

eiw;v , (70)

However, from gauge invariance, we know that the current
cannot respond to the scalar potential directly, but only to
the electric field. In the gauge of Eq. (68) where the vector
potential is zero, the electric field is given by

Ey(1) = —iqgy(0). (71)

Defining the nonlinear conductivity oM (wy, qi, w2, q2) via
the constitutive relation

@) =Y [ dondawno™ (@n, Q1. w2, @)
q.9’

X 8(q — q12)8(@ — w)EL (0)EL (). (72)

We see that we can choose [38]

X" @1, s 0, @) = —g1 30" (@1, Q1 @2, ). (73)
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To progress further, we can contract x}i)'“ with ¢ and use

the continuity equation

iatpqlz = QIZ 'quz (74)

to relate o*"*(wy, q1, 2, qz) with the density response func-
tion x 7 (w1, q1, w2, q2) from Eq. (31). Inserting Eq. (74) into
Eq. (70) and integrating by parts we find

4291 50" (@1, Q1 2, @) = 0 x5 (@1, Q1L @2, Q).
(75)

Equation (75) relates the longitudinal second-order conduc-
tivity to the second-order density response function. Going
further, we can make use of the spectral representation Eq. (8)
to express the longitudinal second-order conductivity as

MmooV A __UvA
—4549, 950" (1, qu, 02, q2)

1 ax? (@, qi. B.q2)
= ) dedb wH)(B — wF) 7o
_ _i O‘[/‘/(av qi, ,3’ (IZ)
= nZ/dad’B(a—wE)(,B—wﬂ' (77)

We see then that the spectral density o, («, q;, 8, q2) for the
longitudinal second-order conduct1v1ty is given by —« times
the spectral density X(z) (o, q1, B, q2) for the second-order
density response functlon We can now follow the logic of
Sec. III to asymptotically expand Eq. (76) at large frequency
to deduce sum rules for the longitudinal conductivity. Fo-
cusing on the second-harmonic current w; = w,; = w at large
w and explicitly symmetrizing under q; <> ( to obtain the
physical response [we denote the symmetrization with an
overbar, extending the notation of Eq. (7)]

i Zoo Kare + Moy
- 2 2
qilLqul}qZO'lw (CL), qi, w, q2) ~ 1 4yN+2 : ’ (78)

N=0

(N)
q1.92

N N—m
1 o 1
Mo = pZ/d(xdﬂ(5> B"or (@, q1, B, q2)
m=0
N
=L Z/dotdﬂ @)’ ﬂ’"ax(z’ (@, q1, B, Q).
w2 = 2

where the moments u are defined as

(79)
In particular, we find that
Kare = 250 q1.q0 (80)
“illl)qz =2vg) Q. &1
where vl()lg a.q and v/(fp)q . are the moments defined in

Egs. (26) and (27), respectively. Equations (80) and (81) are
sum rules for the longitudinal second-order conductivity. In
particular, Eq. (26) shows that (", is proportional to the
average third derivative of the Hamiltonian with respect to the
vector potential. This is equivalent to the instantaneous sum
rule for the second-order conductivity derived in Ref. [18].
Our formalism extends this result beyond leading asymptotic

order in w, which is particularly important for nonrelativistic

systems in which v} = is identically zero. Finally, applied
to free-fermion systems, we see from Eqs. (66) and (67) that
the conductivity sum rule Eq. (80) can be written entirely in
terms of matrix elements of the Bloch Hamiltonian (or of its

third derivative).

VII. RECTIFICATION SUM RULE

Up to now, we have focused primarily on second-harmonic
generation response w; = w,. However, for response to real
harmonic perturbations at second order, there is also a recti-
fication response with w; = —w;,. The rectification response
determines the zero-frequency (time-independent) response
of the average (A)(w = 0) to the perturbation f(¢) at second
order; setting w = 0 in Eq. (4), we can defined the rectification
response x iy(w) via

A)(w=0) = /dwxfg(w)lf(w)lz, (82)

where we have used the fact that for real perturbations
f(—w) = f(w)*. Comparing with Eq. (4) we have that

xas(@) = L (X P (@, —0) + x (o, 0).  (83)

The spectral representation for the rectification response takes
a particularly simple form. Setting w; = —w; = w in the
spectral representation Eq. (8) and symmetrizing, we find

2y
iz/dadﬂ Bxas (@, B) ’

(a0 —2ie)(B? — (01)?)
which defines the rectification response in terms of an integral
of the spectral density.

Analogous to our treatment second-harmonic generation
response in Sec. III, we can use Eq. (84) to derive an asymp-
totic expansion for the rectification response in the limit of
large frequency |w| — oo. We find asymptotically that

(84)

Xip(@) =

(N)
Xag(@ = 00) ~ Z w2N+2’ (85)

where we have introduced the moments

2N+1,,(2)
o = - [ daapm—L 2D (5g)

o — 2ie

Note that, unlike our sum rule for second-harmonic genera-
tion, the moments g‘g) involve the negative first moment in
a of the spectral density. This is reminiscent of the sum rule
for polarization fluctuations introduced in Refs. [10,12,33]. In
general, the presence of a negative power of « hinders our
ability to simplify Eq. (86) using our definition Eq. (9) of the
spectral density. However, in the special case that A can be
written as a time derivative

A =i[Hy,C]=9,C (87)

of some operator C in the Heisenberg picture, we can combine
Egs. (86), (87), and (9) and integrate by parts to obtain

g = (=DY([[C. B, 92" *'B]),, (88)

where the time derivatives of B are evaluated in the Heisen-
berg picture as commutators with Hy. Note that from Eq. (87),
only the off-diagonal components of C (in the eigenbasis of
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Hp) determine Aj; to avoid ambiguities with integration by
parts, we take C to be off-diagonal in the unperturbed energy
eigenbasis. This is enforced by the i€ in the denominator of
Eq. (86), which can be seen by inserting Eq. (11) into Eq. (86).

Equations (85), (86), and (88) give a family of generalized
sum rules for the second-order rectification response. While
not directly applicable to density response (since pq cannot
in general be written as the time derivative of an operator),
our sum rule can be applied to the spatially uniform (q — 0)
conductivity, using the fact that the uniform current can be
written as the time derivative of the (off-diagonal matrix ele-
ments of the) position operator. Thus Egs. (85), (86), and (88)
extends the rectification sum rule of Refs. [20,39].

VIII. SUMMARY OF RESULTS

In this paper, we have examined the general theory of
second-order response functions. First, in Sec. II, we ex-
ploited causality to introduce a spectral density representation
of the second-order Kubo formula, generalizing the familiar
Kramers-Kronig relations from linear response theory. The
spectral representation Eq. (8) allowed us to express the large-
frequency asymptotics of the second-order response function
in terms of frequency moments of the spectral density. To
relate these moments to experimentally observable responses,
we focused on second-harmonic generation. By using our
explicit expression Eq. (9) for the spectral density to evalu-
ate the frequency moments, we showed how they could be
expressed in terms of averages of equal-time commutators.
These relations are generalized sum rules relating equal-time
averages, frequency moments of the spectral density, and
large-frequency asymptotics of the second-harmonic gener-
ation response. We can summarize the sum rules for the
second-order spectral density using its definition Eq. (9) and
repeated integration by parts via

1 .
= [ dadple 8 @ )]
= (i)V™M([8} [} A, B]. B]),. (89)

These moments are related to the large-frequency asymp-
totic behavior of the second-order response via Egs. (20) and
(23). We give explicit expressions for the first three terms in
the asymptotic expansion of the second-harmonic generation
response in Egs. (25)—(27), our method in Sec. I1I straightfor-
wardly extends to an infinite family of sum rules.

One should note the similarity between the sum rules in
Eq. (89) and the more familiar linear response sum rule

—% / dao xj5(a) = i¥([0)A, B]), ©0)

derived in Appendix A 1. Both the linear sum rules Eq. (90)
and the second-order sum rules Eq. (89) control the asymp-
totic decay of response functions.

Next, we specialize in Sec. IV to the experimentally
relevant case of second-order density response. Applying
our formalism to this case allowed us to derive nonlinear
generalizations of the linear f-sum rule. In particular, we
found in Eq. (42) that the leading-order behavior of the
second-harmonic density response at large frequency is

determined by the first moment of the spectral density; this
can be expressed via our sum rule as the average second-order
diamagnetic current (third derivative of the Hamiltonian with
respect to vector potential). For nonrelativistic systems, this
is identically zero and we have to go to next order to find
that our nonlinear sum rule relates the second moment of
the spectral density response to the average charge density in
equilibrium, in analogy with the linear f-sum rule. In partic-
ular, we found that the second-harmonic generation response
for nonrelativistic systems satisfies

_ 3ilq|*
Toom?

which should be compared with the linear f-sum rule for
nonrelativistic systems [see Eq. (A27)]

lim o*%5% . q. @) 1)

w—> 00

. n
Jim @ xpp(@, @) = lq* . 92)

Thus, as for linear response, we find that the high-frequency
behavior of the second-harmonic generation response is uni-
versal for nonrelativistic systems and proportional to the
ground-state average density.

Next, we applied our results to a system of noninteracting
electrons in a periodic potential in Sec. V, showing that the
leading-order sum rule can be expressed entirely in terms of
matrix elements of the Bloch Hamiltonian. Using charge con-
servation, we showed how our second-order density response
sum rules imply an infinite family of sum rules for the longi-
tudinal second-order conductivity, generalizing the results of
Ref. [18] to nonzero wavevector and to higher moments of the
conductivity. Finally, we examined the rectification response,
the zero-frequency response to a harmonic perturbation at
second order. We showed that for observables that can be
written as time derivatives of other operators, the rectification
response at large frequencies is determined by a set of sum
rules expressible as averages of equal-time commutators.

IX. OUTLOOK

Our paper has implications for future theoretical and exper-
imental studies on quantum materials. First, we reemphasize
that our spectral density and sum rules in Secs. II, III, 1V,
VI, and VII are valid for any (energy-conserving) quan-
tum system, and require no assumptions on the strength of
electron-electron interactions or on the form of the unper-
turbed Hamiltonian. As such, our sum rules are formally
exact, making them relevant to experiments on strongly cor-
related as well as band materials. The second-order density
response at large frequencies is directly accessible via non-
linear x-ray scattering, placing important constraints on such
measurements, and enabling experimenters to calibrate the
absolute scale of nonlinear cross sections in the same manner
as linear spectroscopies [3-5].

To emphasize the important role that sum rules play in
interpreting spectroscopic data, recall that linear sum rules
like the f-sum rule are essential for properly normalizing
scattering data [40,41]. Inelastic scattering intensity is, by
Fermi’s golden rule and the fluctuation dissipation theorem,
proportional to the linear spectral density x /’)/ ,(q, ). The pro-
portionality constant is determined from microscopic details
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of the coupling to the spectroscopic probe, be it electrons
in electron energy-loss spectroscopy, neutrons in a neutron
scattering experiment, or light in inelastic light scattering.
Because of this raw scattering intensity is given in unnormal-
ized arbitrary units and cannot be compared across different
experiments. Since the f-sum rule gives a universal relation
between the integrated structure factor to the ground-state
density, it can be used to normalize the data. Even more,
linear sum rules can be used as consistency relations that al-
low spectroscopic measurements in different frequency ranges
obtained with different techniques to be stitched together to
form composite datasets [9]. Our second-order sum rules and
Kramers-Kronig relations can provide experimentalists with
similar tools for normalizing second-harmonic generation re-
sponses and constructing broadband datasets of nonlinear
optical properties of solids.

Additionally, Refs. [42,43] showed that N-point density-
density correlation functions in a Fermi liquid are related to
multipartite entanglement and Fermi surface topology in the
ground state. Since these correlation functions appear in the
Fourier transform of X;()i)” in the time domain, the connection
between these studies and our sum rules is a fruitful area for
future theoretical exploration.

Furthermore, our general method in Secs. III and VII
can be applied to derive sum rules for the conductivity ten-
sor directly, rather than just its longitudinal components.
For optical response at zero wavevector, our formalism of
Sec. II can be applied directly using jo = i[Hy, X], where X
is the many-body position operator, provided care is taken
to also include the generalized diamagnetic conductivity
(see, e.g. the generalized current vertices in Refs. [32,34]).
In this way our approach can bridge the gap between the
Riemannian-geometric approach to nonlinear optical response
from Ref. [23] and sum-rule based constraints generalizing the
“quantum weight” of Refs. [10,12,33,44].

Finally, let us remark on the applicability of the sum
rules presented here to low-energy effective models, where
very high-energy degrees of freedom have been projected
out. In the context of such low-energy effective models, we
typically consider the response of operators projected into
the low-energy subspace (i.e. projected density operators),
and restrict frequency integrations in sum rules to the range
of some gap or cutoff scale. For effective models whose
low-energy subspace is spanned by ultralocalized Wannier
functions, we expect our response functions and sum rules to
hold in the form presented in Secs. III and IV. This is be-
cause the algebra of projected density operators is unmodified
provided all moments of the position operator in the Wannier
basis are diagonal, as is the case in the ultralocalized (or
tight-binding) limit [34,45,46]. However, in moiré and other
strongly interacting topological systems, we are often inter-
ested in projecting onto low-energy degrees of freedom with
delocalized Wannier functions, which is a situation in which
low-energy partial sum rules are known to break down [47].
In such cases, a full theory of projected response functions
is required. Preliminary study in this direction has focused
on the density algebra in fractional quantum Hall [48-50]
and Chern insulators [11,51,52]. Additionally, recent study
on linear sum rules in Ref. [53] has shown the importance
of the projected density operator on optical sum rules over

restricted frequency range. Using the tools we developed here,
the extension of these results to nonlinear response functions
can be undertaken.
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APPENDIX A: REVIEW OF LINEAR SUM RULES

In this Appendix, we review the derivation of the spectral
density and general sum rules for linear response functions.
We follow the approach of Refs. [1,7]. Suppose our system
of interest is governed by Hamiltonian Hj, and we apply a
time-dependent external field that couples to an operator B
via the perturbing Hamiltonian

H, = f(t)B. (A1)

We can then write the average of an operator A to linear order
in B as

8(A)(@) = (A)(1) — (A)o = /dt/XAB(t —1)f(t"), (A2

where (A)y = tr(Apy) indicates the average of A in the unper-
turbed equilibrium state py and xap(t —t') is known as the
linear response function. For the remainder of this paper we
will assume that the equilibrium density matrix py commutes
with Hy, and so is time independent. The linear response
function xap(t — t') is given by the Kubo formula as

xap(t —1") = —i®@ — ") ([A(t — 1), B(O)])o,

where ©(t — t’) is the Heaviside step function, and the time
evolution of operators is evaluated in the Heisenberg picture
with respect to the unperturbed Hamiltonian Hy. Assuming
that f(¢) goes to zero infinitely far in the past (such that the
system can be viewed as starting in the unperturbed ground
state att — —0o0), we can use the convolution theorem to take
the Fourier transform of Eq. (A2) to find

(A3)

3{A)(w) = /dtei””5<A)(t) = xap(w)f(w), (A4)
with
xap(w) = ling) —i/oodte[(‘”+i€)t<[A(t), B(0)I)o
€e— 0
=i /0 dte " ([A(t), B(O)])o. (A5)

In the second line of Eq. (AS5) we have introduced the short-
hand ™ = w + i€, where it is understood that the limite — 0
should be taken at the end of any calculation.

245132-10



SPECTRAL DENSITY AND SUM RULES FOR ...

PHYSICAL REVIEW B 110, 245132 (2024)

We now review some textbook properties of xaz(w), which
can be found in, e.g. Refs. [1,7,54]. First, note that the Heav-
iside function in Eq. (A3) enforces causality: the response
8(A)(¢) depends only on the value of the perturbing field at
earlier times ¢’ < t. Writing

1 e
ot 1) = - [ dogu@e ™, (a0
2

this implies that x4p(w) viewed as a function of complex
w, + iwp must be analytic in the upper half plane w;, > 0.
To see this, we can imagine evaluating the inverse Fourier
transform in Eq. (A6) via contour integration. For (t —t') < 0
we can close the contour in the upper half plane, since then the
exponential factor is decaying for large |w|. This is guaranteed
to give zero if there are no poles of x4p(w) in the upper half
plane. We can verify this directly from Eq. (A5) by inserting a
complete set of eigenstates {|n)} of Hy (with energies E,) into
the average. Taking the equilibrium density matrix to be given
by Eq. (10), we have

Xap(w) = —i / ¢ " pu((nlAlm)e =5 (m|Bn)

nm

— (n|B|m)(m|A|n)e"Fr—E") (A7)
Z ( (n|Alm)(m|B|n) <n|B|m><m|A|n>>
TP A T, —E) ot — (B —En)
(A8)

Equation (A8) is known as the spectral (or Lehmann) repre-
sentation of x4p(w). We see explicitly that the poles of y4p in
the complex w plane occur when w = E,, — E,, — i€ for every
pair of energies E, and E,,, and so are in the lower half plane
as required by causality.

Further exploiting the analytic properties of x4p(w) allows
us to introduce a spectral density and derive Kramers-Kronig
relations. We will take a somewhat unconventional path to
these results. First, we derive an expression for @(t)ei‘”“ ,
which appears in the integrand of Eq. (AS),

L 1
O)e”! = —,/da
2mi

To verify this relation, we can evaluate the integral using
contour integration in the complex « plane. When ¢ > 0, we
can choose to close the integration contour in the upper half
complex o plane (so that the exponential factor decays at
infinity), and so pick up the residue at the pole @ = w + ie.
On the other hand, when ¢t < 0, we must close the contour
in the lower half plane, yielding zero since the integrand is
analytic in the lower half plane. Using this relation, we can

write
1
(@) = — / dor
T

where yz(a) is known as the spectral density and given by

(A9)

o — ot

XAB(W)
a—ot’

(A10)

1 .
Xap(er) = —E/dle"”([f\(t), B(0)])o. (ALD)

By inserting a complete set of states as we did in deriving the
Lehmann representation Eq. (A8) of x4p, we can derive that

the spectral density is given by

Xapla) =7 Z(nlA|m>(m|B|n)5(Ot + Ey — En)(Pm — Pn)-

(A12)

We see that the spectral function is given by a weighted sum
of § functions. Note that when we consider response functions
with A = B, then x, is real valued. This is not true in general,
however.

Next, we can use the Plemelj formula

1 1
=P +ind(a — w)
o —wt o0 —w

(A13)

(where P denotes the Cauchy principal value) to derive several
useful properties of x4z and x,,. Inserting Eq. (A13) into
Eq. (A10) we find

an(@) = P / ’;*‘B( )y ixlp@)  (Ald)

= Xoa(@) + iy, (A15)

where we have defined x)z(w) as the Hilbert transform of
Xxap(®). When we consider response functions with A = B,
we have from Eq. (A15) that x, (w) is the real part of x4 (®),
and x, (w) is the imaginary part of x4 (w). For more general
response functions, this does not hold.

By exploiting the analyticity of x4p(®) in the upper half
plane, we also have that

1
0= [ da XAB(OZ).

Al6
2mi o —w” ( )

Using the Plemelj formula Eq. (A13) on the right-hand side
and comparing with Eqgs. (A14) and (A15) yields the Kramers-
Kronig relations

/ ()
Xap(@) = —P[ );AB_Z (A17)
Xip(@) = —%P / da—);//w_(z). (A18)

1. Sum rules

Using Eq. (A10) we can derive an asymptotic expansion
for xap(w — 00) in terms of moments of the spectral density
Xx4p(a). We can obtain an asymptotic expansion by taking
w — 00 and Taylor expanding the denominator in Eq. (A10).
We find

XAB(wﬁoo)N—/daZ — Xap(@)

l 1 n 4
~ Z ot [—;/daa XAB(a)j|
n=0
00 (n)

- Z HaB
o't

n=0

(A19)

From Eq. (A19) we see that the nth moments uf;"s) of x4 de-

termine the large-frequency asymptotic decay of the response
function y4p(w — 00). Furthermore, since x () is given in
Eq. (A11) as the Fourier transform of a correlation function,
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we can integrate by parts to express /LXZ as an equal time
average

1
nl) = —;/doea"xl"’B(a)

= L/dozdto(”ei"”([A(t), B(0)])o
2

= ([(i9,)"A(0), B(0)])o

n times

(A20)

Equation (A20) gives a family of sum rules, relating the
n-th moment of the spectral function to the equal-time aver-
age of the commutator of the nth time derivative of A with
B. Hence the sum rule also expresses the asymptotic decay
of the response function x4p at large w to the same equal
time commutator, via Eq. (A19). Importantly, Eqgs. (A20)
and (A19) are exact relations valid for any quantum system
and any response function. They hold for both noninteracting
and strongly interacting electron systems, and represent one
of the few exact constraints on measurable quantities.

2. Application: Density-density response
As an illustrative example, let us consider the density-
density response function

Xop(@s @) = Xpgp_y (@) (A21)

that governs the response of the Fourier component pq of the
average density with wavevector q to perturbations that couple
to the particle density. The corresponding spectral density is
given by

1 .
X @)=~ / dre ([pg(1), p_oONo.  (A22)

We can now evaluate the moments ngo)(q) of the spectral
function X,/)/ ,- We will focus on the lowest two cases, n =0
and n = 1. For n = 0 we find

1 "
@ =~ f derx!(q. @)

= ([og> P—ql)o
=0, (A23)

where we have used the fact that the density operators com-
mute with each other at equal time, since they are functions
only of the position operator (note that this relation fails to
hold for the density operator projected into a set of low-energy
bands). Turning next to n = 1, we have

1
ni)(q) = - / daay,,(q, o)
= ([i3; pq> P—q])o- (A24)

To simplify this further, we recall that charge conservation
implies

i0pqg = —[H, pgl = q - jg. (A25)

where jq is the qth Fourier component of the current density
operator. Inserting this into Eq. (A24) we find

1 .

M(M))(Q) ={[q - Jq» P—ql)o-
Equation (A26) is the general form of the f-sum rule. For
nonrelativistic (n.r.) systems where the current density is
proportional to the momentum density, the canonical commu-
tation relations allow us to write the right-hand side as

(A26)

2 -
1) N lq|°7
Mpp (@) —nr T

(A27)

where m is the particle mass and 7 is the average ground-state
density 7i = {pgq=0)o0-

More generally, we can follow Ref. [34] to relate the aver-
age in Eq. (A26) to the diamagnetic current. Concretely, note
that for any operator O({X;}, {p;}) that depends on the posi-
tion and momentum operators for each particle in the system
(indexed by i), we can define an operator Oy = O({%;}, {P; —
A(X;)}) that is minimally coupled to a background electro-
magnetic vector potential A. Writing the density operator as

(A28)

where V is the volume of the system, we have using the
canonical commutation relations that

804

(O, pql = AL qu- (A29)
—q

A—0

Applying Eq. (A29) to both the continuity equation Eq. (A25)
and to the sum rule Eq. (A26) we find
A=0>0’

8%H,
SAqAY,
where H, is the Hamiltonian Hy minimally coupled to the
electromagnetic vector potential A. Equation (A30) shows
that the first moment u(plp)(q) of the spectral density x,,(q, @)
is proportional to the average of the diamagnetic current
82H,

SAGAY ¢ |azo
Combining Egs. (A30), (A23), (A24), and (A19), we have
that the high-frequency asymptotic expansion of the density-
density response function is given by
A—0>0'

qduqv < 8 2['IA
m
(SAquiq
APPENDIX B: DERIVATION OF THE SECOND-ORDER
KUBO FORMULA

1)

us) (A30)

(q) = quqv<

(A31)

Xpp(q, @ — 00) ~ (A32)

w?

In this section, we derive expressions for the linear and
second-order response functions for the average of an operator
A in response to a perturbation

H, (1) = g(t)B. (B1)

We will assume for now that the form of the operator A does
not depend of g(¢), so that we do not have any “contact”
(diamagnetic) terms. We assume that at large negative times
t — —oo that the system is in a steady state of the unperturbed
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Hamiltonian H, with density matrix py such that [Hy, pg] = O.
We also assume that g(¢) goes to zero as t — —o0, such that
we can write

gt) =€ f(1) (B2)

with € a positive infinitesimal that is taken to zero at the end
of any calculation. Equation (B2) ensures that the perturbation
f () turns on adiabatically.

We define the linear and second-order response functions
xap(t —t") and Xf‘?(t —t',t —t") via a series expansion of
(A) (1) in powers of f(t). Concretely,

AY(1) = (A)o + f dt' xan(t — ) (1)

+/dt//dt”x/§?(t—t’,t—t”)f(t’)f(t”)er.
(B3)

To evaluate the response functions, we can solve the equa-
tions of motion for the density matrix p(¢) characterizing the
state of the system in the presence of the perturbation Hj,
subject to the initial conditions p(t — —00) = pg. Writing

p) = po+ p1(t) + p2() +-- -, (B4)

where the subscript indicates the order of f on which each
term depends, we can write the equations of motion for

J

p(t) as

0
E[PO + 1) + p2(t) +-- -1 = —i[H, p]
= —i[Ho, p1] — i[Hy, p1] = i[Ho, p2] +--- . (B5)

Equating powers of f(t), we arrive at the following equa-
tions for p;(¢) and p,(2),

ap . .
8_t1 = —i[Hy, p1] — i[H], po], (B6)
3,02 . .
FTi —i[Ho, p2] — i[Hy, p1]. (B7)

We can first solve Eq. (B6) by switching to the interaction
picture, following Ref. [54]. We find

t
pi(t) = —i / di' [ H, (e o

—0Q

= —i/ di'[B(t' — 1), polf(t)e ", (B8)

—0Q

where the time dependence in Eq. (B8) is evaluated using the
unperturbed Hamiltonian Hy. Inserting Eq. (B8) into Eq. (B7),
we can solve for p,(¢) in the same way. We find that

t
02 (t) — _i/ dt/e—lHot [ell HOHl (t/)e—ll Hg’ elHot 01 (t/)e—lHot ]elHof

—0Q

—— [ _ar [ ariew —o. 186"~ 0 sl @050

Using Eq. (B4) to write the average (A)(f) as

(A)(@) = (A)o + tr(Api (1)) + r(Apa () + - - -,

(B9)

(B10)

we can equate terms with Eq. (B3) order by order in f(¢) to extract the response functions. For the linear response function

/dt/XAB(t —t)f(t) = tr(Ap:1(1))

= —i / dt'tr(A[B(t' — 1), po])f(t))e"

—00

_ / dt'([A0), B(' — D))o f (e

—00

= —ie? f di'O( — ) {[A@), BU))of (t)e ",

(B11)

where we have used time-translation invariance to shift the time arguments within the average by ¢. Equation (B11) yields
immediately the Kubo formula Eq. (A3). For the second-order response, we have

/ di'dt" xJ =11 =) f()f(") = tw(Apa(t))

— —/ dt// dt’/tr(A[B(t/ — t), [B(t” _ t), 100]])f(t/)f(f//)eé([,+l/,)

=~ / dr'dt"®(t — )0 — 1")([[A@), Ba"], Ba"Moe " fa)F ().

We thus find that

Xapt =1t —1") = =0 — )0 — ") ([[AW), B, B> o™ * .

(B12)

(B13)
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As in linear response, it will be useful to Fourier transform Eq. (B12) to arrive at an expression for the frequency-dependent

nonlinear response. Concretely, we find

1 : 1 )
E/dte’“”tr(pz(t)A)e_za = E/dtdt/dt”xﬁ;(z —tt —t"fEHf" e

1 o
=5 / drdt'dt"doyday x5 (t — 1,1t — 1) f(@1)f (wy)e'™ e~ =it
T

- f dondwsd(@ — w1 — w2)x 21, 02)f (@) f (@),

where we have defined

2
X7 (@1, @)

(B14)

/dx/dyxfg)(ﬁ,tz)eiwltleiwztz

- / dn / dnO )0t — 1)([[A(t). Bty — 1)1, BO)])oe™ e 2",

(B15)

Note that because the operators A and B do not necessarily commute with themselves nor each other at different times, we
cannot extend the domain of time integration by symmetrizing under w; <> w, (in contrast to the case of time-ordered correlation

functions).

To make the causal structure of Xﬁ;) (w1, wy) manifest, it is useful to perform an additional change of variables

u=r1t,
V=1 — (B16)
in Eq. (B15) to find
) 0 0 o
X @i, @) = — / du / dv([[A(u + v), B(v)], BO)])oe e, (B17)
0 0

which is the form of X/(é) (w1, wy) introduced in the main text Eq. (5).

To conclude, let us note that causality places analyticity constraints on y fé) (w1, w»). First, note from Eq. (B13) that X/§23>(f17 1)
vanishes for #; < 0 and for #, < 0 (in fact, it vanishes whenever #, < #;). Writing

1 )
2 2 _
X/(u;)(l‘l,fz) = m/dwl /dwzx/ig)(wl,wz)e it tonts)

(B18)

and evaluating the integrals by contour integration, we deduce that Xﬁ;(wl, y) is analytic when both Im(w;) > 0 and

Im(wy) > 0.
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