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For an n × n matrix An, the r → p operator norm is defined as

‖An‖r→p := sup
x∈Rn:‖x‖r≤1

‖Anx‖p for r,p ≥ 1.

For different choices of r and p, this norm corresponds to key quantities
that arise in diverse applications including matrix condition number estima-
tion, clustering of data, and construction of oblivious routing schemes in
transportation networks. This article considers r → p norms of symmetric
random matrices with nonnegative entries, including adjacency matrices of
Erdős–Rényi random graphs, matrices with positive sub-Gaussian entries,
and certain sparse matrices. For 1 < p ≤ r < ∞, the asymptotic normality,
as n → ∞, of the appropriately centered and scaled norm ‖An‖r→p is es-
tablished. When p ≥ 2, this is shown to imply, as a corollary, asymptotic nor-
mality of the solution to the �p quadratic maximization problem, also known
as the �p Grothendieck problem. Furthermore, a sharp �∞-approximation
bound for the unique maximizing vector in the definition of ‖An‖r→p is
obtained, and may be viewed as an �∞-stability result of the maximizer un-
der random perturbations of the matrix with mean entries. This result, which
may be of independent interest, is in fact shown to hold for a broad class
of deterministic sequences of matrices having certain asymptotic expansion
properties. The results obtained can be viewed as a generalization of the sem-
inal results of Füredi and Komlós (1981) on asymptotic normality of the
largest singular value of a class of symmetric random matrices, which cor-
responds to the special case r = p = 2 considered here. In the general case
with 1 < p ≤ r < ∞, spectral methods are no longer applicable, and so a new
approach is developed involving a refined convergence analysis of a nonlin-
ear power method and a perturbation bound on the maximizing vector, which
may be of independent interest.

1. Introduction.

1.1. Problem statement and motivation. For any n × n square matrix An and r,p ≥ 1,
the r → p operator norm of An is defined as

‖An‖r→p := sup
‖x‖r≤1

‖Anx‖p.(1.1)

For different values of r and p, the r → p operator norm represents key quantities that arise
in a broad range of disciplines. For example, when p = r = 2, this corresponds to the largest
singular value of the matrix An, which has been studied extensively for decades. On the other
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hand, when p is the Hölder conjugate of r , that is, p = r/(r − 1), and An has nonnegative
entries and AT

n An is irreducible, then we will see (in Proposition 2.11 and Section 9) that
this problem reduces to the famous �r Grothendieck problem [28], Section 5, which has
inspired a vibrant line of research in the optimization community. Two special cases of the �r

Grothendieck problem, namely when r = 2 and r = ∞, relate to spectral partitioning [15, 20]
and correlation clustering [13], respectively, and the case of general r ∈ (2,∞) can be viewed
as a smooth interpolation between these two clustering criteria. Further, this problem is also
related to finding ground states in statistical physics problems. Another interesting special
case is when p = r , which has been a classical topic; see [42, 51] for general inequalities
involving the p → p norm, [26] for applications of these norms to matrix condition number
estimation, which is crucial for computing perturbations of solutions to linear equations,
and [9, 27] for algorithms to approximate such norms. Other prime application areas are:
construction of oblivious routing schemes in transportation networks for the �p norm [4, 17,
24, 40], and data dimension reduction or sketching of these norms, with applications to the
streaming model and robust regression [29]. Understanding the computational complexity
of calculating r → p norms has generated immense recent interest in theoretical computer
science. We refer the reader to [28] for a detailed account of the applications, approximability
results, and Grothendieck-type inequalities for this norm. In general, this problem is NP-hard;
even providing a constant-factor approximation algorithm for this problem is hard [4, 6, 25].
However, for the case considered in this article, namely matrices with nonnegative entries
and 1 < p ≤ r < ∞, this problem can be solved in polynomial time [4, 9]. The cases when
p = 1 and r ≥ 1 are equivalent to the cases p ≤ ∞ and r = ∞ [29], Lemma 8. These cases
are trivial for nonnegative matrices and hence, we do not consider them in this article.

The analysis of this norm for random matrices is motivated from a statistical point of
view. Indeed, asymptotic results on spectral statistics and eignevectors form the bedrock of
methods in high-dimensional statistics (see [10, 48, 50] for a sample of the vast literature
in this area). Further, it is worth mentioning the seminal work of Füredi and Komlós [21],
where asymptotic normality of the largest eigenvalue was first established for matrices with
i.i.d. entries. Subsequently, this result has been extended to adjacency matrices of sparse
Erdős–Rényi random graphs [18], stochastic block model [46], and rank-1 inhomogeneous
random graphs [12]. In the context of general r → p norms for random matrices, the p > r

case has received much attention. For matrices with bounded mean-zero independent entries,
asymptotic bounds on the 2 → p norm was established in [3] for 2 ≤ p < ∞. For 1 < r ≤
2 ≤ p < ∞ and matrices having i.i.d. entries, ‖An‖r→p is known to concentrate around its
median [32]. Furthermore, in this regime, refined bounds on the expected r → p norm of
centered Gaussian random matrices have been obtained in [23] and later extended to log-
concave random matrices with dependent entries in [45].

Another quantity of considerable interest is the maximizing vector in (1.1). For example,
in the p = r = 2 case, eigenvectors of adjacency matrices of graphs are known to play a piv-
otal role in developing efficient graph algorithms, such as spectral clustering [44, 49], spectral
partitioning [15, 20, 31, 39], PageRank [38], and community detection [34, 35]. Eigenvectors
of random matrices can be viewed as perturbations of eigenvectors of the expectation matrix,
in the presence of additive random noise in the entries of the latter. The study of eigenvector
perturbation bounds can be traced back to the classical Rayleigh–Schrödinger theory [41,
43] in quantum mechanics, which gives asymptotic perturbation bounds in the �2-norm, as
the signal to noise ratio increases. Nonasymptotic perturbation bounds in the �2-norm were
derived later in a landmark result [14], popularly known as the Davis–Kahan sin� theorem.
When the perturbation is random, the above deterministic results typically yield suboptimal
bounds. Random perturbations of low-rank matrices has recently been analyzed in [37]. How-
ever, norms that are not unitary-invariant, such as the �∞-norm, as considered in this paper,
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are typically outside the scope of the above works, although they are of significant interest
in statistics and machine learning. The �∞-norm bounds in the case of low-rank matrices
have been studied recently in [1, 11, 16, 19, 33, 52], and [1, 19, 36] contain extensive discus-
sions on such perturbation bounds on eigenvectors (or singular vectors) and their numerous
applications in statistics and machine learning.

1.2. Our contributions. Fix 1 < p ≤ r < ∞. We now elaborate on the two main results
of the current article, namely asymptotic normality of a suitably scaled and centered version
of ‖An‖r→p , and approximation of the corresponding maximizing vector.

(1) Asymptotic normality. Given a sequence of symmetric nonnegative random matri-
ces (An)n∈N, our first set of results establishes asymptotic normality of the scaled norm

‖Ān‖r→p := n
−( 1

p
− 1

r
)‖An‖r→p when 1 < p ≤ r < ∞. Specifically, let An have zero diago-

nal entries and independent and identically distributed (i.i.d.) off-diagonal entries subject to
the symmetry constraint that have mean μn, variance σ 2

n > 0. Under certain moment bounds
on the distribution of the matrix entries, and a control on the asymptotic sparsity of the ma-
trix sequence, expressed in terms of conditions on the (relative) rates at which σ 2

n and μn can
decay to zero, it is shown in Theorem 2.2 that as n → ∞,

(1.2)
1

σn

(‖Ān‖r→p − αn(p, r)
) d−→ Z ∼ Normal(0,2),

where
d−→ denotes convergence in distribution, and

(1.3) αn(p, r) := (n − 1)μn + 1

2

(
p − 1 + 1

r − 1

)
σ 2

n

μn

.

An extension of the above result for random matrices with inhomogeneous variance profile
is also provided in Theorem 2.9. In this case, however, the matrix is required to be dense.

A result of this flavor appears to have first been established in the seminal work of Füredi
and Komlós [21] for the special case r = p = 2, where ‖Ān‖2→2 = ‖An‖2→2 represents
λ

(n)
1 , the largest eigenvalue of An. Using spectral methods, it is shown in [21], Theorem 1,

that under the assumption that An is a symmetric n × n random matrix with zero diagonal
entries, independent, uniformly bounded off-diagonal entries having a common positive mean
μ > 0 and variance σ 2 > 0 (with μ, σ not depending on n), the limit (1.2) holds with r =
p = 2, σn = σ , and αn(2,2) = (n−1)μ+σ 2/μ, which coincides with the definition in (1.3),
when one sets μn = μ and σ 2

n = σ 2. Even for the case p = r = 2, our result extends the
asymptotic normality result of Füredi and Komlós [21] in three directions: it allows for (a)
sequences of possibly sparse matrices (An)n∈N, that is, with μn → 0; (b) independent and
identically distributed (i.i.d.) off-diagonal entries satisfying suitable moment conditions, but
with possibly unbounded support; (c) independent entries with possibly different variances,
having a dense variance profile. Throughout, the assumption that the diagonal entries are
identically zero is only made for simplicity of notation; the result of [21] also allows for the
diagonal entries to be drawn from another independent sequence of entries with a different
common positive mean and uniformly bounded support on the diagonal, and an analogous
extension can also be accommodated in our setting; see Remark 2.3. Moreover, we do not
necessarily identify the optimal level of sparsity, see Remark 2.1 for an elaboration of this
point.

It is worth mentioning two interesting aspects of the limit in (1.2). Consider the set-
ting where μn = μ > 0 and σ 2

n = σ 2 > 0, as considered in [21]. First, note that while
‖E[Ān]‖r→p = (n − 1)μ, and ‖Ān‖r→p/‖E[Ān]‖r→p converges in probability to 1, the
centering αn(p, r) is strictly larger than (n − 1)μ by a �(1) asymptotically nonvanishing
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amount. Second, whereas the centering αn(p, r) for ‖Ān‖r→p is �(n), the Gaussian fluc-
tuations of ‖Ān‖r→p are only �(1), having variance 2. Both these properties also hold for
the case r = p = 2 analyzed in [21], and the second property can be seen as a manifestation
of the rigidity phenomenon for eigenvalues of random matrices. This has subsequently been
shown to occur in a variety of other random matrix models, but there is a priori no reason
to expect this to generalize to the nonspectral setting of a general r → p norm. While spec-
tral methods can be used in the case p = r = 2, they are no longer applicable in the general
r → p norm setting. Thus, we develop a new approach, which also reveals some key reasons
for these phenomena to occur, and brings to light when the shift and rigidity properties will
fail when considering sparse sequences of matrices (see Remark 2.4).

(2) Approximation of the maximizing vector. Our second set of results are summarized in
Theorem 2.6, which provides an �∞-approximation of the maximizing vector for matrices
with i.i.d. entries, and Theorem 2.8, which extends this to random matrices with inhomoge-
neous variance profiles. These results rely on Proposition 5.3, which states an approximation
result for the maximizer of the r → p norm, for arbitrary (deterministic) sequences of sym-
metric matrices satisfying certain asymptotic expansion properties.

It is not hard to see that the maximizing vector for the r → p norm of the expectation
matrix is given by n−1/r1, the scaled n-dimensional vector of all 1’s. Thus, the maximizing
vector vn corresponding to the random matrix can be viewed as a perturbation of n−1/r1,
and our result can be thought of as an entrywise perturbation bound of the maximizing vector
for the expectation matrix. In contrast with the p = r = 2 case, the unavailability of spectral
methods for the general 1 < p ≤ r < ∞ case makes the problem significantly more challeng-
ing, which led us to develop a novel approach to characterize the �∞-approximation error for
a sequence of deterministic matrices satisfying some general conditions.

1.3. Notation and organization. We write [n] to denote the set {1,2, . . . , n}. We use the

standard notation of
P−→ and

d−→ to denote convergence in probability and in distribution,
respectively. Also, we often use the Bachmann–Landau notation O(·), o(·), �(·) for asymp-
totic comparisons. For two positive deterministic sequences (f (n))n≥1 and (g(n))n≥1, we
write f (n) 	 g(n) (respectively, f (n) 
 g(n)), if f (n) = o(g(n)) (respectively, f (n) =
ω(g(n))). For a positive deterministic sequence (f (n))n≥1, a sequence of random variables
(X(n))n≥1 is said to be OP(f (n)) and oP(f (n)), if the sequence (X(n)/f (n))n≥1 is tight

and X(n)/f (n)
P−→ 0 as n → ∞, respectively. For two sequences of real-valued random vari-

ables (Xn)n≥1 and (Yn)n≥1, we will write Xn � Yn if there exists some constant c > 0, such
that P(Xn ≤ cYn) → 1 as n → ∞. Normal(μ,σ 2) is used to denote normal distribution with
mean μ and variance σ 2. For two vectors x = (xi)i ∈ R

n and y = (yi)i ∈ R
n, define the “�”

operation as the entrywise product given by z = x � y = (xiyi)i ∈ R
n. Define 1 to be the

n-dimensional vector of all 1’s, Jn := 11T , and In to be the n-dimensional identity matrix.
Also, 1{·} denotes the indicator function.

The rest of the paper is organized as follows. In Section 2 we state the main results and
discuss their ramifications. Section 3 provides a high-level outline of the proofs of the main
results. In Section 4 we introduce the basics of the nonlinear power method, which will be a
key tool for our analysis, and present some preliminary results. Sections 5 and 6 concern the
approximation of the maximizing vector in the deterministic and random cases, respectively.
Section 7 presents a two-step approximation of the r → p norm and in particular, identifies a
functional of the underlying random matrix that is “close” to the r → p norm. In Section 8 we
prove the asymptotic normality of this approximating functional. Finally, in Section 9, we end
by exploring the relation between the r → p norm and the �p Grothendieck problem. Some
of the involved but conceptually straightforward calculations are deferred to the Appendix.
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2. Main results. In this section we present our main results. Section 2.1 describes re-
sults for random matrices with i.i.d. entries (except possibly the diagonal entries), whereas
Section 2.2 states extension of the main results when the matrix entries can have inhomo-
geneity in their variances. Finally, in Section 2.3 we discuss the implications of our results in
two important special cases.

2.1. Matrices with i.i.d. entries. We start by stating a general set of assumptions on the
sequence of random matrices.

ASSUMPTION 1. For each n ≥ 1, let Fn be a distribution supported on [0,∞) and having
finite mean μn and variance σ 2

n . Let An = (an
ij )

n
i,j=1 be a symmetric random matrix such

that:

(i) (an
ij )

n
i,j=1,i<j are i.i.d. random variables with common distribution Fn. Also, an

ii = 0
for all i ∈ [n].

(ii) μn = O(1), μn = ω(
log2/3 n

n1/3 ), σn ≥ n− 1
2 +c0 for some constant c0 > 0, and σ 2

n

μn
= O(1).

(iii) There exists c < ∞, such that E[|an
12 − μn|k] ≤ k!

2 ck−2σ 2
n for all k ≥ 3.

REMARK 2.1. Observe that Assumption 1(ii) is trivially satisfied in the dense regime,
where μn = μ and σ 2

n = σ are fixed constants, which was the setting considered by Füredi
and Komlós in [21]. The weaker conditions imposed in Assumption 1(ii) show that our ap-
proach also covers a broad class of sparse matrices. However, the conditions on the sparsity
of the matrices are not necessarily optimal, and identifying optimal conditions is beyond the
scope of this article. The reasons are elaborated below. The lower bound on σn in Assump-
tion 1(ii) is required when we apply existing asymptotic results for second largest eigenvalues
of random matrices [30] to approximate the operator norm (see the proof of Lemma 8.1), and
the condition on μn is required in the proof of Lemma 6.1 (to establish well-connectedness),
in the approximation step in Lemma 8.3, and in the proof of Theorem 2.2. Indeed, this as-
sumption is used in the strongest form in the final step of the proof of Theorem 2.2; see the
two displays below (8.15). The moment conditions in Assumption 1(iii) guarantee concen-
tration of certain relevant polynomials of the matrix elements, which we use to approximate
the operator norm. At first sight, they may appear restrictive, but such conditions frequently
arise in the literature (cf. [2, 30]), for example, when applying Bernstein’s inequality.

2.1.1. Asymptotic normality of the r → p norm. Our first main result provides a central
limit theorem for the r → p norms of random matrices satisfying Assumption 1. Theorem 2.2
is proved in Section 8.2.

THEOREM 2.2. Fix any 1 < p ≤ r < ∞. Consider the sequence of random matrices

(An)n∈N satisfying Assumption 1 and define Ān := n
−( 1

p
− 1

r
)
An. Then, as n → ∞,

1

σn

(‖Ān‖r→p − αn(p, r)
) d−→ Z ∼ Normal(0,2),(2.1)

where

(2.2) αn(p, r) = (n − 1)μn +
(
p − 1 + 1

r − 1

)
σ 2

n

2μn

.

REMARK 2.3. The assumption that an
ii = 0 in Theorem 2.2 is not a strict requirement. In

fact, one can assume an
ii’s to be independent of an

ij ’s and to be i.i.d. from some distribution Gn
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with nonnegative support, mean ζn = �(μ2
n), variance ρ2

n = �(σ 2
n ), and satisfying the mo-

ment condition in Assumption 1(iii) with μn and σn replaced by ζn and ρn, respectively. Then
(2.1) holds with

αn(p, r) = (n − 1)μn + ζn +
(
p − 1 + 1

r − 1

)
σ 2

n

2μn

.(2.3)

All our proofs go through verbatim in this case, except for a minor modification to
Lemma 8.1, which is addressed in Lemma 8.2. However, assuming the diagonal entries to
be 0 saves significant additional notational burden and computational complications. For that
reason, we will assume an

ii = 0 throughout the rest of the paper.

REMARK 2.4. As briefly mentioned in the Introduction, an intriguing fact to note from
Theorem 2.2 is that although ‖Ān‖r→p is concentrated around ‖E[Ān]‖r→p , on the CLT
scale, there is a nontrivial further O(1) shift αn(p, r) in the mean. This is consistent with [21]
for the case p = r = 2. As we will see in the proof of Theorem 2.2 in Section 8.2, this
additional constant shift arises from a Hessian term when we perform the Taylor expansion
of a suitable approximation of ‖An‖r→p . It is also worth noting that, if σ 2

n 	 μn (e.g., when
Fn is an exponential distribution with mean μn → 0), this additional shift vanishes, and thus
there may be no shift for certain asymptotically sparse matrix sequences.

REMARK 2.5. There are two noteworthy phenomena about the asymptotic variance of
‖An‖r→p . First, the asymptotic variance does not depend on p, r beyond the scaling factor

n
1
p
− 1

r . Second, if p = r and we are in the dense setting (i.e., μn = μ > 0 and σn = σ >

0), the asymptotic variance is a �(1) quantity, although the mean is �(n). The latter is
analogous to the rigidity phenomenon for the largest eigenvalue of random matrices. In the
2 → 2 norm case when the an

ij are uniformly bounded, this constant order of the asymptotic
variance can be understood from the application of the bounded difference inequality (see
[47], Corollary 2.4, Example 2.5, which considers the case when an

ij are Bernoulli). However,
as we see in [47], Example 2.5, in order to bound the expected change in the operator norm
after changing one entry of the matrix, the fact that �2 is a Hilbert space is crucial, and
this method does not generalize directly for �p spaces with p �= 2. Nevertheless, as we have
shown in Theorem 2.2, the variance still turns out to be �(1) for the general p = r case in
the dense setting.

2.1.2. The maximizing vector. The second main result is an �∞-approximation of the
maximizing vector in (1.1). To this end, let P0 be any probability measure on

∏
nR

n×n, such
that its projection on R

n×n has the same law as An. The following theorem quantifies the
proximity of the maximizing vector to 1. Theorem 2.6 is proved at the end of Section 6. An
analogue of Theorem 2.6 will later be proved for general deterministic sequence of matrices
(see Proposition 5.3). For a sequence of events (En)n≥1 with En being an event involving An,
we say that (En)n≥1 occurs P0-eventually almost surely if En occurs for all large enough n,
P0-almost surely.

THEOREM 2.6. Suppose Assumption 1 holds. Also, let

(2.4) vn := arg max
x∈Rn:‖x‖r≤1

‖Anx‖p

and 1 denote the n-dimensional vector of all ones. Then the following hold:
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(a) For 1 < p < r < ∞,

∥∥vn − n−1/r1
∥∥∞ ≤ 6p

r − p
n− 1

r

√
logn

nμn

× σ 2
n

μn

, P0 eventually almost surely.(2.5)

(b) For p = r ∈ (1,∞),

∥∥vn − n−1/r1
∥∥∞ ≤ 60r

r − 1
n− 1

r

√
logn

nμn

× σ 2
n

μn

, P0 eventually almost surely.(2.6)

REMARK 2.7. We will see in Section 5 that the vector bound for the p < r case holds
when AT

n An is irreducible and An has concentrated row sums. These two properties, and
hence the result in (2.5) is established (in Proposition 5.3) under a weaker set of assumptions
than Assumption 1.

2.2. Matrices with inhomogeneous variance profile. We now consider random matrices
having an inhomogeneous variance profile. In this case, to prove the asymptotic normality
result we need the matrix to be dense (i.e., the matrix entries have asymptotically nonvanish-
ing mean and variance). This is because our proof uses an upper bound on the second largest
eigenvalue of the matrix, recently established in [2], which requires the matrix to be dense.
The �∞-approximation of the maximizing vector, however, still holds for analogous sparse
matrices.

We start by stating the set of assumptions on the sequence of random matrices that are
needed for the �∞-approximation of the maximizing vector.

ASSUMPTION 2. For each fixed n ≥ 1, let An = (an
ij )

n
i,j=1 be a symmetric random ma-

trix such that:

(i) (an
ij )

n
i,j=1,i<j is a collection of independent random variables with an

ij having distri-

bution Fn
ij supported on [0,∞), mean μn and variance σ 2

n (i, j). Also, an
ii = 0 for all i ∈ [n].

(ii) There exists a sequence (σ̄n)n∈N ⊂ (0,∞), and constants c∗, c∗ ∈ (0,∞) such that

c∗ ≤ lim inf
n→∞ min

1≤i<j≤n

σn(i, j)

σ̄n

≤ lim sup
n→∞

max
1≤i<j≤n

σn(i, j)

σ̄n

≤ c∗.

(iii) μn and σ̄n satisfies Assumption 1(ii) by replacing σn by σ̄n.
(iv) There exists c > 0, such that

(2.7) max
1≤i<j≤n

E
[∣∣an

ij − μn

∣∣k] ≤ k!
2

ck−2σ̄ 2
n for all k ≥ 3.

THEOREM 2.8. Suppose An is a symmetric random matrix satisfying Assumption 2.
Also, as in (2.4), recall that

(2.8) vn := arg max
x∈Rn:‖x‖r≤1

‖Anx‖p.

Then vn satisfies the same approximations as in (2.5) and (2.6), but with σn replaced by σ̄n.

Theorem 2.8 is proved at the end of Section 6. Next, we state the asymptotic normality
result.
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THEOREM 2.9. Fix any 1 < p ≤ r < ∞. Consider the sequence of random matri-

ces (An)n∈N satisfying Assumption 2 and define Ān := n
−( 1

p
− 1

r
)
An. Also assume that

lim infn→∞ σ̄n > 0. Then as n → ∞,

n2

2
√∑

i<j σ 2
n (i, j)

(‖Ān‖r→p − αn(p, r)
) d−→ Z ∼ Normal(0,2),(2.9)

where

(2.10) αn(p, r) = (n − 1)μn +
(
p − 1 + 1

r − 1

)∑
i<j σ 2

n (i, j)

n2μn

.

Theorem 2.9 is proved in Section 8.2.
Similar to Remark 2.3, the zero diagonal entry is not a strict requirement in Theorem 2.9.

The expression of αn(p, r) in (2.10) can be suitably updated to accommodate nonnegative
random diagonal entries.

2.3. Special cases.

Adjacency matrices of Erdős–Rényi random graphs. Let ERn(μn) denote an Erdős–Rényi
random graph with n vertices and connection probability μn. As an immediate corollary to
Theorems 2.2 and 2.6, we obtain the asymptotic normality for adjacency matrices of certain
sequences of ERn(μn) graphs.

COROLLARY 2.10. Fix any 1 < p ≤ r < ∞ and let An denote the adjacency matrix of

ERn(μn). For μn = ω(n− 1
3 log2/3 n), the vector bounds in (2.5) and (2.6), and the asymptotic

normality result in (2.1) hold with σ 2
n = μn(1 − μn).

Grothendieck’s �r -problem. We now investigate the behavior of the �r quadratic maximiza-
tion problem, also known as the �r Grothendieck problem. For any n × n matrix An, the �r

Grothendieck problem concerns the solution to the following quadratic maximization prob-
lem. For r ≥ 2, define

(2.11) Mr(An) := sup
‖x‖r≤1

xT Anx.

In general, finding Mr(An) is NP-hard [28]. However, in the case of a matrix A with non-
negative entries, for which AT A is irreducible, Proposition 2.11 below states that the �r

Grothendieck problem is a special case of the r → p norm problem.

PROPOSITION 2.11. Let A be a symmetric matrix with nonnegative entries such that
AT A is irreducible. Then for any r ≥ 2, Mr(A) = ‖A‖r→r∗ , where r∗ = r/(r − 1) is the
Hölder conjugate of r .

Proposition 2.11 is proved at the end of Section 9. Together with Theorem 2.2, this imme-

diately yields the limit theorem for Ān := n−(1− 2
r
)An stated in the corollary below.

COROLLARY 2.12. Let (An)n∈N be a sequence of random matrices satisfying the as-
sumptions of Theorem 2.2. Then for any fixed r ∈ [2,∞), as n → ∞, the asymptotic normal-
ity result in (2.1) holds for Mr(Ān) with p = r∗ = r/(r − 1).

3. Proof outline. The proof of Theorem 2.2 consists of three major steps:

Step 1: Approximating the maximizing vector. The first step is to find a good approximation
for a maximizing vector vn for ‖An‖r→p , as defined in (2.4). As stated in Theorem 2.6, we
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can precisely characterize the �∞ distance between vn and n−1/r1, the scaled vector of all
ones in R

n. In fact we work with a general deterministic sequence of symmetric nonnegative
matrices (see Proposition 5.3). When p < r , the required �∞-bound follows whenever the
row sums are approximately the same, which we call almost regularity (see Definition 5.1).
We actually have a short and elementary proof when p < r . The proof for the case p = r is
more complicated and requires that the entries of AT

n An be of order nμ2
n. We call the latter

property, which is stated more precisely in Definition 5.2, well-connectedness.

Step 2: Approximating the r → p norm. The next step is to construct a suitable approxi-
mation of ‖An‖r→p . With the strong bound in Theorem 2.6, a natural choice would be to
approximate ‖An‖r→p by ‖Ann

−1/r1‖p . However, such an approximation turns out to be in-
sufficient on the CLT-scale. To this end, we use a nonlinear power iteration for finding r → p

norms, introduced by Boyd [9]. We start the power iteration from the vector v
(0)
n := n−1/r1.

We show that the rate of convergence of this power-method depends on the proximity of
v

(0)
n to vn (which we now have from Theorem 2.6), and the second largest eigenvalue of An

(for which we use existing results from [2, 18, 30]). Our ansatz is that after only one step of
Boyd’s nonlinear power iteration, we arrive at a suitable approximation of ‖An‖r→p . For any
k ≥ 1, t ∈ R, and x = (x1, . . . , xn), define ψk(t) := |t |k−1sgn(t), and �k(x) = (ψk(xi))

n
i=1.

Then we show that (see Proposition 7.1) the quantity

‖An‖r→p ≈ η(An) := ‖An�r∗(AT
n �p(An1))‖p

‖�r∗(AT
n �p(An1))‖r

,(3.1)

where r∗ := r/(r −1) denotes the Hölder conjugate of r , provides the required approximation
to ‖An‖r→p . As in Step 1, we also first show this approximation for a deterministic sequence
of matrices satisfying certain conditions, and then show that the random matrices we consider
almost surely satisfy these conditions.

Step 3: Establishing asymptotic normality. The final step is to prove the asymptotic normal-
ity of the sequence {η(An)}n∈N. This is a nonlinear function, and as it turns out, the state-
of-the-art approaches to prove CLT do not apply directly in our case. For that reason, we
resort to an elementary approach using the Taylor expansion to obtain the limit law. Loosely
speaking, we show that

η(An) ≈ n
1
p
− 1

r
−1 ∑

i,j

an
ij + 1

2

(
p − 1 + 1

r − 1

)
n

1
p
− 1

r
∑
i,j

(
an
ij − μ

)2
,

which after appropriate centering and scaling yields the CLT result as stated in Theorem 2.2.

4. Preliminaries.

4.1. Boyd’s nonlinear power method. We start by introducing the nonlinear power iter-
ation method and stating some preliminary known results, along with a rate of convergence
result that will be crucial for our treatment. The framework for nonlinear power iteration was
first proposed by Boyd [9]. It has also been used in [4] to obtain approximation algorithms
for the r → p norm of matrices with strictly positive entries.

Henceforth, we fix n ∈ N, and for notational simplicity, omit the subscript n, for example,
using A to denote An, etc. Let A be an n × n matrix with nonnegative entries. For any x �= 0,
define the function f (x) := ‖Ax‖p/‖x‖r , and set γ := supx �=0 f (x). If a vector v is a local
maximum (or, more generally, critical point) of the function f , then since f is smooth, the
gradient of f must vanish at that point. This critical point can further be written as the solution
to a fixed point equation. Now, if there is a unique positive critical point, the fixed point
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equation may potentially be used to construct an iteration that converges to the maximum,
starting from a suitable positive vector. In fact, under suitable assumptions, this convergence
can be proved to be geometrically fast. The above description is briefly formalized below. For
q > 1, t ∈ R and x ∈ R

n, define

(4.1) ψq(t) := |t |q−1 sgn(t), �q(x) := (
ψq(xi)

)n
i=1,

where sgn(t) = −1,1, and 0, for t < 0, t > 0, and t = 0, respectively. Taking the partial
derivative of f with respect to xi , we obtain, for x �= 0,

∂f (x)

∂xi

= ‖x‖−2
r

[‖Ax‖−(p−1)
p

〈
�p(Ax),AT

i

〉‖x‖r − ‖x‖−(r−1)
r ψr(xi)‖Ax‖p

]
,(4.2)

where Ai denotes the ith column of A. Equating (4.2) to zero for i = 1, . . . , n, yields

‖x‖r
rA

T �p(Ax) = ‖Ax‖p
p�r(x).(4.3)

Now, let u with ‖u‖r = 1 be a (normalized) solution to (4.3) and set γ (u) := ‖Au‖p . Then
straightforward algebraic manipulations show that

�r∗
(
AT �p(Au)

) = (
γ (u)

)p(r∗−1)
u,(4.4)

where recall that r∗ = r/(r − 1). We denote the operator arising on the left-hand side of (4.4)
as follows:

Sx := �r∗
(
AT �p(Ax)

)
, Wx := Sx

‖Sx‖r

for x �= 0.(4.5)

Then (4.4) implies

Su = (
γ (u)

)p(r∗−1)
u, Wu = u,(4.6)

where the last equality uses the fact that ‖u‖r = 1. Thus, any solution to (4.4) is a fixed
point of the operator W . The following lemma proves uniqueness of this fixed point among
all nonnegative vectors, which can be viewed as a generalization of the classical Perron–
Frobenius theorem. The uniqueness in Lemma 4.1 was established for matrices with strictly
positive entries in [4], Lemma 3.4. Below we show that their proof can be adapted to matrices
with nonnegative entries when AT A is irreducible.

LEMMA 4.1. Assume that AT A is irreducible. Then (4.4) has a unique solution v among
the set of all nonnegative vectors. Further, v has all positive entries.

PROOF. First note that the maximizer of ‖Ax‖p/‖x‖r over x �= 0 (which always exists)
satisfies (4.4). Also, all entries of such a maximizer are nonnegative. To see this, if x has a
negative entry, then the value of ‖Ax‖p can be strictly increased by replacing the negative
entry by its absolute value, without changing ‖x‖r .

Next, we show that, when AT A is irreducible, any nonzero, nonnegative vector satisfy-
ing (4.4) must have strictly positive entries. This, in particular, will also prove that v has all
positive entries. We argue by contradiction. Let x be a nonzero, nonnegative vector satisfying
(4.4) and suppose, i ∈ [n] be such that xi = 0. Then, by (4.4) and (4.6) we have

(Sx)i = 0 =⇒ (AT (
�p(Ax)

)
i =

n∑
j=1

aji

∣∣∣∣∣
n∑

k=1

ajkxk

∣∣∣∣∣
p−1

= 0.(4.7)
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In fact, we have

(Sx)i = 0 =⇒ (
AT Ax

)
i =

n∑
j=1

aji

(
n∑

k=1

ajkxk

)
= 0,(4.8)

since all the elements of A and x are nonnegative, if AT �p(Ax) = 0, then �2(A
T �2(Ax)) =

0 as well. Observe that (4.8) implies xj = 0 for all j ∈ [n] for which there exists j ′ ∈ [n] with
aj ′i > 0 and aj ′j > 0. Repeating the above with i replaced by any such j , we conclude that
xj = 0. Continuing in this way and using the irreducibility of AT A, it follows that xj = 0
for all j = 1, . . . , n, which this leads to a contradiction. Thus, x must have strictly positive
entries.

To show uniqueness, let u �= v be two nonnegative nonzero vectors satisfying (4.4) with
‖u‖r = ‖v‖r = 1. Further, without loss of generality, assume that ‖Au‖p ≤ ‖Av‖p . By the
above argument, both u and v have all positive entries. Then there must exist θ ∈ (0,1]
such that u − θv has a zero coordinate. Let θ be the smallest such number. Define U := {k :
uk − θvk = 0}, and note that uj − θvj > 0 for all j ∈ Uc. Since ‖u‖r = ‖v‖r and u �= v, it
follows that Uc �= ∅.

CLAIM 1. There exists k ∈ U such that

(Su)k > (Sθv)k = θ
p−1
r−1 (Sv)k.(4.9)

PROOF. First, note that since AT A is irreducible, there exists k1 ∈ U , k2 ∈ [n], and
k3 ∈ Uc, such that both ak1k2 and ak2k3 are positive. Therefore, the inequalities uk3 > θvk3 ,
ak2k3 > 0, ui ≥ θvi for all i ∈ [n] (the latter holds by the minimality of θ ), and the nonnega-
tivity of A, u, and v yield

(4.10)
(
�p(Au)

)
k2

>
(
�p

(
A(θv)

))
k2

and
(
�p(Au)

)
i ≥ (

�p

(
A(θv)

))
i for all i ∈ [n].

This, together with the fact that ak1k2 > 0, implies (AT �p(Au))k1 > (AT �p(A(θv)))k1 , and
by (4.5), (4.9) holds with k = k1. �

Now fix some k ∈ U satisfying (4.9). Then, using (4.4), one observes that

γ (u)p = (Su)r−1
k

ur−1
k

>
θp−1(Sv)r−1

k

(θvk)r−1 = θp−rγ (v)p.(4.11)

Since p ≤ r and θ ∈ (0,1], this yields ‖Au‖p = γ (u) > γ (v) = ‖Av‖p , which contradicts
the initial assumption that ‖Au‖p ≤ ‖Av‖p . This proves the uniqueness. �

The (nonlinear) power iteration for finding γ consists of the following iterative method:
Let v(0) be a vector with positive entries and ‖v(0)‖r = 1. Then for k ≥ 0, define

v(k+1) := Wv(k).(4.12)

In general, the above iteration may not converge to the global maximum γ . However, as
the following result states, if in addition to having nonnegative entries, the matrix AT A is
irreducible, then the iteration must converge to the unique positive fixed point.

PROPOSITION 4.2 ([9], Theorem 2). Fix any 1 < p ≤ r < ∞. Let A be a matrix
with nonnegative entries such that AT A is irreducible. If v(0) has all positive entries, then
limk→∞ ‖Av(k)‖p = γ .
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4.2. Rate of convergence. Due to Lemma 4.1, henceforth we will reserve the notation v
to denote the unique maximizer in (1.1) having positive entries and ‖v‖r = 1. The notation
γ = γ (v) = ‖Av‖p denotes the operator norm ‖A‖r→p . Next, we will study the rate of con-
vergence of v(k) to v. Specifically, we obtain a fast convergence rate once the approximating
vector comes within a certain small neighborhood of the maximizing vector. The rate of
convergence result builds on the line of arguments used in the proof of [9], Theorem 3. How-
ever, as it turns out, since we are interested in the asymptotics in n, the rate obtained in [9]
does not suffice (see, in particular, [9], equation 16), and we need the sharper result stated in
Proposition 4.3.

Recall for any x,y ∈ R
n, we write x � y = (xiyi)i . Define the linear transformation

Bx := |v|2−r � AT (|Av|p−2 � (Ax)
)
,(4.13)

and the inner product

[x,y] := 〈|v|r−2 � x,y
〉
.(4.14)

When AT A is irreducible, v has all positive entries by Lemma 4.1, and thus (4.13) and (4.14)
are well defined for all p, r ≥ 1. Observe that this inner product induces a norm, which will
henceforth be referred to as the “v-norm”:

‖x‖v := [x,x]1/2 = 〈|v|r−2, |x|2〉1/2
.(4.15)

It is worthwhile to note that ‖v‖2
v = ‖v‖r

r and [Bv,v]2 = ‖Av‖p
p . The following fact is im-

mediate.

FACT. The operator B is symmetric and positive semi-definite with respect to the inner
product in (4.14).

Fact 4.2 implies that the eigenspace of B has n orthonormal basis vectors and n nonnega-
tive eigenvalues corresponding to the Rayleigh quotient

[Bx,x]
[x,x] = 〈|Av|p−2, |Ax|2〉

〈|v|r−2, |x|2〉 .(4.16)

Henceforth, we will refer to (4.16) as the v-Rayleigh quotient to emphasize the dependence
on v. Using (4.4), note that Bv = γ pv, and hence, γ p is an eigenvalue of B . Let λ2 ≥ λ3 ≥
· · · ≥ λn be the other eigenvalues. In fact, as shown in the proof of [9], Theorem 3, γ p is the
largest eigenvalue of B and is simple.

Now, recall that the convergence rate of the classical (linear) power iteration for the largest
eigenvalue of matrices depends on the the ratio between the largest and the second largest
eigenvalues. As it is stated in the proposition below, in the nonlinear case, this rate depends
on the ratio of the largest and second largest eigenvalues of the operator B .

PROPOSITION 4.3. Let A be an n × n matrix with nonnegative entries such that AT A

is irreducible and 1 < p ≤ r < ∞. Also let y have all positive entries. There exists ε0 =
ε0(p, r) > 0 and C = C(p, r) > 0, both independent of n, such that if ‖y − v‖∞ ≤ ε, then

(4.17) ‖Wy − v‖v ≤ (1 + Cε)
(p − 1)λ2

(r − 1)γ p
‖y − v‖v.

Consequently, if for some k ≥ 1 and ε ≤ ε0, v(k) has all positive entries and ‖v(k) −v‖∞ ≤ ε,
then

(4.18)
∥∥v(k+1) − v

∥∥
v ≤ (1 + Cε)

(p − 1)λ2

(r − 1)γ p

∥∥v(k) − v
∥∥
v.



5088 S. DHARA, D. MUKHERJEE AND K. RAMANAN

REMARK 4.4. It is worthwhile to point out that the convergence rate of the nonlinear
power method depends on quantities in terms of the v-norm, which depends on the maxi-
mizer v. Thus it might not be clear why this gives a useful rate of convergence. However,
as we will see in Lemma 7.3, the �∞-bound on the maximizing vector in the nonlinear case,
stated in Proposition 5.3, enables us to obtain the desired rate of convergence result.

PROOF OF PROPOSITION 4.3. For any two fixed vectors x,h ∈ R
n, and a function f , let

us denote the directional derivative of f at x as

δf (x;h) := lim
ε→0

1

ε

(
f (x + εh) − f (x)

)
,

whenever the limit exists. Recall that x � y denotes the vector (xiyi)i . Now, fix 1 < p ≤ r <

∞. First, note that for a vector x with all positive entries, δ�p(x;h) = (p − 1)�p−1(x) � h,
and therefore,

δS(x;h) = (
r∗ − 1

)
�r∗−1

(
AT �pAx

)
�

(
AT (

(p − 1)�p−1(Ax) � Ah
))

= p − 1

r − 1
�0

(
AT �p(Ax)

)
� Sx � L(x;h),

(4.19)

where �0(z) = (1/zi)i for a vector z with all positive entries and L(x;h) := AT (�p−1(Ax)�

Ah). Here, due to the irreducibility of AT A, note that AT �p(Ax) has all positive entries
whenever x does. Also, for g(x) := ‖Sx‖r , using (4.5) and (4.19), we see that

δg(x;h) = 1

r

1

‖Sx‖r−1
r

〈
r�r(Sx), δS(x;h)

〉

= p − 1

r − 1

1

‖Sx‖r−1
r

〈
AT �p(Ax),�0

(
AT �p(Ax)

)
� Sx � L(x;h)

〉

= p − 1

r − 1

1

‖Sx‖r−1
r

〈
Sx,L(x;h)

〉 = p − 1

r − 1

1

‖Sx‖r
r

〈
Wx,L(x;h)

〉
.

(4.20)

Now observe that since Wx‖Sx‖r = Sx,

δW(v,h)‖Sv‖r + W(v)δg(v;h) = δS(v;h).(4.21)

Therefore, from (4.19) and (4.20) it follows that

δW(v;h) =
(

p − 1

r − 1

)
1

‖Sv‖r−1
r

[|Wv|2−r � L(v;h) − Wv
〈
Wv,L(v;h)

〉]
,(4.22)

where we have used the fact that v and Wv have nonnegative entries Now, δW(v; ·) is a
linear transformation. Clearly, δW(v;v) = 0 since L(v;v) = �r(Sv). Further, it follows that
the eigenvectors of δW(v; ·) corresponding to the nonzero eigenvalues coincide with the
eigenvectors of B defined in (4.13) corresponding to λ2, . . . , λn given by (4.16). This follows
since Bh = λh for some nonzero λ �= γ implies that L(v;h) = λ|v|r−2 � h, which together
with Wv ∝ v yields that 〈

Wv,L(v;h)
〉 ∝ 〈

v, |v|r−2 � h
〉 = [v,h] = 0.(4.23)

Thus the second term in (4.22) is zero. Also the first term in (4.22) is proportional to v,
which yields the equality of the eigenvectors. In fact, the eigenvalues of δW(v; ·) are given
by p−1

r−1 γ −pλi . Since the Rayleigh coefficients in (4.16) are computed with respect to the
‖ · ‖v norm, we have

∥∥δW(v;h)
∥∥
v ≤ (p − 1)λ2

(r − 1)γ p
‖h‖v.(4.24)
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Now, for t ∈ [0,1], define yt = v + t (y − v). Note that yt has all positive entries, since
v has positive entries, and y. Thus, the same expression as (4.22) holds for δW(yt ;h), with
v replaced by yt . Now, ‖yt − v‖∞ ≤ ‖y − v‖∞ ≤ ε, for any t ∈ [0,1]. Using the fact that
(1+ε)a = 1+O(ε), it follows that there exists a constant C < ∞ and ε0 > 0 both depending
only on p, r , such that for all ε ≤ ε0,

δW(yt ;h) ≤ (1 + Cε)δW(v;h).(4.25)

Now, observe that

δW(yt ;y − v) = d

dt
(Wyt ),

and therefore, using (4.6) and the fact that y0 = v and y1 = y, we obtain

Wy − v = Wy − Wv =
∫ 1

0
δW(yt ;y − v)dt.(4.26)

Thus, (4.24) and (4.25) implies that

‖Wy − v‖v ≤ (1 + Cε)
(p − 1)λ2

(r − 1)γ p
‖y − v‖v,(4.27)

and the proof follows. �

5. An �∞-approximation of the maximizer. Given an n × n nonnegative matrix An =
(an

ij ) and V ⊆ [n], we write

(5.1) dn(i,V ) := ∑
j∈V

an
ij , i = 1, . . . , n.

Also, we simply write dn(i) = dn(i, [n]). When An is the adjacency matrix of a graph on n

vertices, dn(i) represents the (out)-degree of vertex i.

DEFINITION 5.1 (Almost regular). A sequence of matrices (An)n∈N is called (εn,

μn)n∈N almost regular if there exists an n0 ≥ 1 such that for all n ≥ n0

(5.2) max
i∈[n]

∣∣dn(i) − nμn

∣∣ ≤ nμnεn.

In order to show the proximity of the maximizing vector to n−1/r1 for the p = r case, we
need another asymptotic property in addition to the almost regularity defined above.

DEFINITION 5.2 (Well-connected). For a constant C∗ ∈ (0,∞), a sequence of matrices
(An)n∈N is called (C∗,μn)n∈N well-connected if there exists an n0 ≥ 1, such that for all
n ≥ n0 and i, j ∈ [n], ∑

k∈[n] an
ika

n
kj ≥ C∗nμ2

n.

When An is an adjacency matrix, the well-connected property ensures that there are suffi-
ciently many 2-hop paths between any two sets of vertices. We now state the main result of
this section:

PROPOSITION 5.3. Let (An)n∈N be a sequence of symmetric matrices with nonnegative
entries, such that AT

n An is irreducible for all n ∈ N. Assume that there exists (εn)n∈N ⊂
(0,∞) with εn → 0, and (μn)n∈N ⊂ (0,1), such that (An)n∈N is (εn,μn)n∈N almost regular.
For each n ∈ N, let vn be the maximizing vector for ‖An‖r→p , as defined in (2.4). Then there
exists an n0 ≥ 1, such that the following hold:



5090 S. DHARA, D. MUKHERJEE AND K. RAMANAN

(a) For 1 < p < r < ∞, and for all n ≥ n0,

∥∥vn − n−1/r1
∥∥∞ ≤ 2p

r − p
n− 1

r
(
εn + O

(
ε2
n

))
.(5.3)

(b) For p = r ∈ (1,∞), further assume that (An)n∈N is (C∗,μn)n∈N well-connected for
some constant C∗ > 0. Then for all n ≥ n0,

∥∥vn − n−1/r1
∥∥∞ ≤ 10r

C∗(r − 1)
εnn

− 1
r .(5.4)

We prove Proposition 5.3(a) and (b) in Sections 5.1 and 5.2, respectively.

5.1. Maximizer for the case p < r . Given a maximizing vector vn for ‖An‖r→p as in
(2.4), define

(5.5) mn := min
i=1,...,n

vn,i , and Mn := max
i=1,...,n

vn,i .

Let (εn,μn)n∈N with εn → 0 be as in the statement of Proposition 5.3. Suppose we can show
that, for all sufficiently large n, and for some C ∈ (0,∞),

mn

Mn

≥ 1 − Cεn + O
(
ε2
n

)
.(5.6)

Then, 1 = ∑
i v

r
n,i ≤ nMr

n , so that Mn ≥ n−1/r . Also, (5.6) yields

1 =
n∑

i=1

vr
n,i ≥ nmr

n ≥ nMr
n

(
1 − rCεn + O

(
ε2
n

))
.

Together, this shows that ∥∥vn − n−1/r1
∥∥∞ ≤ Cn− 1

r
(
εn + O

(
ε2
n

))
.

Thus, to show Proposition 5.3, it is enough to prove (5.6) with C = 2p
r−p

.
Recall Definition 5.1 and the associated notation in (5.1). Using (4.6), (4.5), and (4.1),

together with r∗ − 1 = 1/(r − 1), and the fact that An is nonnegative and symmetric, we can
use (5.1) and (5.2) to conclude that for any j ,

(Svn)j = (
�r∗

(
AT

n �p(Anvn)
))

j = ∣∣(AT
n �p(Anvn)

)
)j

∣∣ 1
r−1

≤
(

n∑
i=1

an
ij

(
Mndn(i)

)p−1

) 1
r−1

≤
(

n∑
i=1

an
ji

(
Mnnμn(1 + εn)

)p−1

) 1
r−1

≤ (
(Mnnμn)

p−1(1 + εn)
p−1nμn(1 + εn)

) 1
r−1

≤ (
Mp−1

n (nμn)
p) 1

r−1 (1 + εn)
p

r−1

= M
p−1
r−1
n (nμn)

p
r−1

(
1 + p

r − 1
εn + O

(
ε2
n

))
.

(5.7)

A similar computation yields the following lower bound: For any i,

(Svn)i ≥ m
p−1
r−1
n (nμn)

p
r−1

(
1 − p

r − 1
εn + O

(
ε2
n

))
.(5.8)
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Now, take any i0 and j0 such that mn = vn,i0 and Mn = vn,j0 . Since by (4.6), vn satisfies

Svn ∝ vn, we must have
(Svn)i0

mn
= (Svn)j0

Mn
, and consequently, (5.7) with j = j0 and (5.8) with

i = i0 together imply that

M
p−1
r−1 −1
n

(
1 + p

r − 1
εn + O

(
ε2
n

)) ≥ m
p−1
r−1 −1
n

(
1 − p

r − 1
εn + O

(
ε2
n

))
,(5.9)

which in turn implies

M
p−r
r−1
n ≥ m

p−r
r−1
n

(
1 − 2p

r − 1
εn + O

(
ε2
n

))
.

Thus, using the fact that 1 < p < r , we have(
mn

Mn

) r−p
r−1 ≥

(
1 − 2p

r − 1
εn + O

(
ε2
n

)) =⇒ mn

Mn

≥
(

1 − 2p

r − p
εn + O

(
ε2
n

))
.(5.10)

This completes the proof of (5.6) with C = 2p/(r − p), and hence Proposition 5.3(a)
follows. �

5.2. Maximizer for the case p = r . We now prove Proposition 5.3(b), which entails es-
tablishing the bound in (5.4) under both the almost-regularity and well-connected conditions
on (An)n∈N. The basic idea again is to show that if a vector vn satisfies Svn ∝ vn, then the ra-
tio of its maximum and minimum must be converging to 1 as n → ∞. However, when p = r ,
one can see that the exponents of Mn and mn in equations (5.7) and (5.8) become zero, and
consequently the method used in Section 5.1 fails. The key insight to deal with this issue is
to define two sets of vertices: one consisting of all vertex indices i such that vn,i is suitably
large, and the other with vn,i ’s suitably small. Due to the well-connectedness property, we
can ensure that each vertex from one of these sets must be connected to a certain number of
vertices from the other set in 2-hop paths. In that case, we show that if Mn/mn is not close to
1, then the ratio (Sv)i/vi will be very different for the vertices for which vi is minimum and
maximum, respectively. This leads to a contradiction.

For any r ∈ [2,∞), r∗ ∈ (1,2] and further, by [29], Lemma 8, and the symmetry of An,
An, ‖An‖r→r = ‖AT

n ‖r∗→r∗ = ‖An‖r∗→r∗ . Thus, to study the asymptotics of ‖An‖r→r , it
suffices to consider the case r ∈ (1,2]. Let n0 ∈N be the maximum of the n0 specified in the
definitions of the almost-regularity and well-connected conditions and fix n ≥ n0. Also, as in
the proof of Proposition 5.3(a), define mn and Mn as in (5.5). Note that it suffices to show
that for �n := (Mn − mn)/2,

�n

Mn

≤ 5rεn

C∗(r − 1)
,(5.11)

which is just a restatement of (5.6). To this end, define Vn := {i : vn,i ≥ Mn − �n}, and note
that Mn − �n = mn + �n.

In the rest of the proof, we will obtain upper and lower bounds on each coordinate of
Svn = �r∗(AT

n �r(Anvn)). Using the definition of Vn, we have for each k ∈ [n],
(Anvn)k ≤ Mn

∑
j∈Vn

an
kj + (Mn − �n)

∑
j /∈Vn

an
kj = Mn

∑
j∈[n]

an
kj − �n

∑
j /∈Vn

an
kj ,

(Anvn)k ≥ (mn + �n)
∑
j∈Vn

an
kj + mn

∑
j /∈Vn

an
kj = mn

∑
j∈[n]

an
kj + �n

∑
j∈Vn

an
kj .

(5.12)

Take any i0 and j0 such that mn = vn,i0 and Mn = vn,j0 . We will use the following elementary
fact: For all l ∈ (0,1] and x ∈ [0,1],

(1 − x)l ≤ 1 − lx

2
and (1 + x)l ≥ 1 + lx

2
.(5.13)
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Then, by (5.12), (4.1), the fact that r − 1 ∈ (0,1] and (5.13), we have

(AT
n �r(Anvn))j0

Mr−1
n

≤ 1

Mr−1
n

∑
k∈[n]

an
kj0

[
Mn

∑
j∈[n]

an
kj − �n

∑
j /∈Vn

an
kj

]r−1

= ∑
k∈[n]

an
kj0

( ∑
j∈[n]

an
kj

)r−1[
1 − �n

Mn

∑
j /∈Vn

an
kj∑

j∈[n] an
kj

]r−1

≤ ∑
k∈[n]

an
kj0

( ∑
j∈[n]

an
kj

)r−1[
1 − r − 1

2

�n

Mn

∑
j /∈Vn

an
kj∑

j∈[n] an
kj

]
.

(5.14)

Also, since An in (C∗,μn) well-connected, Definition 5.2 and the symmetry of An imply

∑
j /∈Vn

∑
k∈[n]

an
kj0

an
kj ≥ C∗nμ2

n

(
n − |Vn|),(5.15)

and similarly,

∑
j∈Vn

∑
k∈[n]

an
ki0

an
kj ≥ C∗nμ2

n|Vn|.(5.16)

Using the (εn,μn)n∈N almost regularity of An and substituting (5.15) in (5.14), we obtain

(AT
n �r(Anvn))j0

Mr−1
n

≤ (
nμn(1 + εn)

)r−1 ∑
k∈[n]

an
kj0

[
1 − r − 1

2

�n

Mn

∑
j /∈Vn

an
kj∑

j∈[n] an
kj

]

≤ (
nμn(1 + εn)

)r − r − 1

2

�n

Mn

(
nμn(1 + εn)

)r−2 ∑
j /∈Vn

∑
k∈[n]

an
kj0

an
kj

≤ (
nμn(1 + εn)

)r − C∗(r − 1)

2

�n

Mn

(
nμn(1 + εn)

)r−2
nμ2

n

(
n − |Vn|).

(5.17)

Similarly, using almost regularity and (5.16) we obtain

(AT
n �r(Anvn))i0

mr−1
n

≥ ∑
k∈[n]

an
ki0

( ∑
j∈[n]

an
kj

)r−1[
1 + r − 1

2

�n

mn

∑
j∈Vn

an
kj∑

j∈[n] an
kj

]

≥ ∑
k∈[n]

an
ki0

( ∑
j∈[n]

an
kj

)r−1[
1 + r − 1

2

�n

Mn

∑
j∈Vn

an
kj∑

j∈[n] an
kj

]

≥ (
nμn(1 − εn)

)r + C∗(r − 1)

2

�n

Mn

(nμn)
r−2 (1 − εn)

r−1

1 + εn

nμ2
n|Vn|.

(5.18)

Since vn satisfies Svn ∝ vn, we must have
(AT

n �r(Anvn))j0

Mr−1
n

= (AT
n �r(Anvn))i0

mr−1
n

. Thus, combining

(5.17) and (5.18), we get for large enough n,

C∗(r − 1)

2

�n

Mn

(nμn)
r−2nμ2

n

[
(1 + εn)

r−2(
n − |Vn|) + (1 − εn)

r−1

1 + εn

|Vn|
]

≤ (nμn)
r[(1 + εn)

r − (1 − εn)
r ].

(5.19)
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Next, using εn → 0, (5.13) and the fact that r ∈ (1,2], we can lower bound the left-hand-side
of (5.19) as follows:

C∗(r − 1)

2

�n

Mn

(nμn)
r−2nμ2

n

[
(1 + εn)

r−2(
n − |Vn|) + (1 − εn)

r−1

1 + εn

|Vn|
]

≥ C∗(r − 1)

2

�n

Mn

(nμn)
r−2nμ2

n

[
n − |Vn| + (1 − 2rεn)|Vn|]

= C∗(r − 1)

2

�n

Mn

(nμn)
r−2nμ2

n[n − 2rnεn]

≥ C∗(r − 1)

2

�n

Mn

(nμn)
r [1 − 2rεn].

(5.20)

Therefore, using (5.20) and Definition 5.2 in (5.19) shows that for large enough n,

�n

Mn

≤ 2

C∗(r − 1)(1 − 2rεn)

(
2rεn + o(εn)

) ≤ 5rεn

C∗(r − 1)
.

This proves (5.11), and hence, completes the proof of Proposition 5.3(b). �

6. Approximation of the maximizer for random matrices. In this section, we show
that the assumptions in Proposition 5.3 are satisfied almost surely by the sequence of random
matrices of interest. This will complete the proofs of Theorems 2.6 and 2.8. Let P0 be any
probability measure on

∏
nR

n×n, such that its projection on R
n×n has the same law as An,

as defined in Assumption 1.

6.1. Random matrices are almost regular and well-connected. In Lemmas 6.1 and 6.2,
we verify the almost regularity and well-connectedness conditions for the homogeneous and
inhomogeneous instances of the random matrix sequences, respectively.

LEMMA 6.1. Let (An)n∈N be a sequence of random matrices satisfying Assumptions
1(i), (iii). Also, suppose that

εn = 3
(

logn

nμn

× σ 2
n

μn

)1/2
.(6.1)

1. Suppose that σ 2
n ≥ 9c2 logn

2n
, where c is as in Assumption 1(iii). Then (An)n∈N is

(εn,μn)n∈N almost regular, P0-almost surely.
2. If Assumption 1(ii) is satisfied, then for any constant C∗ ∈ (0,1), (An)n∈N is also

(C∗,μn)n∈N well-connected, P0-almost surely.

PROOF. Verification of almost regularity. First, note that
∑

j∈[n]\{i}E[(an
ij −μn)

2] ≤ nσ 2
n

and Assumption 1(iii) provides the moment conditions required for Bernstein’s inequality
(see [8], Corollary 2.11). Therefore, using the fact that (an

ij )i<j are i.i.d. as well as the union
bound, and then applying [8], Corollary 2.11, for both the upper and lower tails, we conclude
that for all sufficiently large n,

P
(∃i : ∣∣dn(i) − nμn

∣∣ > nμnεn

) ≤ nP
(∣∣dn(1) − nμn

∣∣ > nμnεn

)
≤ 2n exp

(
− n2μ2

nε
2
n

2(nσ 2
n + cnμnεn)

)
,

(6.2)
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where c is as given in Assumption 1(iii). Since

cnμnεn = 3c

(
n2μ2

n × logn

nμn

× σ 2
n

μn

)1/2
= 3cσn

√
n logn ≤ nσ 2

n

2
,

and n2μ2
nε2

n

3nσ 2
n

= 3 logn, this implies

P
(∃i : ∣∣dn(i) − nμn

∣∣ > nμnεn

) ≤ exp(−3 logn + logn) = n−2,

which is summable in n. Thus the almost regularity holds P0-almost surely due to the Borel–
Cantelli lemma.

Verification of well-connectedness. Note that it suffices to prove the following claim.

CLAIM 2. Define the sequence (ε′
n)n≥1 as

(6.3) ε′
n := σ 2

n

μ3
n

(logn)2

n
.

Then for all i, j ∈ [n], |∑k aikakj − nμ2
n| ≤ nμ2

n

√
ε′
n, P0-almost surely.

PROOF. First, note that ε′
n → 0 as n → ∞ since σ 2

n

μn
= O(1),

√
nμn = ω(logn) by As-

sumption 1(ii). Next, for each fixed i, j ∈ [n], note that

E

[∑
k

aikakj

]
= (n − 2)μ2

n, E

[∑
k

a2
ika

2
kj

]
= (n − 2)

(
σ 2

n + μ2
n

)2
.

By [8], Corollary 2.11, under Assumption 1, we have for all large enough n,

P

(∣∣∣∣∑
k

aikakj − nμ2
n

∣∣∣∣ > nμ2
n

√
ε′
n

)
≤ 2 exp

[
− n2μ4

nε
′
n

2(n(σ 2
n + μ2

n)
2 + c′′nμ2

n

√
ε′
n)

]
,

where c′′ is a constant that depends only on the constant c in Assumption 1(iii). The proof
of the claim is completed by observing that since ε′

n → 0 as n → ∞, and μn and σ 2
n /μn are

upper bounded by some fixed finite positive constant K , we have for all large enough n,

n2μ4
nε

′
n

2(n(σ 2
n + μ2

n)
2 + c′′nμ2

n

√
ε′
n)

≥ n2μ4
n

2n(Kμn + μ2
n)

2

σ 2
n

μ3
n

(logn)2

n
≥ (logn)2σ 2

n

8K2μn

. �

This completes the verification of P0-almost sure well-connectedness. �

The next lemma states the version of Lemma 6.1 in the inhomogeneous variance case.

LEMMA 6.2. Let (An)n∈N be a sequence of random matrices that satisfies Assumption 2.

Also, suppose that εn = 3(
logn
nμn

× σ̄ 2
n

μn
)1/2. Then (An)n∈N is (εn,μn)n∈N almost regular, P0-

almost surely. Moreover, for any constant C∗ ∈ (0,1), it is also (C∗,μn)n∈N well-connected
P0-almost surely.

PROOF OF LEMMA 6.2. The proof follows verbatim the proof of Lemma 6.1 once σn is
replaced by σ̄n. �

PROOFS OF THEOREMS 2.6 AND 2.8. Note that Claim 2 also implies that AT
n An is

irreducible. Thus, Theorems 2.6 and 2.8 are immediate from Proposition 5.3, and Lemmas 6.1
and 6.2, respectively. �
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7. Approximating the r → p norm. The purpose of this section is to identify a good
approximation for ‖An‖r→p that is sufficiently explicit. We use the power iteration method

described in Section 4 starting with initial vector v
(0)
n = n−1/r1. Then after one iteration, we

get the vector v
(1)
n which, by (4.12) and (4.5), is given explicitly by

(7.1) v(1)
n = �r∗(AT

n �p(An1))
‖�r∗(AT

n �p(An1))‖r

.

Then define the quantity

ηn(An) := ∥∥Anv
(1)
n

∥∥
p = ‖An�r∗(AT

n �p(An1))‖p

‖�r∗(AT
n �p(An1))‖r

,(7.2)

which will serve as an approximation for ‖An‖r→p . We prove the following estimate:

PROPOSITION 7.1. Let (An)n∈N, (εn)n∈N, and (μn)n∈N satisfy the same conditions as
those imposed in Proposition 5.3. Then there exists a constant C ∈ (0,∞) (possibly depend-
ing on p and r) such that for all sufficiently large n,

∣∣‖Anvn‖p − ηn(An)
∣∣ ≤ C

�2
2(n)εn

μ2
nn

3
2 + 1

r

‖An‖2→p,

where ηn is defined as in (7.2) and

(7.3) �2
2(n) := max

x:〈1,x〉=0, x �=0

‖Anx‖2
2

‖x‖2
2

.

The rest of this section is organized as follows. First, we estimate the closeness of v
(1)
n to

vn in Proposition 7.2. In particular, we show that under the assumptions of Proposition 7.1
(equivalently, Proposition 5.3), vn can be approximated well by v

(1)
n . This is then used to

approximate the operator norm and complete the proof of Proposition 7.1.

PROPOSITION 7.2. Assume that the conditions of Proposition 5.3 are satisfied. Recall
the definition of the v-norm from (4.15). Then there exists a constant C2 < ∞, possibly de-
pending on p, r , such that for all sufficiently large n,

∥∥vn − v(1)
n

∥∥
vn

≤ C2
�2

2(n)εn

n2μ2
n

,

where �2(n) is as defined in (7.3).

The next lemma provides key ingredients for the proof of Proposition 7.2.

LEMMA 7.3. Assume that (An)n∈N satisfies the conditions of Proposition 5.3 and 1 <

p ≤ r < ∞. Then the following hold:

(a) limn→∞ μ−1
n n

−(1+ 1
p
− 1

r
)‖An‖r→p = 1;

(b) maxx:‖x‖vn≤1 ‖Anx‖p = (1 + o(1))n
1
2 − 1

r maxx:‖x‖2≤1 ‖Anx‖p;
(c) Let λ2(n) be the second largest eigenvalue corresponding to the v-Rayleigh quotient

defined in (4.16). Then

λ2(n) ≤ 2μp−2
n n

p(r−1)
r

−1�2
2(n).
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PROOF. (a) By Proposition 5.3 and the almost regularity condition in Definition 5.1, it
follows that

‖An‖r→p = ‖Anvn‖p = ∥∥An1
(
n−1/r + o

(
n−1/r))∥∥

p

= ∥∥(
nμn + o(nμn)

)(
n−1/r + o

(
n−1/r))1∥∥

p

= μnn
1−1/r+1/p + o

(
μnn

1−1/r+1/p)
,

from which the claim in (a) follows.
(b) By (4.15) and Proposition 5.3, we have for all sufficiently large n and x ∈ R

n,

‖x‖vn =
(

n∑
i=1

|vn,i |r−2|xi |2
) 1

2

= n− r−2
2r ‖x‖2

(
1 + o(1)

)
.(7.4)

This implies that

max‖x‖vn≤1
‖Anx‖p = max

x �=0

‖Anx‖p

‖x‖vn

= max
x �=0

‖Anx‖p(1 + o(1))

n− r−2
2r ‖x‖2

= n
r−2
2r

(
1 + o(1)

)
max‖x‖2≤1

‖Anx‖p,

(7.5)

which proves (b).
(c) Recall the inner product defined in (4.14) and that γ p is the largest eigenvalue of B ob-

tained from the v-Rayleigh quotient (4.16). Thus, by using the Courant–Fischer theorem [5],
Corollary III.1.2, and further justifications given below, note that

λ2(n) = min
u�=0

max
x:[u,x]=0

[Bx,x]
[x,x] ≤ max

x:[|vn|2−r ,x]=0

[Bx,x]
[x,x]

= max
x:〈1,x〉=0

[Bx,x]
‖x‖2

vn

≤ n1− 2
r max

x:〈1,x〉=0

〈|Anvn|p−2, |Anx|2〉
‖x‖2

2

≤ 2μp−2
n n1− 2

r
+(1− 1

r
)(p−2) max

x:〈1,x〉=0

‖Anx‖2
2

‖x‖2
2

≤ 2μp−2
n n

p(r−1)
r

−1�2
2(n),

where the second equality follows since for any x, [|vn|2−r ,x] = 0 if and only if 〈1,x〉 = 0,
and the second and third inequalities follow from (7.4) and the almost regularity. �

Now we have all the ingredients to complete the proof of Proposition 7.2.

PROOF OF PROPOSITION 7.2. Note that for all large enough n, ‖vn‖∞ ≤ 2n−1/r by
Proposition 5.3. Thus, for any x ∈ R

n with ‖x‖∞ ≤ 1, it follows that

‖x‖vn =
(

n∑
i=1

|vn,i |r−2|xi |2
)1/2

≤ 21− 2
r n− 1

2 + 1
r ‖x‖2 ≤ 21− 2

r n
1
r ‖x‖∞.(7.6)
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Then the vectors v
(0)
n = n−1/r1 and v

(1)
n from (7.1) in the nonlinear power iteration satisfy

(as justified below)

∥∥vn − v(1)
n

∥∥
vn

≤ (
1 + o(1)

) (p − 1)λ2

(r − 1)‖An‖p
r→p

∥∥vn − n−1/r1
∥∥
vn

≤ (
1 + o(1)

)2(p − 1)

r − 1

�2
2(n)

n2μ2
n

∥∥vn − n−1/r1
∥∥
vn

≤ (
1 + o(1)

)22− 2
r (p − 1)

r − 1

�2
2(n)

n2− 1
r μ2

n

∥∥vn − n−1/r1
∥∥∞

≤ C
�2

2(n)εn

n2μ2
n

,

where the first inequality is due to Proposition 4.3 and the fact that ‖An‖p
r→p = γ p , the

second inequality is due to Lemma 7.3(a) and Lemma 7.3(c), and the third inequality is due
to (7.6). Proposition 7.2 then follows from an application of Proposition 5.3. �

PROOF OF PROPOSITION 7.1. Once again considering the vector v(1) in (7.1) obtained
after the first step of the nonlinear power iteration and ηn(An) = ‖Anv

(1)
n ‖p , from (7.2), we

have ∣∣‖Anvn‖p − ηn(An)
∣∣ ≤ ∣∣‖Anvn‖p − ∥∥Anv

(1)
n

∥∥
p

∣∣
≤ ∥∥Anvn − Anv

(1)
n

∥∥
p

≤ ∥∥vn − v(1)
n

∥∥
vn

max‖x‖vn≤1
‖Anx‖p

≤ ∥∥vn − v(1)
n

∥∥
vn

(
1 + o(1)

)
n

1
2 − 1

r max‖x‖2≤1
‖Anx‖p

≤ ∥∥vn − v(1)
n

∥∥
vn

(
1 + o(1)

)
n

1
2 − 1

r ‖An‖2→p,

where the third inequality is due to Lemma 7.3 (b). Proposition 7.1 then follows on using
Proposition 7.2 to bound ‖vn − v

(1)
n ‖vn . �

8. Asymptotic normality. In this section we establish asymptotic normality of ηn(An)

when An satisfies Assumption 1. We start in Section 8.1 with some preliminary results.

8.1. Almost-sure error bound on the CLT scale. First, recalling the definition of �2(n)

in (7.3), we prove the following lemma.

LEMMA 8.1. Under Assumption 1 the following holds:

�2(n) ≤ 3
√

nσn + μn, P0 eventually almost surely.(8.1)

For the proof, it will be convenient to define the following centered version of An:

(8.2) A0
n := An − μn11T + μnIn.

PROOF OF LEMMA 8.1. First observe that for all vectors x with 〈1,x〉 = 0, using (8.2),
we can write

‖Anx‖2 = ∥∥(
A0

n + μn11T − μnIn

)
x

∥∥
2 ≤ ∥∥A0

nx
∥∥

2 + μn‖x‖2.(8.3)
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Therefore, we have

�2(n) = max
x:〈1,x〉=0,x �=0

‖Anx‖2

‖x‖2
≤ max

x: x �=0

‖A0
nx‖2

‖x‖2
+ μn.(8.4)

Also, note that the matrix Hn = (hn
ij )1≤i,j≤n defined by Hn := A0

n/
√

nσn satisfies the condi-
tions of [30], Assumption 2.3, namely:

1. For all i ∈ [n], hn
ii = 0, and for all i, j ∈ [n] with i �= j , E[hn

ij ] = 0, E[(hn
ij )

2] = 1
n

.
2. Setting qn = √

nσn, by Assumption 1(iii), there exists a fixed constant c1 > 0 such
that for all n ≥ 1 and k ≥ 3,

E
[∣∣hn

ij

∣∣k] ≤ E[|an
ij − μn|k]
n

k
2 σk

n

≤ k!
2

ck−2σ 2
n

n
k
2 σk

n

≤ (c1k)c1k
1

nqk−2
n

.

Also, qn 
 nc0 , due to Assumption 1(ii) and further, qn = O(
√

n) since σ 2
n = O(μn) = O(1).

Therefore, by [30], Theorem 2.9, for all sufficiently large n,

(8.5) max
x: x �=0

‖A0
nx‖2

‖x‖2
≤ 3

√
nσn,

which then implies (8.1) using (8.4). �

Below we state a general version of Lemma 8.1 that extends the result to the nonzero
diagonal entries case.

LEMMA 8.2. Under Assumption 1 and the assumptions for nonzero diagonal entries in
Remark 2.3, the following holds:

�2(n) ≤ 3
√

nσn + μn +
√

2n
(
ζ 2
n + ρ2

n

)
, P0-eventually almost surely.(8.6)

The proof of Lemma 8.2 follows verbatim from the proof of Lemma 8.1, except that the
upper bound in (8.4) will be replaced by

�2(n) = max
x:〈1,x〉=0,x �=0

‖Anx‖2

‖x‖2
≤ max

x: x �=0

‖A0
nx‖2

‖x‖2
+ μn +

(
n∑

i=1

(
an
ii

)2

) 1
2

.

Using standard concentration bounds [8], Corollary 2.11 (as used in (6.2)), we can bound∑n
i=1(a

n
ii)

2 ≤ 2n(ζ 2
n + ρ2

n), P0-eventually almost surely. Note that this step requires the mo-
ment conditions mentioned in Remark 2.3. The rest of the proof is identical to Lemma 8.1
since since A0

n has zero diagonal entries and hence, is omitted.
Next, we prove a bound on the error while approximating ‖An‖r→p by ηn(An).

LEMMA 8.3. Under the conditions of Theorem 2.2, the following holds P0-almost surely:

‖An‖r→p = ‖Anvn‖p = ηn(An) + o
(
σnn

1
p
− 1

r
)
,

where vn is the maximizer vector in (2.4) and ηn(·) is defined in (7.2).

PROOF. It suffices to show that P0-eventually almost surely,

(8.7)
∣∣‖Anvn‖p − ηn(An)

∣∣ ≤ C
σ 3

n

μ2
n

n
1
p
− 1

r

√
logn

n
,
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for some constant C > 0, not depending on n. Indeed, if (8.7) holds, then Lemma 8.3
would follow immediately on observing that σ 2

n = O(μn) and μn 
 √
(logn)/n by As-

sumption 1(ii).
To show (8.7), note that by Lemma 6.1, under Assumption 1 with associated constants

(μn)n∈N, (σn)n∈N, (i) the sequence (An)n∈N is P0-almost surely (εn,μn)n∈N almost reg-

ular in the sense of Definition 5.1 with εn = �(

√
logn
nμn

· σ 2
n

μn
) and (ii) for some constant

c′ ∈ (0,1), (c′,μn)n∈N well-connected in the sense of Definition 5.2. Also, note that the
well-connectedness also implies that AT

n An is irreducible. In particular, the conditions of
Proposition 5.3 are satisfied and we can apply Proposition 7.1 along with Lemma 8.1 to con-
clude that

∣∣‖Anvn‖p − ηn(An)
∣∣ ≤ C1

(3
√

nσn + μn)
2

μ2
nn

3/2+1/r

√
logn

nμn

· σ 2
n

μn

× ‖An‖2→p

≤
C2nσ 3

n (1 + μn√
nσn

)2

μ3
nn

3/2+1/r

√
logn

n
× ‖An‖2→p.

To conclude the proof, we establish the following:

CLAIM 3. For p ∈ [1,2], (i) ‖An‖2→p = (1 + oP(1))μnn
1
2 + 1

p , (ii) For p > 2,

‖An‖2→p ≤ C
√

μnn
1
2 + 1

p for some constant C > 0.

PROOF. For 1 ≤ p ≤ 2, the claim is immediate from Lemma 7.3(a). For p > 2, let ai

denote the ith row of An. Then ‖ai‖2
2 = ∑

j a2
ij is a sum of independent random variables.

Using the law of large numbers, ‖ai‖2
2 ≤ Cnσ 2 with high probability. Therefore,

‖An‖2→p = max
x:‖x‖2≤1

( ∑
i∈[n]

∣∣〈ai ,x〉∣∣p) 1
p

≤ max
x:‖x‖2≤1

( ∑
i∈[n]

‖ai‖p
2 ‖x‖p

2

) 1
p ≤ C(nμn)

1
2 n

1
p ,

(8.8)

and this completes the proof of the claim. �

Now observe that

∣∣‖Anvn‖p − ηn(An)
∣∣ ≤ C1

�2
2(n)εn

μnn
1− 1

p
+ 1

r

≤ C2
σ 3

n

μ2
n

n
1
p
− 1

r

√
logn

n
,

P0-eventually almost surely, for constants C1,C2 > 0, where the first inequality is due to
Proposition 7.1 and Claim 3, and the last step is due to Lemma 8.1 and the choice of εn. This
completes the proof of (8.7). �

REMARK 8.4. While we do not believe that the upper bound on ‖An‖2→p given in
Claim 3 for the hypercontractive case (p > 2) is tight, it is worthwhile to point out that the

bound (1 + oP(1))μnn
1
2 + 1

p does not work in general if p > 2. This can be seen from the
following observation: Recall that 1 denotes the n-dimensional vector (1,1, . . . ,1) and ei is
the n-dimensional vector whose ith component is 1 and all other components are 0. Then
note that for any fixed i ∈ [n],

‖An1‖p

‖1‖2
= (

1 + oP(1)
)
μnn

1
2 + 1

p and
‖Anei‖p

‖ei‖2
= (

1 + oP(1)
)
(nμn)

1
p .
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Also,

μnn
1
2 + 1

p 	 (nμn)
1
p if and only if μn 	 n

− p
2(p−1) .

Therefore, the vector ei produces a larger norm value if μn 	 n
− p

2(p−1) . As a side-note, this
observation hints that if μn scales as n−1/t for some t > 2, then for all sufficiently large p,
the maximizing vector for ‖An‖2→p may not be close to 1.

8.2. Proof of asymptotic normality. We proceed with the proof of asymptotic normal-
ity using the Taylor expansion. Let ηn,t (An) := ηn(tAn + (1 − t)E[An]). Thus, ηn,1(An) =
ηn(An) and ηn,0(An) = ηn(E[An]). Using the Taylor expansion of ηn,t (An) with respect to t ,
we obtain

ηn(An) = ηn

(
E[An]) + d

dt
ηn,t (An)

∣∣∣∣
t=0

+ 1

2

d2

dt2 ηn,t (An)

∣∣∣∣
t=ξ

(8.9)

for some ξ ∈ [0,1]. The next proposition establishes asymptotics of the above derivative
terms. Recall from (6.3) that

(8.10) ε′
n = σ 2

n

μ3
n

(logn)2

n
.

PROPOSITION 8.5. As n → ∞,

(8.11)

d

dt
ηn,t (An)

∣∣∣∣
t=0

= (
1 + oP(1)

)
n

−1+ 1
p
− 1

r
∑
i,j

(
an
ij −E

[
an
ij

])
,

d2

dt2 ηn,t (An) =
(
1 + OP

(√
ε′
n

))

×
[
p − 1 + 1

r − 1

]
n

−1+ 1
p
− 1

r

nμn

n∑
i=1

(
n∑

j=1

(
an
ij −E

[
an
ij

]))2

,

where ε′
n is as defined in (8.10) and the OP(

√
ε′
n) is uniform over t ∈ [0,1].

The proof of Proposition 8.5 is deferred to Appendix 9. We now complete the proofs of
Theorem 2.2 and Theorem 2.9.

PROOF OF THEOREM 2.2. Note that Lemma 8.3 ensures that ηn(An) approximates
‖An‖r→p on the fluctuation scale, that is,

∣∣‖An‖r→p − ηn(An)
∣∣ = o

(
σnn

1
p
− 1

r
)

P0-almost surely.

Thus, it is enough to prove (2.1) when ‖An‖r→p is replaced with ηn(An). The first term of
the Taylor expansion of ηn(An) from (8.9) is

(8.12) ηn

(
E[An]) = μn(n − 1)n

1
p
− 1

r .

Note that
∑

i<j (a
n
ij −μn) is a sum of of iid random variables with total variation s2

n := (n
2

)
σ 2

n .
By Assumption 1(iii), it follows that

1

s3
n

∑
i<j

E
[∣∣an

ij − μn

∣∣3] ≤ C
n2σ 2

n

n3σ 3
n

= O

(
1

nσn

)
,(8.13)
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which is o(1) since nσn → ∞ by Assumption 1(ii). Thus Lyapunov’s condition [7], (27.16),
is satisfied and we can apply the central limit theorem for triangular arrays [7], Theorem 27.3,
to conclude that

(8.14)

∑
i<j (a

n
ij − μn)

sn
=

√
2

∑
i<j (a

n
ij − μn)√

n(n − 1)σn

d−→ Normal(0,1).

Thus, Proposition 8.5 shows that the scaled second term on the right hand side of (8.9) is

(8.15)
1

σnn
1
p
− 1

r

× d

dt
ηn,t (An)

∣∣∣∣
t=0

= (
1 + oP(1)

)2
∑

i<j (a
n
ij − μn)

nσn

d−→ Normal(0,2).

To evaluate the third term on the right hand side of (8.9), first note that Proposition 8.5,
together with Lemma A.1(iii) implies that for all ξ ∈ [0,1]

d2

dt2 ηn,t (An)

∣∣∣∣
t=ξ

=
(
1 + OP

(√
ε′
n

))(
1 + OP

(
n−1/2))(

p − 1 + 1

r − 1

)
σ 2

n

μn

n
1
p
− 1

r .

Now,

σ 2
n

μn

n
1
p
− 1

r

√
ε′
n 	 n

1
p
− 1

r σn ⇐⇒ σ 2
n

μn

(
log2 n

nμ3
n

)1/2
	 1 ⇐= μn 
 log2/3 n

n1/3 ,

which holds due to Assumption 1 (ii). Thus, we conclude that

d2

dt2 ηn,t (An)

∣∣∣∣
t=ξ

=
(
p − 1 + 1

r − 1

)
σ 2

n

μn

n
1
p
− 1

r + oP
(
n

1
p
− 1

r σn

)
.(8.16)

To complete the proof of Theorem 2.2, substitute (8.12), (8.15), and (8.16) into (8.9). �

We now turn to the proof of asymptotic normality in the dense, inhomogeneous case. First
we will prove a version of Lemma 8.1 in this inhomogeneous case.

LEMMA 8.6. Let (An)n∈N be a sequence of random matrices satisfying the conditions
of Theorem 2.9. Then the following holds:

�2(n) ≤ 3
√

c∗nσ̄n + μn, P0 eventually almost surely,(8.17)

where recall that c∗ > 0 is a constant defined in Assumption 2.

As shown below, the proof of this lemma follows on arguments similar to the ones used
in Lemma 8.1, with the key difference that the bound on the 2 → 2 norm of the centered
random matrix needs a more careful treatment.

PROOF OF LEMMA 8.6. We first prove the following bound on the centered matrix A0
n

from (8.2):

‖A0
nx‖2

‖x‖2
≤ 3c∗√nσ̄n, P0 eventually almost surely.

To this end, note that the matrix Hn = (hn
ij )1≤i,j≤n defined by Hn = A0

n/
√

nσ̄n has the fol-
lowing properties:

1. By Assumption 2(i), hn
ii = 0 for all i ∈ [n] and E[hn

ij ] = 0 for all i, j ∈ [n], i �= j .
2. By Assumption 2(ii), for all sufficiently large n,

c∗
n

≤ min
i,j

E
[(

hn
ij

)2] ≤ max
i,j

E
[(

hn
ij

)2] ≤ c∗

n
.
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3. Also, by Assumption 2(iv), for all sufficiently large n, and every k ≥ 3

E
[∣∣hn

ij

∣∣k] ≤ E[|an
ij − μn|k]
n

k
2 σ̄ k

n

≤ ck

nk/2 .

This shows that Hn satisfies the conditions in [2], Theorem 2.1, Remark 2.2. Further, by
Geršgorin’s circle theorem [22], the largest eigenvalue of the matrix (E[(hn

ij )
2])i,j is bounded

from above by 2c∗σ̄ 2
n . An application of [2], Theorem 2.1, Remark 2.2, yields (8.17). �

The next lemma proves a version of Lemma 8.3 in the inhomogeneous variance case.

LEMMA 8.7. Let (An)n∈N be a sequence of random matrices satisfying the conditions
of Theorem 2.9. Then the following holds P0-almost surely:

‖Anvn‖p = ∥∥Anv
(1)
n

∥∥
p + o

(
σ̄nn

1
p
− 1

r
)
.

PROOF. The proof follows the proof of Lemma 8.3 verbatim, except that Lemma 8.6
must be used in place of Lemma 8.1. �

PROOF OF THEOREM 2.9. Note that Lemma 8.7 ensures that under the conditions of
Theorem 2.9, ηn(An) approximates ‖An‖r→p on the fluctuation scale, that is,

∣∣‖An‖r→p − ηn(An)
∣∣ = o

(
σ̄nn

1
p
− 1

r
)

P0-almost surely.

The rest of proof follows the same steps as the proof of Theorem 2.2, if one uses∑
i<j σ 2

n (i, j) in place of n2σ 2/2, the upper bound (c∗σ̄n)
2 for the variances of the entries,

and the CLT

(8.18)

∑
i<j (a

n
ij − μn)√∑

i<j σ 2
n (i, j)

d−→ Normal(0,1),

in place of (8.14). �

9. Relation to the �r Grothendieck problem. We end this section with the proof of
Proposition 2.11.

PROOF OF PROPOSITION 2.11. Let x∗ ∈ R
n be a maximizer of xT Ax with ‖x∗‖ = 1.

Then, using the method of Lagrange multipliers, there exists κ ∈ R such that if g : Rn �→ R

is the function given by

g(x) = xT Ax − κ
(‖x‖r

r − 1
)
,

then x∗ solves the equation

(9.1) ∇g(x) = 2Ax − κr�r(x) = 0,

where recall �r(x) = |x|r−1sgn(x). Taking the inner product of x∗ with the left-hand side of
(9.1) evaluated at x = x∗, and using the fact that 〈x∗,�r(x

∗)〉 = ‖x∗‖r = 1, it can be seen
that

(9.2) Mr(A) = sup
‖x‖r≤1

xT Ax = (
x∗)T

Ax∗ = κr

2
.

Now, fix any nonnegative solution y of (9.1). It follows that

�r∗
(
AT y

) =
(

κr

2

) 1
r−1

y(9.3)



ON r-TO-p NORMS OF RANDOM MATRICES 5103

and also, for r ≥ 2 and p = r∗ = r/(r − 1),

�p(Ay) =
(

κr

2

)p−1
�p

(
�r(y)

)

⇐⇒ AT �p(Ay) =
(

κr

2

)p−1
AT �p

(
�r(y)

)

⇐⇒ Sy = �r∗
(
AT �p(Ay)

) =
(

κr

2

)p−1
r−1

�r∗
(
AT �p

(
�r(y)

))
.

(9.4)

Choosing p = r∗ = r/(r − 1), we have �p(�r(y)) = y, and thus

Sy =
(

κr

2

)p−1
r−1

�r∗
(
AT y

) =
(

κr

2

) p
r−1

y due to (9.3).(9.5)

Therefore, Sy ∝ y. Also, note that since r ≥ 2, we have p = r∗ ≤ r . Thus, from Lemma 4.1,
we know that Sx = γ

p
r−1 x has a unique solution in x that has all positive entries when A is

a symmetric matrix with nonnegative entries and AT A is irreducible (see Proposition 4.2).
Since the steps between (9.1) and (9.5) consist of implications in both directions, we conclude
that (9.1) also has a unique positive solution x∗ and for p = r∗,

‖A‖
p

r−1
r→p =

(
κr

2

) p
r−1 =⇒ ‖A‖r→p = κr

2
.(9.6)

Therefore, (9.2) yields that Mr(A) = ‖A‖r→r∗ and the proof follows. �

APPENDIX: PROOF OF PROPOSITION 8.5

Throughout this appendix, we will omit sub-/superscript n. Also, we will repeatedly use
the fact that row sums of the E[A] matrix is (n − 1)μ = nμ(1 + o(1)). Recall

At = tA + (1 − t)E[A] for t ∈ [0,1],
Ā = A −E[A],
d̄ = Ā1,

m̄k = 〈
d̄

�k
,1

〉
, k ≥ 1.

Define Et := �p(At1). We will now calculated the expression of the derivatives, along with
the value of the first derivative at t = 0.

Derivatives of Et . Since Et = �p(At1),

E′
t = (p − 1)�p−1(At1) � d̄,

E′′
t = (p − 1)(p − 2)�p−2(At1) � d̄

�2
.

(A.1)

At t = 0, we have

E0 = (nμ)p−11
(
1 + o(1)

)
,

E′
0 = (p − 1)(nμ)p−2d̄

(
1 + o(1)

)
.

(A.2)
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Derivatives of Ft . Ft = At�p(At1) = AtEt . Then,

F ′
t = ĀEt + AtE

′
t ,

F ′′
t = 2ĀE′

t + AtE
′′
t .

(A.3)

At t = 0, we have

F0 = (nμ)p1
(
1 + o(1)

)
,

F ′
0 = (nμ)p−2[

nμd̄ + (p − 1)m̄1μ1
](

1 + o(1)
)
.

(A.4)

Derivatives of St . St = �r ′(Ft ). Then

S′
t = (

r ′ − 1
)
�r ′−1(Ft ) � F ′

t ,

S′′
t = �0(Ft ) �

[(
r ′ − 2

)
S′

t � F ′
t + (

r ′ − 1
)
St � F ′′

t

]
,

(A.5)

where the second step follows by noting that

Ft � S′
t = Ft �

((
r ′ − 1

)
�r ′−1(Ft ) � F ′

t

) = (
r ′ − 1

)
�r ′(Ft ) � F ′

t = (
r ′ − 1

)
St � F ′

t

=⇒ F ′
t � S′

t + Ft � S′′
t = (

r ′ − 1
)[

F ′
t � S′

t + St � F ′′
t

]
.

(A.6)

At t = 0, we have

S0 = (nμ)
p

r−1 1
(
1 + o(1)

)
,

S′
0 = (

r ′ − 1
)
(nμ)

p
r−1 −2[

nμd̄ + (p − 1)m̄1μ1
](

1 + o(1)
)
.

(A.7)

Derivatives of st . st = ‖St‖r

s′
t = s

−(r−1)
t

〈
Ft , S

′
t

〉
,

s′′
t = −(r − 1)

(s ′
t )

2

st
+ s

−(r−1)
t

[〈
F ′

t , S
′
t

〉 + 〈
Ft , S

′′
t

〉]

= −(r − 1)
(s ′

t )
2

st
+ (

r ′ − 1
)
s
−(r−1)
t

[〈
F ′

t , S
′
t

〉 + 〈
St ,F

′′
t

〉]
,

(A.8)

sr−1
t s′

t = 〈
�r(St ), S

′
t

〉 = 〈
Ft , S

′
t

〉
=⇒ (r − 1)sr−2

t

(
s′
t

)2 + sr−1
t s′′

t = 〈
F ′

t , S
′
t

〉 + 〈
Ft, S

′′
t

〉
.

At t = 0, we have

s0 = (nμ)
p

r−1 n
1
r
(
1 + o(1)

)
,

s′
0 = p

(
r ′ − 1

)
(nμ)

p
r−1 −1n−1+ 1

r m̄1
(
1 + o(1)

)
.

(A.9)

Derivatives of Gt . Gt = AtSt .

G′
t = ĀSt + AtS

′
t ,

G′′
t = 2ĀS′

t + AtS
′′
t .

(A.10)

At t = 0, we have

G0 = (nμ)
p

r−1 +11
(
1 + o(1)

)
,

G′
0 = (nμ)

p
r−1 −1[

nμd̄ + p
(
r ′ − 1

)
m̄1μ1

](
1 + o(1)

)
.

(A.11)
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Derivatives of gt . gt = ‖AtSt‖p .

g′
t = g

−(p−1)
t

〈
�p(Gt),G

′
t

〉
,

g′′
t = −(p − 1)

(g′
t )

2

gt

+ g
−(p−1)
t

[
(p − 1)

〈
�p−1(Gt),

(
G′

t

)�2〉 + 〈
�p(Gt),G

′′
t

〉]
,

(A.12)

where we have used

g
p−1
t g′

t = 〈
�p(Gt),G

′
t

〉
,

(p − 1)g
p−2
t

(
g′

t

)2 + g
p−1
t g′′

t = (p − 1)
〈
�p−1(Gt),

(
G′

t

)�2〉 + 〈
�p(Gt),G

′′
t

〉
.

At t = 0, we have

g0 = (nμ)
p

r−1 +1n
1
p
(
1 + o(1)

)
,

g′
0 = (nμ)

p
r−1 n

−1+ 1
p
(
p

(
r ′ − 1

) + 1
)
m̄1

(
1 + o(1)

)
.

(A.13)

Therefore, at t = 0,

d

dt

(
gt

st

)∣∣∣∣
t=0

= n
−1+ 1

p
− 1

r m̄1
(
1 + o(1)

)
.(A.14)

A.1. Auxiliary results. We start by listing a few auxiliary results that will be used in the
calculation of the second derivatives. Throughout the rest of the Appendix, ε will be given
by (6.1). Note that due to Lemma 6.1, with high probability, uniformly for all t ∈ [0,1],
At1 = nμ1(1 + O(ε)), and hence, throughout this section we will use, without reference,
that with high probability, uniformly for all t ∈ [0,1]

Et = (nμ)p−11
(
1 + O(ε)

)
,

Ft = (nμ)p1
(
1 + O(ε)

)
,

St = (nμ)
p

r−1 1
(
1 + O(ε)

)
,

Gt = (nμ)
p

r−1 +11
(
1 + O(ε)

)
.

(A.15)

LEMMA A.1. Let B∞(ε) := {x ∈ R
n : ‖x − 1‖∞ ≤ ε}. Then the following hold:

(i) ‖d̄‖∞ � εnμ, and

sup
x∈B∞(ε)

‖Āx − d̄‖∞ � εnμ.

(ii) |m̄1| = |〈1, d̄〉| = OP(nσ
√

logn), and

sup
x,y∈B∞(ε)

∣∣〈x, Āy〉 − 〈1, d̄〉∣∣ = OP

(
εn3/2σ

)
.

(iii) m̄2 = 〈1, d̄�2〉 = n2σ 2(1 + OP(n
−1/2)) and with high probability

sup
x,y,z∈B∞(ε)

∣∣〈x, (Āy) � (Āz)
〉 − 〈

1, d̄
�2〉∣∣ = OP

(
εn2σ 2)

.

(iv)

sup
x,y∈B∞(ε)

∣∣〈x, Ā(y � d̄)
〉 − 〈

1, d̄
�2〉∣∣ = OP

(
εn2σ 2)

.
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(v) 〈1, (At d̄)�2〉 = OP(n
3σ 2), and uniformly for all t ∈ [0,1],

sup
x,y∈B∞(ε)

〈
1,

(
At

(
x � (Āy)

))�2〉 = OP

(
n3σ 4μ−1(logn)2)

.

PROOF. (i) The first bound follows from Lemma 6.1. Also,

sup
x∈B∞(ε)

‖Āx − d̄‖∞ ≤ ε max
i

n∑
j=1

|aij − μ| ≤ ε max
i

(di + nμ)� εnμ.

(ii) The bound on 〈1, d̄〉 follows using Var(〈1, d̄〉) = O(n2σ 2) and Chebyshev’s inequality.
Let x = 1+ εwx and y = 1+ εwy with ‖wx‖∞ ≤ 1 and ‖wy‖∞ ≤ 1. Then

(A.16) 〈x, Āy〉 = 〈1, Ā1〉 + ε
(〈wx, Ā1〉 + 〈1, Āwy〉) + ε2〈wx, Āwy〉.

We have,

E

[∑
i

|di − nμ|
]

≤ n

√
E

[
(d1 − nμ)2

] = n

√∑
j

E(aij − μ)2 = O
(
n3/2σ

)
.

Thus,

sup
wx �=0,‖wx‖∞≤1

∣∣〈wx, Ā1〉∣∣ = ∑
i

|di − nμ| = OP

(
n3/2σ

)
,

sup
wx,wy �=0

∣∣∣∣ 〈wx, Āwy〉
‖wx‖2‖wy‖2

∣∣∣∣ ≤ ‖Ā‖2→2 = OP(σ
√

n),

(A.17)

where the final step in the second inequality follows using (8.5). Also, 〈1, Āwy〉 = 〈wy, Ā1〉.
Thus, plugging in the value of ε, Part (ii) follows from (A.16) and (A.17).

(iii) Note that 〈1, d̄�2〉 = ∑
i,j,k(aij − μ)(aik − μ), and thus,

E
[〈
1, d̄

�2〉] = ∑
i,j,k

E
[
(aij − μ)(aik − μ)

] = (
1 + O(1/n)

)
n2σ 2,

E
[〈
1, d̄

�2〉2] = ∑
i,j,k

i′,j ′,k′

E
[
(aij − μ)(aik − μ)(ai′j ′ − μ)(ai′k′ − μ)

] = n4σ 4(
1 + O(1/n)

)
.

Hence, we can conclude the asymptotics of 〈1, d̄�2〉 using Chebyshev’s inequality. Next, there
exists wx,wy,wz ∈ R

n such that ‖wx‖∞ ≤ 1, ‖wy‖∞ ≤ 1, ‖wy‖∞ ≤ 1, and〈
x, (Āy) � (Āz)

〉
(A.18)

= 〈
1+ εwx, (d̄ + εĀwy) � (d̄ + εĀwz)

〉
(A.19)

= 〈
1, d̄

�2〉 + ε
[〈
wx, d̄

�2〉 + 〈
1, d̄ � (Āwy)

〉 + 〈
1, d̄ � (Āwz)

〉]
(A.20)

+ ε2[〈wx, d̄ � Āwy〉 + 〈wx, d̄ � wz〉] + ε3〈
wx, (Āwy) � (Āwz)

〉
,(A.21)

where we bound, with high probability,∣∣〈wx, d̄
�2〉∣∣ ≤ 〈

1, d̄
�2〉

� n2σ 2,∣∣〈1, d̄ � (Āwy)
〉∣∣ ≤ ‖d̄‖2‖Ā‖2→2‖wy‖2 � n2σ 2,∣∣〈wx, d̄ � Āwy〉
∣∣ ≤ ‖d̄ � wx‖2‖Ā‖2→2‖wy‖2 � n2σ 2,∣∣〈wx, (Āwy) � (Āwz)
〉∣∣ ≤ |〈1, |(Āwy) � (Āwz)|〉| ≤ ‖Āwy‖2‖Āwz‖2 ≤ ‖Ā‖2

2→2n � n2σ 2.

Therefore, Part (iii) follows.
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(iv) Note that 〈
x, Ā(y � d̄)

〉 = 〈
1, Ā(y � d̄)

〉 + ε
〈
wx, Ā(y � d̄)

〉
= 〈

1, d̄
�2〉

(1 + ε) + ε
〈
wx, Ā(y � d̄)

〉
.

Therefore, with high probability, uniformly for all x,y ∈ B∞(ε),

∣∣〈x, Ā(y � d̄)
〉 − 〈

1, d̄
�2〉∣∣ ≤ ε

〈
1, d̄

�2〉 + ε‖wx‖2‖Ā‖2→2‖y � d̄‖2 � εn2σ 2 = OP(εm̄2),

where we have again used that ‖Ā‖2→2 � σ
√

n.
(v) Note that

E
[〈
1, (At d̄)�2〉] = ∑

i

∑
j,k,j ′,k′

E
[
at
ij (ajk − μ)at

ij ′(aj ′k′ − μ)
]
.

We can only have a nonzero contribution from an expectation term only if {j, k} equals one
of {i, j}, {i, j ′}, {j ′, k′}, and, {j ′, k′} equals one of {i, j}, {i, j ′}, {j, k}. This implies that
i = k = k′ or {j, k} = {j ′, k′}. In both cases, there are at most n3 choices of the indices,
and each of the terms can be at most O(σ 2) (using Assumption 1 (iii) to bound the higher
moments). Therefore, applying Markov’s inequality yields

〈
1, (At d̄)�2〉 = OP

(
n3σ 2)

.(A.22)

Next,

At

(
x � (Āy)

) = At d̄ + εAt(wx � d̄) + εAt(Āwy) + ε2At

(
wx � (Āwy)

)
.(A.23)

Thus,

〈
1,

(
εAt(wx � d̄)

)�2〉 ≤ ε2∥∥At |d̄|∥∥2
2 � ε2(nμ)2‖d̄‖2

2 = OP

(
n3σ 4 logn

)
.(A.24)

Also,

∣∣(εAt(Āwy)
)
i

∣∣ = ε

∣∣∣∣∑
j,k

at
ij ājk(wy)k

∣∣∣∣ = ε

∣∣∣∣∑
k

(wy)k
∑
j

at
ij ājk

∣∣∣∣ � ε
∑
k

∣∣∣∣∑
j

at
ij ājk

∣∣∣∣,
and thus,

〈
1,

(
εAt(Āwy)

)�2〉 ≤ ε2
∑
i

(∑
k

∣∣∣∣∑
j

at
ij ājk

∣∣∣∣
)2

.(A.25)

Taking expectation,

∑
i

E

(∑
k

∣∣∣∣∑
j

at
ij ājk

∣∣∣∣
)2

≤ ∑
i

(∑
k

[∑
j,j ′

E
(
at
ij ājka

t
ij ′ āj ′k

)]1/2)2
,(A.26)

where we have used the following fact:

FACT. For any collection of real-valued random variables {X1,X2, . . . ,Xn},

E

(∑
k

|Xk|
)2

≤
(∑

k

(
E

[
X2

k

])1/2
)2

.



5108 S. DHARA, D. MUKHERJEE AND K. RAMANAN

Indeed, the above fact can be seen by using the Cauchy–Schwarz inequality. Now, the
expectation terms in (A.26) can be nonzero only if j = j ′ or k = i. Thus, for any fixed i,
when k = i, we have [∑

j,j ′
E

(
at
ij āj ia

t
ij ′ āj ′i

)]1/2
= O

(
n
(
μσ 2)1/2)

,

and, when k �= i,
[ ∑
j,j ′:j=j ′

E
(
at
ij ājka

t
ij ′ āj ′k

)]1/2
= O

((
nμσ 2)1/2)

.

Therefore, plugging the bounds in (A.26), we get

∑
i

E

(∑
k

∣∣∣∣∑
j

at
ij ājk

∣∣∣∣
)2

= O
(
n4μσ 2)

,

and hence, from (A.25),

〈
1,

(
εAt(Āwy)

)�2〉 = OP

(
n3σ 4μ−1 logn

)
.(A.27)

Next, 〈
1,

(
ε2At

(
wx � (Āwy)

))�2〉 ≤ ε4〈
1,

(
At

(|Ā|1))�2〉
= OP

(
ε4n5μ2σ 2) = OP

(
n3σ 4μ−1(logn)2)

,
(A.28)

where |Ā| = (|aij − μ|)i,j . Therefore, using (A.22), (A.24), (A.27), (A.28), and the fact that
for any xi ∈ R, i = 1,2,3,4, (x1 + x2 + x3 + x4)

4 ≤ 16(x4
1 + x4

2 + x4
3 + x4

4), we get

sup
x,y∈B∞(ε)

∣∣〈1, (
At

(
x � (Āy)

))�2〉∣∣ = OP

(
n3σ 4μ−1(logn)2)

,(A.29)

and the proof follows. �

A.2. Calculation of second derivatives at arbitrary point. Our goal is to calculate
d2

dt2 (
gt

st
) at an arbitrary point t ∈ [0,1].

A.2.1. Derivative of st as given in (A.8). The goal of this section is to prove the following
lemma:

LEMMA A.2. Uniformly over t ∈ [0,1],
∣∣s′

t

∣∣ � (nμ)
p

r−1 −1n
1
r

√
logn · σ 2

μ
,

s′′
t = (

r ′ − 1
)(

r ′ − 1 + p(p − 1)
)
(nμ)

p
r−1 −2n−1+ 1

r m̄2
(
1 + OP

(√
ε′)).

To prove Lemma A.2, we need to calculate mainly three terms: 〈Ft , S
′
t 〉, 〈F ′

t , S
′
t 〉, and

〈St ,F
′′
t 〉. We will calculate the values of these terms in this section at an arbitrary point

t ∈ [0,1]. Let us denote by x, y, z etc. generic variable vectors in B∞(ε) := {x ∈ R
n : ‖x −

1‖∞ ≤ ε}, which can change values from line to line.
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Calculating 〈Ft , S
′
t 〉. From (A.6), note that∣∣〈Ft , S

′
t

〉∣∣ = (
r ′ − 1

)∣∣〈St ,F
′
t

〉∣∣ = (
r ′ − 1

)∣∣〈St , ĀEt + AtE
′
t

〉∣∣
� (nμ)

p
r−1 +p−2[

nμ〈x, Āy〉 + 〈x,z � d̄〉] � (nμ)
p

r−1 +p−1εn3/2σ,

where in the last step, we have used Lemma (A.1) and the fact that 〈x,z � d̄〉 = 〈x � z, Ā1〉.
Calculating 〈F ′

t , S
′
t 〉. Due to (A.5),〈

F ′
t , S

′
t

〉 = (
r ′ − 1

)〈
F ′

t ,�r ′−1(Ft ) � F ′
t

〉
= (

r ′ − 1
)〈
�r ′−1(Ft ), (ĀEt )

�2 + (
AtE

′
t

)�2 + 2(ĀEt ) �
(
AtE

′
t

)〉
.

(A.30)

Using Lemma A.1(iii),〈
�r ′−1(Ft ), (ĀEt )

�2〉 = (nμ)
p

r−1 +p−2[〈
1, d̄

�2〉 + OP

(
εn2σ 2)]

= (
1 + OP(ε)

)
(nμ)

p
r−1 +p−2m̄2.

(A.31)

Next, due to Lemma A.1(iii) and (v), uniformly for any x ∈ B∞(ε),

〈
1,

(
At(x � d̄)

)�2〉 = OP

(
n(logn)2 σ 2

μ
m̄2

)
.(A.32)

Therefore, ∣∣〈�r ′−1(Ft ),
(
AtE

′
t

)�2〉∣∣ = OP

(
(nμ)

p
r−1 +p−2m̄2ε

′),(A.33)

where ε′ = σ 2

μ3
(logn)2

n
is as defined in (8.10). Finally,∣∣〈�r ′−1(Ft ), (ĀEt ) �

(
AtE

′
t

)〉∣∣ ≤ max
i

(
�r ′−1(Ft )

)
i × 〈

1,
∣∣(ĀEt ) �

(
AtE

′
t

)∣∣〉
� (nμ)

p
r−1 −p〈

1,
∣∣(ĀEt ) �

(
AtE

′
t

)∣∣〉
≤ (nμ)

p
r−1 −p〈

1, (ĀEt )
�2〉1/2〈

1,
(
AtE

′
t

)�2〉1/2

= OP

(
(nμ)

p
r−1 +p−2m̄2

√
ε′).

(A.34)

Therefore, plugging the estimates in (A.30),〈
F ′

t , S
′
t

〉 = (
1 + OP

(√
ε′))(r ′ − 1

)
(nμ)

p
r−1 +p−2m̄2,(A.35)

where we have used the fact that
√

ε′ 
 ε.

Calculating 〈St ,F
′′
t 〉. Note, using (A.3), we get that〈

St ,F
′′
t

〉 = 〈
St ,2ĀE′

t + AtE
′′
t

〉
.(A.36)

Now, due to (A.1), and Lemma A.1(iii) and (iv),〈
St , ĀE′

t

〉 = (p − 1)
〈
St , Ā

(
�p−1(At1) � d̄

)〉 = (p − 1)(nμ)
p

r−1 +p−2m̄2
(
1 + OP(ε)

)
,

and 〈
St ,AtE

′′
t

〉 = (p − 1)(p − 2)(nμ)
p

r−1 +p−2m̄2
(
1 + OP(ε)

)
.

PROOF OF LEMMA A.2. Using (A.8) and the estimates derived in this section, we get
that, uniformly over t ∈ [0,1],

∣∣s′
t

∣∣ � (nμ)
p

r−1 −1n
1
r

√
logn · σ 2

μ
,

s′′
t = (

r ′ − 1
)(

r ′ − 1 + p(p − 1)
)
(nμ)

p
r−1 −2n−1+ 1

r m̄2
(
1 + OP

(√
ε′)). �
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A.2.2. Derivative of gt as given in (A.12). The goal of this section is to prove the fol-
lowing lemma:

LEMMA A.3. Uniformly over t ∈ [0,1],
∣∣g′

t

∣∣ � (nμ)
p

r−1 n
1
p

√
logn · σ 2

μ
,

g′′
t =

[
p − 1 + (

r ′ − 1
)(

p(p − 1) + 1

r − 1
+ 1

)]
(nμ)

p
r−1 −1n

−1+ 1
p m̄2

(
1 + OP

(√
ε′)).

Similar to Section A.2.1, the proof of Lemma A.3 requires three terms: 〈�p(Gt),G
′
t 〉,〈�p−1(Gt), (G

′
t )

�2〉, 〈�p(Gt),G
′′
t 〉. We will calculate the values of these terms in this section

at an arbitrary point t ∈ [0,1]. Recall (A.15).

Calculating 〈�p(Gt),G
′
t 〉.〈

�p(Gt),G
′
t

〉 = 〈
�p(Gt), ĀSt + AtS

′
t

〉
= 〈

�p(Gt), ĀSt

〉 + (
r ′ − 1

)〈
�p(Gt),At

(
�r ′−1(Ft ) � F ′

t

)〉
= 〈

�p(Gt), ĀSt

〉 + (
r ′ − 1

)〈
�p(Gt),At

(
�r ′−1(Ft ) �

(
ĀEt + AtE

′
t

))〉
.

Therefore, from Lemma A.1(ii),

〈
�p(Gt), ĀSt

〉 = (nμ)
p(p−1)

r−1 +p−1+ p
r−1 〈x, Āy〉 � (nμ)

p2

r−1 +p−1εn3/2σ.

Also, ∣∣〈�p(Gt),At

(
�r ′−1(Ft ) �

(
ĀEt + AtE

′
t

))〉∣∣
= ∣∣〈�r ′−1(Ft ) �

(
At�p(Gt)

)
, ĀEt

〉∣∣ + ∣∣〈�r ′−1(Ft ) �
(
At�p(Gt)

)
,AtE

′
t

〉∣∣
� (nμ)

p(p−1)
r−1 +p−1+ p

r−1
∣∣〈x, Āy〉∣∣

+ ∣∣〈(At

(
�r ′−1(Ft ) �

(
At�p(Gt)

)))
� �p−1(At1), Ā1

〉∣∣
� (nμ)

p2

r−1 +p−1εn3/2σ,

(A.37)

where the last inequality uses Lemma A.1(ii) again.

Calculating 〈�p−1(Gt), (G
′
t )

�2〉. First, due to (A.10),

〈
�p−1(Gt),

(
G′

t

)�2〉 = 〈
�p−1(Gt), (ĀSt )

�2 + (
AtS

′
t

)�2 + 2(ĀSt ) �
(
AtS

′
t

)〉
.(A.38)

Similar to (A.31), Lemma A.1(iii) yields

〈
�p−1(Gt), (ĀSt )

�2〉 = (nμ)
p2

r−1 +p−2m̄2
(
1 + OP(ε)

)
.(A.39)

Now, 〈
�p−1(Gt),

(
AtS

′
t

)�2〉
�

〈
�p−1(Gt),

(
At

(
�r ′−1(Ft ) �

(
ĀEt + AtE

′
t

)))�2〉
� 2

〈
�p−1(Gt),

(
At

(
�r ′−1(Ft ) � (ĀEt )

))�2 + (
At

(
�r ′−1(Ft ) �

(
AtE

′
t

)))�2〉
� (nμ)

p(p−2)
r−1 +p−2〈

1,
(
At

(
�r ′−1(Ft ) � (ĀEt )

))�2 + (
At

(
�r ′−1(Ft ) �

(
AtE

′
t

)))�2〉
,

(A.40)
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where the last inequality uses (A.15) and the fact that each term of (At (�r ′−1(Ft )� (ĀEt )))
�2

and (At (�r ′−1(Ft ) � (AtE
′
t )))

�2 is nonnegative. We will calculate the two terms in (A.40)
separately. For the first term, we can write∣∣〈1, (

At

(
�r ′−1(Ft ) � (ĀEt )

))�2〉∣∣ = (nμ)
2p
r−1 −2∣∣〈1, (

At

(
x � (Āy)

))�2〉∣∣
= OP

(
(nμ)

2p
r−1 ε′m̄2

)
,

(A.41)

where ε′ is defined in (8.10) and the last equality uses Lemma A.1(v).
Next, using (A.1) for the second term in (A.40),∣∣〈1, (

At

(
�r ′−1(Ft ) �

(
AtE

′
t

)))�2〉∣∣ � (nμ)
2p
r−1 −4 sup

x,y∈B∞(ε)

∣∣〈1, (
At

(
x �

(
At(y � d̄)

)))�2〉∣∣
� (nμ)

2p
r−1 −4[∣∣〈1, (

A2
t d̄

)�2〉∣∣ + ε2〈
1,

(
A2

t |d̄|)�2〉]
.

(A.42)

Now,

E
∣∣〈1, (

A2
t d̄

)�2〉∣∣ = ∑
i

E

(∑
j,k,l

aij ajk(akl − μ)

)2

= ∑
i

∑
j,k,l

j ′,k′,l′

E
[
aij ajk(akl − μ)aij ′aj ′k′(ak′l′ − μ)

]

= O
(
n5 max

(
μ4σ 2,μ2σ 4))

,

where, in the above sum, the expectation will be nonzero only if {k, l} is the same as
one of {i, j}, {j, k}, {i, j ′}, {j ′k′}, {k′, l′}, and, {k′, l′} is the same as one of {i, j}, {j, k},
{i, j ′}, {k, l}, {j ′, k′}. There are at most n5 such choices of indices and the main contribu-
tion comes from the case when there are 5 distinct indices. In that case, each term is at most
O(max(μ4σ 2,μ2σ 4)). Also, for the second term in (A.42), using Lemma A.1(i), we get

E
[
ε2〈

1,
(
A2

t |d̄|)�2〉]
� n5μ2σ 4 log2 n.

Therefore, from (A.42), we get

∣∣〈1, (
At

(
�r ′−1(Ft ) �

(
AtE

′
t

)))�2〉∣∣ = OP

(
(nμ)

2p
r−1 max

{
nσ 2, n

σ 4

μ2 log2 n

})

= OP

(
(nμ)

2p
r−1 m̄2 max

{
1

n
,

σ 2

nμ2 log2 n

})

= OP

(
(nμ)

2p
r−1 m̄2ε

′),
(A.43)

where ε′ is given by (8.10). Thus, plugging in the estimates from (A.41) and (A.43)
into (A.40), we get

∣∣〈�p−1(Gt),
(
AtS

′
t

)�2〉∣∣ = OP

(
(nμ)

p2

r−1 +p−2m̄2ε
′).(A.44)

Finally, similar to (A.34), using (A.39) and (A.44), we can write that

(A.45)
〈
�p−1(Gt), (ĀSt ) �

(
AtS

′
t

)〉 = OP

(
(nμ)

p2

r−1 +p−2m̄2
√

ε′).
Therefore, using (A.39), (A.44), and (A.45), we get that uniformly over t ∈ [0,1],

(A.46)
〈
�p−1(Gt),

(
G′

t

)�2〉 = (nμ)
p2

r−1 +p−2m̄2
(
1 + OP

(√
ε′)).
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Calculating 〈�p(Gt),G
′′
t 〉. Using (A.10),〈

�p(Gt),G
′′
t

〉 = 〈
�p(Gt),2ĀS′

t + AtS
′′
t

〉
= 2

(
r ′ − 1

)〈
�p(Gt), Ā

(
�r ′−1(Ft ) � F ′

t

)〉
+ 〈

�p(Gt),At

(
�0(Ft ) �

[(
r ′ − 2

)
S′

t � F ′
t + (

r ′ − 1
)
St � F ′′

t

])〉
.

(A.47)

As before, we will calculate the above terms separately.〈
�p(Gt), Ā

(
�r ′−1(Ft ) � F ′

t

)〉
= 〈

�p(Gt), Ā
(
�r ′−1(Ft ) �

(
ĀEt + AtE

′
t

))〉
= 〈

�p(Gt), Ā
(
�r ′−1(Ft ) �

(
ĀEt + (p − 1)At

(
�p−1(At1) � d̄

)))〉
= 〈

�p(Gt), Ā
(
�r ′−1(Ft ) � (ĀEt )

)〉
+ (p − 1)

〈
�p(Gt), Ā

(
�r ′−1(Ft ) �

(
At

(
�p−1(At1) � d̄

)))〉
.

(A.48)

For the first term in (A.48), due to Lemma A.1(iii)

〈
�p(Gt), Ā

(
�r ′−1(Ft ) � (ĀEt )

)〉 = (nμ)
p2

r−1 +p−2〈
x, Ā

(
y � (Āz)

)〉
= (nμ)

p2

r−1 +p−2m̄2
(
1 + OP(ε)

)
.

(A.49)

For the second term in (A.48),∣∣〈�p(Gt), Ā
(
�r ′−1(Ft ) �

(
At

(
�p−1(At1) � d̄

)))〉∣∣
= (nμ)

p2

r−1 +p−3∣∣〈y � (Āx),At(z � d̄)
〉∣∣

≤ (nμ)
p2

r−1 +p−3[〈
1,

(
y � (Āx)

)�2〉]1/2[〈
1,

(
At(z � d̄)

)�2〉]1/2

≤ (nμ)
p2

r−1 +p−3[〈
y�2, (Āx)�2〉]1/2 × [〈

1,
(
At(z � d̄)

)�2〉]1/2

�OP

(
(nμ)

p2

r−1 +p−2m̄2
√

ε′),

(A.50)

where in the last inequality, we have used Lemma A.1(iii) and (A.29). Therefore, (A.48)
yields

〈
�p(Gt), Ā

(
�r ′−1(Ft ) � F ′

t

)〉 = (nμ)
p2

r−1 +p−2m̄2
(
1 + OP

(√
ε′)).(A.51)

Next, from (A.5), note that

S′
t � F ′

t = (
r ′ − 1

)
�r ′−1(Ft ) �

(
F ′

t

)�2
,(A.52)

and thus, each term in S′
t � F ′

t is nonnegative, P0-almost surely. Therefore, we can write
using (A.35),〈

�p(Gt),At

(
�0(Ft ) � S′

t � F ′
t

)〉 = 〈(
At�p(Gt)

)
� �0(Ft ), S

′
t � F ′

t

〉
= (nμ)

p(p−1)
r−1

〈
1, S′

t � F ′
t

〉(
1 + OP(ε)

)
= (

r ′ − 1
)
(nμ)

p2

r−1 +p−2m̄2
(
1 + OP

(√
ε′)).

(A.53)
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Also, from (A.3) we get〈
�p(Gt),At

(
�0(Ft ) � St � F ′′

t

)〉
= 2

〈
�p(Gt),At

(
�0(Ft ) � St �

[
ĀE′

t

])〉 + 〈
�p(Gt),At

(
�0(Ft ) � St �

[
AtE

′′
t

])〉
= 2

〈
�p(Gt),At

(
�0(Ft ) � St �

[
ĀE′

t

])〉
+ (p − 1)(p − 2)

〈
�p(Gt),At

(
�0(Ft ) � St �

[
At

(
�p−2(At1) � d̄

�2)])〉
= p(p − 1)(nμ)

p2

r−1 +p−2m̄2
(
1 + OP(ε)

)
,

(A.54)

where in the last step, we have used Lemma A.1(iv) and that〈
�p(Gt),At

(
�0(Ft ) � St �

[
ĀE′

t

])〉
= (p − 1)

〈(
At�p(Gt)

)
� �0(Ft ) � St , Ā

(
�p−1(At1) � d̄

)〉
= (p − 1)(nμ)

p2

r−1 +p−2m̄2
(
1 + OP(ε)

)
.

Plugging in the values from (A.51), (A.53), and (A.54) into (A.47),

〈
�p(Gt),G

′′
t

〉 = (nμ)
p2

r−1 +p−2m̄2
[
2
(
r ′ − 1

) + (
r ′ − 2

)(
r ′ − 1

) + (
r ′ − 1

)
p(p − 1)

]
× (

1 + OP

(√
ε′))

= (
r ′ − 1

)(
p(p − 1) + 1

r − 1
+ 1

)
(nμ)

p2

r−1 +p−2m̄2
(
1 + OP

(√
ε′)).

(A.55)

PROOF OF LEMMA A.3. Using (A.12) and the estimates derived in this section, we get
that uniformly over all t ∈ [0,1],

∣∣g′
t

∣∣ � (nμ)
p

r−1 n
1
p

√
logn · σ 2

μ
,

g′′
t =

[
p − 1 + (

r ′ − 1
)(

p(p − 1) + 1

r − 1
+ 1

)]

× (nμ)
p

r−1 −1n
−1+ 1

p m̄2
(
1 + OP

(√
ε′)).

(A.56)

�

PROOF OF PROPOSITION 8.5. From (A.14), we can write

d

dt
ηn,t (An)

∣∣∣∣
t=0

= d

dt

(
gt

st

)∣∣∣∣
t=0

= n
−1+ 1

p
− 1

r m̄1
(
1 + o(1)

)
.

Also, using (A.15) and Lemmas A.2 and A.3, we get

d2

dt2 ηn,t (An) = d2

dt2

(
gt

st

)
=

[
p − 1 + 1

r − 1

]
n

−1+ 1
p
− 1

r
m̄2

nμ

(
1 + OP

(√
ε′)). �
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[18] ERDŐS, L., KNOWLES, A., YAU, H.-T. and YIN, J. (2013). Spectral statistics of Erdős-Rényi graphs I:
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