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The negatively charged tin-vacancy center in diamond (SnV−) is an emerging platform for building the
next generation of long-distance quantum networks. This is due to the SnV−’s favorable optical and spin
properties including bright emission, insensitivity to electronic noise, and long spin coherence times at
temperatures above 1 K. Here, we demonstrate measurement of a single SnV− electronic spin with a single-
shot readout fidelity of 87.4%, which can be further improved to 98.5% by conditioning on multiple
readouts. In the process, we develop understanding of the relationship between strain, magnetic field, spin
readout, and microwave spin control. We show that high-fidelity readout is compatible with rapid
microwave spin control, demonstrating a favorable parameter regime for use of the SnV− center as a high-
quality spin-photon interface. Finally, we use weak quantum measurement to study measurement-induced
dephasing; this illuminates the fundamental interplay between measurement and decoherence in quantum
mechanics, and provides a universal method to characterize the efficiency of color-center spin readout.
Taken together, these results overcome an important hurdle in the development of the SnV−-based quantum
technologies and, in the process, develop techniques and understanding broadly applicable to the study of
solid-state quantum emitters.
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I. INTRODUCTION

Color-center qubits have been recognized as an advanta-
geous platform for the realization of quantum technologies,
and, in particular, quantum networks [1], due to their
efficient spin-photon interface, long spin coherence times,
and compatibility with nanophotonics [2–4]. An outstand-
ing challenge is to scale quantum networks to include
more nodes, greater distance between nodes, and further

complexity including error-corrected registers of qubits
within each node [5].
The path to solving these many challenges is specific to

the choice of quantum platform and, in this case, choice
of color center. Today, state-of-the-art quantum networks
consist of three nodes, where each node is based on a single
nitrogen-vacancy center (NV−) in diamond [6,7]. However,
the NV− is not the optimal qubit for future quantum
networks because of its sensitivity to electrical noise and
a low probability of emission into its zero-phonon line
(ZPL), which reduces the entanglement generation rate.
Of countless optically active solid-state atomic defects

including rare earth ions [8,9] and defects in silicon
carbide [10], group IV centers in diamond have emerged
as promising candidates to advance quantum networks.
These qubits have a centrosymmetric structure, which
renders a first-order insensitivity to electrical noise,
allowing for relative optical stability even within nano-
photonic structures [2]. Advantageously, these centers also
have high quantum efficiency (80% for the SnV− [11]) and
strong emission into their ZPL (Debye-Waller factors of
approximately 60% [12]). This strong, coherent emission
promises high rates of entanglement generation com-
pared to quantum networks based on the NV−, which
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has a Debye-Waller factor of only 3% [13]. Among group
IV’s, the silicon-vacancy center (SiV−) [14] is the most
developed, with demonstrations of long spin coherence
times and single-shot electron spin readout [15], integration
with nanophotonic cavities [16–22], and demonstration of a
two-node quantum network [23].
However, because the SiV− has the smallest spin-orbit-

induced ground state splitting (50 GHz) of all group IV
centers, it is also the most naturally susceptible to
decoherence due to thermal excitation out of the spin
subspace. State-of-the-art SiV−-based experiments, thus,
use highly strained SiV−’s to increase this splitting
and reduce susceptibility to drive-induced heating and,
furthermore, operate at milliKelvin temperatures
in dilution refrigerators [19–22]. To avoid challenges
associated with these requirements, the tin-vacancy center
(SnV−) in diamond has emerged as a favorable alternative
due to its larger minimum ground state splitting of
approximately 820 GHz [11,24–28]. This allows for
coherent spin control at several degrees Kelvin [29–31],
where exponentially more cooling power is available.
Recent advances of the SnV− platform include incor-

poration with nanophotonics [32–38], high-fidelity gener-
ation of single photons [35,39], nuclear spin control and
single-shot nuclear spin readout [36] enabled by a large
hyperfine coupling [40], and high-fidelity microwave spin
control using both moderately strained [30] and highly
strained [28,31] centers.
However, recent work on the SnV− spin control has

illuminated a complicated relationship between the perfor-
mance of spin polarization, coherent microwave spin
control, and spin readout as functions of strain and the
orientation of the applied magnetic field [28,30,31,41,42].
In particular, there is a general trade-off between optimiz-
ing for high-fidelity microwave spin control using high
strain and certain magnetic field orientations, and optimiz-
ing readout using low strain and a magnetic field aligned
with the spin dipole axis. To date, the only published
demonstration of single-shot readout of an SnV−’s elec-
tronic spin uses an unstrained center not favorable for
coherent spin control [43], and the only demonstrations of
coherent spin control use readout far from the single-shot
regime [28–31]. This brings into question if rapid spin
control and high-fidelity readout are compatible for the
SnV−, as has previously been shown for the SiV− [15].
In this article, by precise study of readout performance

and associated trade-offs (Fig. 1), we answer this question
favorably and further our understanding about both the
SnV− platform and, in general, about the quantum meas-
urement of solid-state emitters. We demonstrate measure-
ment of a single SnV− electronic spin with a single-shot
readout fidelity of 87.4% at the same operating conditions
as rapid microwave spin control. We also report a condi-
tional readout fidelity of 98.5% by conditioning on the
outcome of two consecutive measurements. We achieve

this performance using an overall measurement efficiency
of approximately 0.1%, implying that near-unit fidelity
is achievable in future nanophotonic devices that have
much greater efficiency. Finally, we use a combination of
coherent spin control and weak quantum measurement to
study measurement-induced dephasing—both affirming
the basic science of quantum measurement and using the
qubit’s spin superposition as a resource to benchmark its
interaction with light and characterize the measurement
apparatus. The understanding and methods developed in
this work advance SnV−-based quantum technologies,
enable the use of an SnV−’s long spin coherence time as
a resource for quantum memory, and have broad applica-
tion to the study and measurement of a wide class of solid-
state quantum systems.

II. SPIN STATE PREPARATION AND CONTROL

A. Optical transitions

Of crucial importance to the measurement of any qubit is
its Hamiltonian. For group IV color centers in diamond, the
Hamiltonian [44] is set by both strain of the diamond lattice
and by B⃗, the external magnetic field. Here, we study the
same SnV− used in Ref. [30], which has a ground state
splitting of 903 GHz, larger than that of an unstrained
SnV−. This is in a regime of “moderate” strain, where the
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FIG. 1. Schematic. A tin-vacancy (SnV−) qubit consists of a tin
atom replacing two carbon atoms in a diamond lattice. Here, we
manipulate the spin of this atomlike system under application of a
static magnetic field and using a combination of optical and
microwave control pulses. This leads to spin-dependent photo-
luminescence, which we measure using a single-photon counter.
The presence or absence of “clicks” on the detector is used to
determine the qubit’s spin state with high fidelity. Even so, some
emission is lost via different channels before detection; this loss is
parametrized by a beam splitter with transmittivity η placed
between the qubit and an idealized detector. Here, η is the overall
measurement efficiency.
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ground state strain (approximately 355 GHz) is non-
negligible but less than the spin-orbit coupling.
To understand the importance of magnetic field orienta-

tion, we first consider the SnV−’s two lowest energy levels
j↓i and j↑i in the ground state manifold and the two lowest
energy levels jAi and jBi in the excited state manifold
[Fig. 2(a)]. Both sets of levels split with magnetic field due
to the Zeeman effect, which can lead to four distinct
transitions as shown in Fig. 2(a): A1 and B2 (“spin
preserving”) and A2 and B1 (“spin flipping”) [14]. The
detuning between these transitions is highly dependent on
the alignment between the magnetic field B⃗ and the
magnetic spin dipole μ⃗, parametrized by the angle ζ, which
is the angle of the vector B⃗ in the plane defined by our two-
axis magnet with coils along the x̂ and ẑ directions [see
Fig. 2(b)]. The dipole axis is defined by the crystallo-
graphic symmetry axis that connects two missing carbon
atoms and an interstitial tin vacancy (see Fig. 1). The angle
φ is a measure of misalignment between the dipole and

magnetic field plane, and we have tried to minimize this
angle by physical rotation of the sample.
The A1 and B2 transitions are characterized using photo-

luminescence excitation (PLE) spectroscopy [Fig. 2(c)]
by sweeping ζ for a magnetic field of fixed amplitude
jB⃗j ¼ 180 mT. Data in Fig. 2 are modeled by the
Hamiltonian described in Table I in Ref. [28]. See
Appendix B 1 for details, including discussion of free
parameters and modifications to the SnV− Hamiltonian
reported by our previous work, Ref. [30].

B. Cyclicity

In addition to setting the detuning between the A1 and
B2 transitions, the magnetic field orientation controls the
cyclicity, a crucial parameter for understanding spin meas-
urement. When pumped to jAi or jBi, the SnV− sub-
sequently relaxes to its ground state in a manner which can
preserve the spin, i.e., by decay via the A1 or B2 transitions
with probabilities PA1 or PB2, respectively. Alternatively, its
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FIG. 2. Spin-selective state initialization and optical and microwave control. (a) Simplified energy level diagram of the tin-vacancy
qubit (SnV−) in diamond. Electron spin ground states j↓i and j↑i are separated by the qubit frequency ωq=2π. Red and orange lines
illustrate optical transitions to the excited states jAi and jBi, respectively. These transitions are either spin preserving (A1 and B2) or spin
flipping (A2 and B1). (b) The spin, with magnetic dipole μ⃗, interacts with a magnetic field B⃗ via the Zeeman effect. Here, B⃗ is oriented at
the angle ζ in the plane defined by the x̂ and ẑ coordinates. The spin is oriented at azimuthal angle φ from this plane.
(c) Photoluminescence excitation (PLE) measurement of the A1 and B2 transitions vs ζ, fixing jB⃗j ¼ 180 mT. Detuning is measured
from 619.13972 nm (484.20808 THz). (d) Driving a spin-preserving transition polarizes the spin at rate Γp (data shown for driving A1).
This rate is also dependent on ζ. (e) Cyclicity (the ratio of the probabilities of spin-preserving to spin-flipping decay) vs ζ, determined
from a fit of Γp applied to Eq. (1) in the high-power limit. Here, cyclicity changes by 3 orders of magnitude depending on ζ, up to
Λ ≈ 2.5 × 103. Cyclicity is expected to diverge when B⃗ and μ⃗ align; here, it is limited by the minimum misalignment φ, set to φ ¼ 10°
for a model which follows our data (solid black line). (c) and (e) share an x axis. (f) Rabi oscillations between the ground spin states
under microwave driving, demonstrating an 80 ns π-pulse time at ωq=2π ¼ 3.677 GHz. (g) Microwave Rabi frequency vs ζ. At each
angle, the amplitude jB⃗j is tuned so that ωq=2π ¼ 4.00 GHz. Data are compared to a model [30] that uses a microwave field of
amplitude 0.6 mT oriented perpendicular to μ⃗.
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spin can flip: i.e., by decay via the A2 or B1 transitions
with probabilities PA2 and PB1, respectively. Cyclicity
Λ ¼ PA1=PA2 ¼ PB2=PB1 is the ratio of the probability
of spin-preserving decay to spin-flipping decay.
Cyclicity determines how many photons are emitted,

corresponding to the maximum allowed number that can be
collected during readout and the optimal readout duration.
For a given excitation power, a higher Λ indicates more
photons can be collected before the spin polarizes and goes
“dark” (no longer emits photons). However, in trade-off, a
longer duration of optical drive is required to polarize the
spin state. A smaller Λ will lead to faster polarization but
will limit the number of emitted photons and the useful
duration of acquisition.
For example, if the SnV− is prepared in the j↓i state

given by density matrix ρ̂ ¼ j↓ih↓j and driven on A1
starting at time t ¼ 0, it will polarize into j↑i at rate Γp such
that ρ̂ðtÞ ¼ e−Γptj↓ih↓jþ ð1 − e−ΓptÞj↑ih↑j. Here,

Γp ¼ R
Λþ 1

ð1Þ

is the polarization rate and

R ¼ γ
2

!
p=psat

1þ p=psat þ ð δ
γ=2Þ

2

"
ð2Þ

captures an effective optical pumping rate to jAi,
which depends on drive power p, on-resonance saturation
power psat, and detuning δ of the drive from the transition.
Equation (1) follows from the optical Bloch equations [45];
see Appendix A 1 for details. For the SnV−, γ ≈ ð4.5%
0.2 nsÞ−1 ¼ 2π × ð35% 1.6 MHzÞ is the optical decay
rate [26].
Intuitively, at p=psat ≫ 1 and δ≲ γ, the rate of excitation

to the higher state is much faster than relaxation; thus,
Γp ≈ γ=2Λ is independent of power but is proportional to
the saturated optical decay rate and inversely proportional
to cyclicity. At p=psat ≪ 1, however, the excitation rate is
much slower than relaxation, and Γp ≈ ðγ=2ΛÞ × ðp=psatÞ
is also proportional to power.
We experimentallymeasureΓp bybinning the time-tagged

photon counts collected during resonant excitation. The
number of collected counts decays exponentially:
ða − bÞe−Γpt þ b, and data in Fig. 2(d) are fit to this
exponential model to determine Γp. Here, t ¼ 0 is the onset
of excitation, a is themaximum count rate, and b is the mean
count rate at t ≫ 0. The term ða − bÞe−Γpt captures signal
from the SnV− emission, and the background b arises from
noise dominated by unwanted scatter of excitation light into
collection and detector dark counts. Cyclicity Λ ≈ γ=2Γp is
determined fromΓp via Eq. (1). For data in Fig. 2, we operate
at negligible detuning (the drive frequency is recalibrated at
each point) and at powers far above saturation.

Both Γp and Λ are highly dependent on the alignment
between B⃗ and μ⃗. This is characterized in Fig. 2(e) by
measuring Λ vs the angular orientation of B⃗ along angle ζ.
Cyclicity changes by 3 orders of magnitude during this
sweep. At ζ ¼ 147°, near where alignment is maximum,
we measure Γp ¼ ð20.4% 0.30 μsÞ−1 ¼ 49.02% 0.72 kHz
corresponding to Λ ¼ 2244% 108. At similar power and at
ζ ¼ 53°, where alignment is near minimum, we measure
Γp ¼ ð78.5% 0.002 nsÞ−1 ¼ 12.74% 0.0004 MHz and
determine Λ ¼ 8.6% 0.4. The difference between ζ values
corresponding to maximum and minimum cyclicity is 94°,
differing from the expected value of exactly 90°; we
postulate that this is due to slight miscalibration of one
or both magnetic coils, such that amplitude jB⃗j is also
changing slightly with ζ.
When B⃗ and μ⃗ are perfectly aligned, spin-flipping

relaxation becomes entirely forbidden, and cyclicity is
expected to diverge [φ ¼ 0 model in Fig. 2(e)]. The extent
to which it does not indicates remaining misalignment; e.g.,
the spin dipole μ⃗ is rotated by azimuthal angle φ relative to
the plane defined by the axes x̂ and ẑ [Fig. 2(b)]. Our data
follow a model using a misalignment of φ ¼ 10° [solid
black line, Fig. 2(e)]. This suggests that cyclicity can be
increased by fine-tuning sample rotation and/or by using a
three-axis vector magnet.
Cyclicity is minimal when B⃗ · μ⃗ ≈ 0. However, the

models in Fig. 2(e) (based on the model in Ref. [30])
show a slight increase in cyclicity around maximal mis-
alignment. This feature is due to the redefinition of the
spin’s quantization axis along the direction of strain.
Finally, we notice that for some of the angles the data
differ from the model where points of lowest cyclicity
occur near the angles where the A1 and B2 transitions
become degenerate. We postulate that this effect could be
due to a coupling interaction between these transitions
indicative of a previously unexplored term in the SnV−

Hamiltonian; further investigation is necessary to under-
stand this phenomenon.

C. Spin polarization fidelity

Measurement of spin polarization, as in Fig. 2(d), also
bounds the polarization fidelity. This quantifies the extent
to which a resonant drive prepares the qubit in the pure
states j↓i or j↑i and is defined as Fpol ¼ 1 − b=ð2aÞ, where
a is the maximum count rate and b is the mean count rate
in the t ≫ 0 limit [26,29]. We measure Fpol ¼ 92.8% at
ζ ¼ 147° and Fpol ¼ 94.9% at ζ ¼ 53°, consistent with
other examples of high-fidelity spin polarization of the
SnV− centers [26,29–31,43]. This is limited by nonzero b,
which is dominated by scattering from the excitation laser
into the collection path.
This technical source of noise can be mitigated by

better spectral filtering, and, thus, our polarization fidelity
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measurement is only a lower bound. With better filtering, we
would expect to bound polarization fidelity at Fpol ≳ 99%,
consistent with other SnV− results [26,29,43]. Polarization
fidelity is eventually limited by the spectral overlap of the A1
and B2 transitions, which here are detuned by 500 MHz, an
order of magnitude greater than their linewidths. It is also
limited by the finite spin T1 time, which at 1.7 K is on the
order of seconds [30,31], much greater than the order 10 μs
polarization time.

D. Spin control

We now characterize performance of the SnV− as a spin
qubit. When operated at maximum cyclicity (ζ ¼ 147°), we
demonstrate high-fidelity spin manipulation using a micro-
wave control pulse [Fig. 2(f)]. At this operating point, we
demonstrate a π-pulse time of 80 ns, operated at ωq=2π ¼
3.677 GHz (with jB⃗j ¼ 125 mT) and using microwave
input power and packaging similar to Ref. [30].
In Fig. 2(g), we also measure the Rabi frequency

(defined as the inverse of twice the π-pulse time), as a
function of ζ. To avoid frequency-dependent changes to
microwave power delivery, we keep the qubit frequency
fixed at ωq=2π ¼ 4.000% 0.002 GHz by changing the
amplitude jB⃗j at each value of ζ. Data are compared
to a model (from Ref. [30]) that assumes a drive of
jB⃗j ¼ 0.6 mT at the spin location and which is oriented
perpendicular to μ⃗. For this drive orientation, the Rabi
frequency is expected to be highest near approximately
147°, where B⃗ and μ⃗ are maximally aligned, and symmetric

with angle around this operating point. Disagreement
between theory and experiment may be due to drifting
microwave power delivery and/or miscalibration of one or
both magnetic coils. However, the main result of Fig. 2(g)
is that microwave Rabi frequency changes little with ζ.
This result is consistent with numerical simulations of
the SnV− Hamiltonian (Fig. 9) and shows that, for this
system, high cyclicity and optimal readout are not to the
detriment of spin control.
In summary, we have determined that resonant excitation

polarizes the SnV− spin state while inducing photon
emission. These effects have a strong dependence on the
alignment between the spin dipole and external magnetic
field, with closer alignment leading to slower polarization,
higher cyclicity, and greater emission. We also demonstrate
that high cyclicity is compatible with rapid microwave spin
control. For the remainder of this work, we operate at
ζ ¼ 147°, where cyclicity is maximized for this experi-
mental setup.

III. READOUT CHARACTERIZATION

A. Readout fidelity

Given our understanding of spin polarization and
cyclicity, we now characterize readout of the SnV− spin
state. To do so, we measure the time-tagged photon
statistics of two subsequent readout steps [Fig. 3(a)].
Depending on spin state preparation, the histogram of
counts collected over many readout events in a set
window follows either a “bright” distribution with a
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FIG. 3. Single-shot readout of a single electron spin. (a) Readout is characterized using two waveforms (wfm A and wfm B) which are
each repeated for 4.27 × 105 cycles. Each cycle begins with preparation of the spin in the polarized states j↑i or j↓i (wfm A or wfm B,
respectively). The spin state is then projectively measured twice. Between measurements, the spin is either coherently flipped by a
microwave π pulse (wfm A) or no pulse is applied (wfm B, where readout of the spin-down state already flips the spin). Each cycle also
includes two charge resonance checks (CRCs; not shown—see Fig. 12 for details). (b),(c) Count distributions of the first and second
readouts, respectively. Lower (higher) number distributions have a mean count number of n̄d (n̄b) and are associated with the projection
of the qubit in the j↑i (j↓i) states prior to measurement. A given readout event yields the result “1” (“0”) if the counts collected during
this event fall below (at or above) a threshold Nr ¼ 1, illustrated here by the black dashed lines. Here, both readout steps have a fidelity
of Fr ¼ 87.4% [Eq. (3)] and (d) a conditional fidelity of Fc ≈ 98.5% [Eq. (4)]. Note that data in (b)–(d) are postselected for cycles which
pass both CRCs (7.7% of cycles for wfm A and 7.4% of cycles for wfm B; see Fig. 13 for details).
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mean photon number of n̄b > 0 or a “dark” distribution
with a mean photon number n̄d ≈ 0.
Readout fidelity is defined as [46]

Fr ¼ 1 −
1

2
Pð1j↓Þ − 1

2
Pð0j↑Þ: ð3Þ

Here, Pð0j↑Þ is the error probability of the measurement
outcome “0” (down state), when the qubit had been
initialized in j↑i. Similarly, Pð1j↓Þ is the error probability
of the measurement outcome “1” (up state), when the qubit
had been initialized in j↓i. These errors are determined by
the number of counts during a given readout event falling to
either side of a discrimination threshold Nr, chosen to
maximize Fr.
Readout results are shown in Figs. 3(b) and 3(c). After

spin state initialization, two subsequent readout steps
separated by a microwave π pulse (“wfm A”) or with no
pulse (“wfm B”). In each readout step, the resonant laser is
pulsed for 100 μs, long enough to fully polarize the spin
state. However, emitted counts are recorded only for the
first 50 μs of this drive, since after this time the noise
(predominantly scatter from the excitation laser) can exceed
the emitted signal and, thus, reduce fidelity. For both the
first and second readout steps, we measure a readout
fidelity of Fr ¼ 87.4%. This is in the “single-shot” regime,
meaning a single projective measurement, or experimen-
tal “shot,” correctly determines the qubit state with this
fidelity. For this measurement, dark distributions have
n̄d ≤ 0.2 counts per cycle, and bright distributions have
n̄b ≈ 4 counts per cycle.
Both before and after these readout steps, we include

charge resonance checks [46] [CRCs, not shown in
Fig. 3(a)]. Each CRC is a spin-independent check that
consists of simultaneously driving both spin-preserving
transitions (A1 and B2) and recording the check as a
pass only if greater than a certain number of counts are
collected during the check (see Appendix C 3 a for details).
Importantly, CRCs allow us to selectively characterize our
qubit only when it is in the correct charge state and not
suffering from spectral diffusion, and, thus, Eq. (2) may be
applied in the limit where drive detuning is small compared
to a linewidth. Cycles are also not recorded when the qubit
“blinks off”—an erasure error that can be caused by the
excitation laser changing the defect’s charge state. By
setting a CRC pass threshold to maximize readout fidelity
while keeping a significant fraction of cycles, we retain
7.4% (7.7%) of cycles of wfm A (wfm B), out of 4.27 × 105

cycles total for each waveform. The data shown in Fig. 3
include passing cycles, only. See Fig. 14 for analysis of
readout as a function of pass threshold.

B. Conditional fidelity

Readout can be further characterized by a “conditional
fidelity” Fc, which conditions on the results of two

subsequent measurements. For example, consider the
characterization sequence described in Fig. 3(a). The
result of these two measurements should be anticorrelated
due to the insertion of the spin π pulse during the second
readout, enabling the extraction of the conditional fidel-
ity. We, therefore, expect results “1” and then “0” for wfm
A and results “0” and then “1” for wfm B. Using the data
in Fig. 3(d), we find a conditional fidelity of Fc ¼ 98.5%,
defined as [47–49]

Fc ¼
PðjjiÞ

PðijjÞ þ PðjjiÞ
: ð4Þ

Here, i; j∈ f0; 1g are measurement results with i ≠ j,
and PðjjiÞ ≥ PðijjÞ are the conditional probabilities of
result i (j) in the second readout given result j (i) in the
first readout. Like CRCs, conditional fidelity provides an
avenue to retain data to include only select experimental
cycles. This boosts the fidelity of selected measurements
at the cost of a reduced rate of data acquisition.

C. Quantum nondemolition fidelity

Correlating the results of two subsequent measurements
also quantifies the degree to which readout is quantum
nondemolition (QND) [50,51]. In quantum theory, a qubit
which has been projectively measured should remain in its
measured eigenstate [52]. This is a desirable property; for
example, it is needed in quantum error correction algorithms
that require an ancilla qubit to be repeatedly measured
and real-time control logic to be implemented based on this
measurement result [53]. Repetitive measurement may also
be used to enhance signal to noise of a measurement,
including via use of a nuclear spin ancilla [54].
However, a realistic quantum measurement is not always

QND. For example, a measurement that correctly deter-
mines a color center’s spin state, but in the process kicks the
color center into a different charge state and, thus, out of the
qubit subspace (erasure error), is not QND. A measurement
which heats the qubit, causing bit-flip errors independent of
the measurement result, is also not QND.
The SnV− qubit and many other atomlike systems have

the property that, due to spin polarization under resonant
drive, when the qubit is measured in the spin state associated
with bright emission its eigenstate is also flipped. Therefore,
the SnV− readout described in this work is not QND by the
definition FQND ¼ ½Pð1j1Þ þ Pð0j0Þ'=2 [50], where Pð1j1Þ
and Pð0j0Þ are the conditional probabilities that subsequent
measurements each yield the same result. However, we may
define an alternate definition that captures the extent to
which a qubit remains in the eigenstate it should be in after
measurement (i.e., is not subject to erasure error or an
unexpected bit-flip error). We define this QND-equivalent
fidelity Fq as

Fq ¼
1

2
½PðijjÞ þ PðjjiÞ'; ð5Þ
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where i; j∈ f0; 1g and i ≠ j. Here, PðijjÞ and PðjjiÞ are the
conditional probabilities that subsequent readout results are
anticorrelated as they are expected to be for the experimental
sequence in Fig. 3(a). Equation (5), therefore, captures the
essence of QND fidelity: the extent to which readout does
not unexpectedly perturb the qubit. After all, a measurement
result which deterministically flips the qubit state can, in
principle, be corrected by a π pulse to return the qubit to its
measured state and would, thus, be QND by the standard
definition [50].
Using Eq. (5), we compute Fq ¼ 76.3% for the data

in wfm A and Fq ¼ 77.9% for the data in wfm B.
Postmeasurement, the qubit therefore remains in its
expected eigenstate a considerable fraction of the time.
Infidelity is dominated by cycles in which both readouts
yield a dark result, which may result from blinking of the
qubit during readout even for cycles when both CRCs are
passed or from the nonzero overlap of the bright and dark
distributions.
Finding ways to increase Fq is an important research

direction for future experiments and is key to implement
many quantum error correction protocols. To this end, the
SiV− experiments that make use of cavity quantum
electrodynamics (QED) to show high-fidelity QND
readout [19–23] are a promising blueprint for future
SnV− experiments.

D. Efficiency

The electron spin readout described in Fig. 3 is not
perfect, as evidenced by the overlap of the distributions
in Figs. 3(b) and 3(c). In this section, we study what limits
the number of collected photons, including characterizing
the “measurement efficiency” η that quantifies overall loss
between the qubit and detector.
Here, we define measurement efficiency to be equivalent

to a beam splitter with transmission η placed between a
source of emission and an ideal photon counter (Fig. 1).
This is the probability of detecting a “click” per emission
event and is the product of the probability of all sources of
loss. It is crucial to characterize and understand η in order
to improve future experiments by reducing loss. Lower
loss (increased η) will allow for higher fidelity single-shot
readout and in future quantum networks will allow
improved rates of entanglement generation.
Cyclicity describes the number of times, on average,

that the emitter goes through excitation and relaxation
before polarizing. From Figs. 2(d) and 2(e), we expect
Λ ≈ 2.2 × 103 emission events per readout, assuming the
duration of readout is long compared to the polarization
time. We measure far fewer counts per readout, because
most emission events are not recorded by our detector.
From the qualitative argument that η ≈ n̄b=Λ and n̄b ≈ 4,
we estimate η ≈ 0.2% for the data in Fig. 3.
To further this argument, we compare the power

dependence of emission to the model (Appendix A 1):

n̄b − n̄d ≈ ηΛð1 − e−ΓpτÞ; ð6Þ

which assumes preparation in the spin state associated
with bright emission and at high power simplifies to
n̄b − n̄d ≈ Λη. Here, Γp is the power-dependent polariza-
tion rate, Λ ¼ 2244% 108 is the cyclicity, τ ¼ 50 μs is
the duration of the readout collection window, and as before
n̄b (n̄d) are the mean number of counts detected when the
qubit is prepared in the spin state associated with bright
(dark) emission.
We fit Eq. (6) to the measurement in Fig. 4(b). From this

fit, we determine efficiency of η ¼ 0.992 × 10−3 % 5.73×
10−6 ≈ 0.1%; this is lower than we expect from the data in
Fig. 3 because of the lower mean count number difference
of n̄b − n̄d ≈ 2 collected photons per cycle at high powers.
We attribute this difference to changing conditions of the
setup between measurements including drift in alignment
and fluctuating polarization of the excitation laser.
Figure 4(b) shows that the mean number of emitted

photons plateaus near a saturation power of psat¼313%
8 nW, specified at the input to the cryostat. This affirms the
straightforward conclusion that readout should be optimized
by operating near saturation. Below saturation, emission can
be increased by pumping harder. Above saturation, noise
may increase with power, but signal will not. See Fig. 15(a)
for a measurement of readout fidelity vs power.
Many sources of loss contribute to inefficiency including

nonradiative decay, filtering of emission to collect the
phonon sideband only, loss between the qubit and detector,
and detector inefficiency (see Table II for details).
However, we estimate the dominant source of loss is the
scattering of emission into bulk diamond rather than into
the collection path. Although this is the same emitter used
in Ref. [30], from fine-tuned optimization using nano-
positioners we confirm that this emitter is actually in a mesa
structure (see Fig. 11) rather than a photonic nanopillar.
Numerical simulations of an SnV− center within this
structure predict that only a modest approximately 5%
of emitted light is routed to collection (compared to
approximately 3% for an emitter in bulk).
This fraction can be greatly increased by use of nano-

photonics. For example, at visible wavelengths this number
can be increased to approximately 90% using photonic
waveguides or photonic crystals [33,55]. For 1D photonic
crystal nanobeams, this number can be increased to
approximately 90% [33]. Likewise, inverse-designed gra-
ting couplers can extract approximately 25% [56] and
tapered fiber coupling up to approximately 90% [57] of
photons in a waveguide mode. Since stable, narrow line-
width SnV−’s have already been successfully incorporated
into nanophotonic structures [32–38], utilizing nanopho-
tonics offers a clear path toward an order-of-magnitude
higher efficiency, which will advantageously improve
readout fidelity at low excitation powers [Fig. 4(c)].
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Improved efficiency also lowers the cyclicity required
for single-shot readout (generally, ηΛ > 1), allowing for
single-shot readout over expanded magnetic field orienta-
tions and strain regimes. For instance, this will enable
single-shot readout of highly strained SnV−’s which, in
general, have lower cyclicity with more sensitivity to
magnetic field alignment but for which microwave spin
control can require less drive power [28,31].

IV. WEAK MEASUREMENT OF A
COLOR-CENTER QUBIT

A. Controlled dephasing

Aside from the practical use of characterizing efficiency
and optimizing readout, Fig. 4 illustrates that the power

dependence of readout offers a broad pathway for exploring
quantum measurement. Measurement is fundamental to
quantum theory and is taken as one of the axioms of
quantum mechanics [52]. Under the action of measure-
ment, a quantum state undergoes probabilistic collapse into
one of its eigenstates. This collapse destroys quantum
superposition, i.e., causes decoherence.
After a projective measurement, for example, as dem-

onstrated in Fig. 3, a measured quantum state is entirely
dephased and is projected into a classical, probabilistic
mixture of eigenstates. In contrast, for the case of a weak
measurement [58], a quantum state has a finite chance of
collapse and, therefore, on average, retains some coher-
ence. This equivalently limits the classical information a
detector may acquire about its state. In this section, we
combine the techniques we have thus far demonstrated:
high-fidelity spin control (Fig. 2), single-shot projective
measurement (Fig. 3), and weak measurement (Fig. 4) in
order to study measurement-induced dephasing of the
SnV−’s electronic spin (Fig. 5). This study is an interesting
parallel to recent work in the superconducting qubit
community, e.g., Refs. [58–62], and contrasts from pre-
vious color center work focused on nuclear spin control
[63–66]. This study also contrasts from cavity QED-based
projective readout of color-center electronic spins [19–21]
but, importantly, has a direct analogy to the measurement-
induced decoherence of a nuclear spin state in a cavity-
coupled SiV−, studied in Ref. [22].
To study measurement-induced dephasing, we do the

experiment described in Fig. 5: The qubit is prepared in a
superposition state with initial coherence jρ̂↓↑j, subjected to
a weak measurement, and, finally, projectively measured to
determine its remaining postmeasurement coherence jρ̂0↓↑j.
The weak measurement pulse consists of a resonant laser
drive of power p and duration τ and is placed at the center
of a dynamical decoupling sequence [see Fig. 12(d) for
details]. As τ and p increase, we observe a decrease in
readout contrast, which is proportional to the qubit’s
remaining coherence after undergoing weak measurement.
We fit this to the exponential model jρ̂0↓↑j ¼ jρ̂↓↑je−Γϕτ,
where Γϕ is the measurement-induced dephasing rate.
We fit the measurement of Γϕ as a function of power

[Fig. 5(d)] to the model (see Appendix A 1):

Γϕ ¼ R
2
; ð7Þ

where R is given by Eq. (2). Notice there is a simple
relationship Γϕ ≈ ΛΓp=2 between Eqs. (1) and (7).
Polarization, dephasing, and emission are all closely related
with power dependence governed by the relative ratio of
pump power to its saturation value, p=ðpþ psatÞ, as
follows from the optical Bloch equations, and with the
overall timescale of dynamics set by the optical decay
rate γ.
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FIG. 4. Measurement dependence on power and efficiency.
(a) Readout performance is characterized as a function of meas-
urement power p. Data are postselected on a CRC before each
cycle, not shown. (b) Mean counts n̄b and n̄d in the bright or dark
distributions, respectively, plotted vs normalized power p=psat,
where p is the optical drive power and psat is the on-resonance
saturation power. The difference n̄b − n̄d captures signal from
emitted photons and is fit to Eq. (6) to obtain a saturation power of
psat ¼ 313% 8 nW and a measurement efficiency of η ¼ 0.1%.
(c) Simulated readout infidelity 1 − Fr, plotted on a log scale.
Here, Fr is simulated using Eq. (A20), which assumes emission to
follow Poissonian statistics and assumes Λ ¼ 2.2 × 103 as in
experiment. Greater efficiency lowers the drive power needed to
achieve high fidelity.
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This experiment offers a way to precisely study how
strongly the laser drive interacts with a qubit. In the
low-power limit, dephasing rises linearly with p. Above
saturation, dephasing must plateau to the limit controlled
by the optical decay rate γ. A fit of Eq. (7) to the data in
Fig. 5(d) determines a saturation power of psat ¼ 1436%
21 nW, specified at the input to the cryostat. We attribute
the difference between psat here compared to the meas-
urement in Fig. 4 to drift in the optical setup between
datasets and/or that the data in Fig. 4 are postselected on
CRCs, whereas data in Fig. 5 are not.
We note that the CRC pass fraction does not change with

power until p ≫ psat [see Fig. 15(b)], and we furthermore
note that an off-resonant control pulse does not cause any
measurement-induced dephasing (Fig. 18). These experi-
ments indicate that the observed rise in dephasing rate with
drive power is not due to an alternate effect such as drive-
induced blinking or spectral diffusion, a conclusion which
is consistent with prior demonstrations of coherent optical
Raman spin control [29–31].

B. A general method to characterize efficiency

1. Photoluminescent readout

Apart from the fundamental scientific curiosity sur-
rounding study of quantum measurement, examining
the low-power limits of measurements depicted in both
Figs. 3(c) and 5(e) offers an alternative means to evaluate
measurement efficiency. Far below saturation, both the
mean photon count difference n̄b − n̄d and the mea-
surement-induced dephasing rate Γϕ scale linearly with
power. Taylor expanding Eq. (6) in the p=psat ≪ 1 limit
and for δ ¼ 0 gives n̄b − n̄d ¼ ApþOðp2Þ with propor-
tionality constant A¼γητ=ð2psatÞ¼1.744×10−2%8.305×
10−5 nW−1. At low power, Γϕ ¼ BpþOðp2Þ is also linear
with proportionality constant B ¼ γ=ð4psatÞ ¼ 41.5%
2.4 kHz=nW. Therefore,

η ¼ A
2Bτ

; ð8Þ
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FIG. 5. Control of qubit dephasing via weak quantum measurement. (a) A qubit prepared in a superposition state has an initial
coherence, specified by the amplitude of its off-diagonal density matrix elements jρ̂↓↑j. This is illustrated on the Bloch sphere for the
superposition state ðj↓iþ j↑iÞ=

ffiffiffi
2

p
. (b) Measurement causes decoherence at rate Γϕ. In a projective measurement the qubit is entirely

dephased, but, more generally, after a weak measurement its coherence is reduced to jρ̂0↓↑j ≤ jρ̂↓↑j. (c) This interplay is studied by
inserting a weak measurement of variable power p=psat and variable duration τ into the center of a dynamical decoupling experiment.
(See Fig. 12 for details.) The (projective) readout signal of this experiment measures the ratio r of the remaining coherence to the initial
coherence, r ¼ jρ̂0↓↑j=jρ̂↓↑j, which decays exponentially with weak measurement time as r ¼ exp ð−ΓϕτÞ. (d) Selected measurements of
r as a function of τ and p=psat and compared to exponential fits. (e) Dephasing rate vs power. Below saturation, the dephasing rate rises
linearly with power. Above saturation, it plateaus to γ=4, the maximum dephasing rate set by the SnV−’s optical decay rate γ. Data are fit
to Eq. (7).
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where A is a fit of Eq. (6) to the weak measurement data in
Fig. 4(b), B is a fit of Eq. (7) to the measurement-induced
dephasing data in Fig. 5(e), and τ ¼ 50 μs is the readout
integration window. See Ref. [59] for a similar approach
for characterizing the efficiency of superconducting qubit
measurement.
Here, solving Eq. (8) gives η ¼ 0.420%% 0.024%. This

is greater than the fit to the data in Fig. 4(c) alone and is
consistent with the greater saturation power of the data in
Fig. 5(d). This indicates the laser is interacting less strongly
with the qubit in the dataset used to fit B, which we
postulate is due to differences in the measurement con-
ditions between these experiments.
Despite this difference, we include Eq. (8) because it

provides a general framework that may be useful in future
experiments requiring precise characterization of solid-state
atomic systems. This measurement allows for determination
of efficiency within the low-power limit, thus avoiding the
effect of power-dependent qubit instability. It may be
particularly applicable to other color centers which are
difficult to saturate or have a competing ionization process.

2. Dispersive readout

The fundamental physics of weak quantummeasurement
is agnostic to technique, platform, or type of detector.
The introduced framework for accurately characterizing the
measurement efficiency also applies to other types of
readout, including the case of dispersive measurement of
cavity QED systems. Dispersive readout is an important
ingredient to establishing quantum network nodes based on
coherent atom-light interactions [19–23].
In dispersive readout, discrimination between the j↑i and

j↓i states is governed by the coupling between the spin
state and cavity photons, causing spin-dependent scattering
of a probe tone. Weak and strong measurement regimes can
also be understood systematically based on the same
characterization of measurement-induced dephasing used
in Fig. 5, such that a quantitative comparison between the
dephasing rate Γϕ and the collected information about the
qubit state (e.g., signal n̄b − n̄d) may be used to determine
measurement efficiency η. See Appendix A 4 for a detailed
mathematical discussion.
As with the photoluminescence-based readout discussed

elsewhere in this work, efficiency is important for dis-
persive readout, because greater efficiency allows for high-
fidelity measurement using lower probe powers and shorter
readout durations, thus mitigating drive-induced sources of
error. We also expect that precise characterization of
efficiency will be an important tool for the development
of quantum repeater nodes, in parallel to its general
application to benchmarking sophisticated circuit QED
systems [59,62]. After all, careful measurement of loss
is a first step toward its mitigation, and reducing loss will
improve the entanglement generation rate within a quantum
network.

V. CONCLUSION

In conclusion, we demonstrate single-shot readout of a
single electronic spin of an SnV− qubit in diamond, along
with coherent control of this spin by a microwave drive. We
report a readout fidelity of Fr ¼ 87.4% using a 50 μs
readout integration window. These results are achieved by
aligning the magnetic field near the spin dipole direction
(misalignment of φ ≈ 10°) to operate at cyclicity Λ ≈ 2200.
To our knowledge, this is the highest fidelity single-shot
readout of an SnV− spin that has been published to date:
The readout in Ref. [43] reports a lower fidelity of 74%
and uses an unstrained emitter for which microwave spin
control is not feasible. (Reference [36] reports readout of an
SnV− nuclear spin and also does not include spin control.)
Next, using high-fidelity readout, we repeatedly measure
the qubit and characterize the extent to which subsequent
measurements are correlated; doing so, we characterize a
conditional fidelity of Fc ¼ 98.5% [Eq. (4)] and a QND-
equivalent fidelity of Fq ≈ 77%. All of these results are
obtained operating at a measurement efficiency of only
η ≈ 0.1%, indicating orders-of-magnitude room for
improvement in future devices that utilize nanophotonics
for higher collection efficiency.
Finally, we use rapid microwave spin control and long

spin coherence to study dephasing induced by measure-
ment. This demonstrates the fundamental interplay between
measurement and dephasing that is inherent to quantum
mechanics. It is also a versatile technique to characterize
how strongly a laser drive interacts with a qubit and to
characterize measurement efficiency. As an immediate next
step, it will be of interest to apply the readout techniques
developed in this manuscript to dispersive readout of cavity
QED systems. In direct analogy with its use in circuit QED
[59–62,67], studying the spin-dependent interaction of a
probe tone with a cavity will be a useful way to benchmark
measurement efficiency and understand sources of loss.
Overall, our work advances the SnV− as a platform for

building quantum networks. Taken together with other
recent SnV− work including nanophotonic integration
[33,34,37,38], microwave spin control [30,31], spin-photon
entanglement [35], and nuclear spin states [36,40], the
SnV− has all the features necessary for building a quantum
repeater node of similar scale and complexity to the SiV−-
based devices [19–22] but which favorably are robust to
heating effects and elevated temperatures. More broadly,
the understanding and methods we develop here—in
particular, the use of weak quantum measurement and
measurement-induced dephasing—serve as powerful met-
rological tools and are applicable to the study of a wide
variety of solid-state atomlike systems.

Note added in proof. Recently, we became aware of
relevant work that shares some important conceptual over-
lap with our manuscript (the authors also demonstrate a
combination of single-shot readout and microwave spin
control on an SnV qubit) [68].
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APPENDIX A: READOUT MODEL

1. Dynamics of emission, polarization, and dephasing

a. Three-level model

In this section, we model the dynamics of an SnV−

center under a resonant drive. This is used to model spin
polarization, photon emission during readout, and meas-
urement-induced dephasing. Consider a three-level system
(a “lambda system”) consisting of two ground states j↓i

and j↑i, with an excited state jAi (Fig. 6). This is a
simplified version of the energy diagram in Fig. 2(a).
Relaxation from jAi occurs with probability PA1 or PA2
into the j↓i or j↑i states, respectively, and cyclicity
Λ ¼ PA1=PA2. Since PA1 þ PA2 ¼ 1, we have PA2 ¼
1=ð1þ ΛÞ and PA1 ¼ Λ=ð1þ ΛÞ.
We model this system using the master equation

(setting ℏ ¼ 1)

d
dt

ρ̂ ¼ −i½Ĥ; ρ̂' þ L½ρ̂'; ðA1Þ

L½ρ̂' ¼
X2

k¼1

L̂kρ̂L̂
†
k −

1

2

$
L̂†
kL̂kρ̂þ ρ̂L̂†

kL̂k

%
: ðA2Þ

Here, ρ̂ is the density matrix of the three-level system in
Fig. 6, Ĥ is the Hamiltonian, and L̂k ∈ fL̂1; L̂2g are the
stochastic quantum jump operators.
Under a Rabi drive, the Hamiltonian in a rotating

frame is

Ĥ ¼ ΩA1

2
ðj↓ihAjþ jAih↓jÞ þ δ

2
ðj↓ih↓j − jAihAjÞ; ðA3Þ

where the first term contains the optical Rabi frequency
ΩA1 and the second term describes its detuning δ from
the A1 transition. We also define stochastic quantum jump
operators:

L̂1 ¼
ffiffiffiffiffiffiffi
γA1

p j↓ihAj; ðA4Þ

L̂2 ¼
ffiffiffiffiffiffiffi
γA2

p j↑ihAj; ðA5Þ

with γA1 ¼ γΛ=ð1þ ΛÞ and γA2 ¼ γ=ð1þ ΛÞ and where
γ ¼ γA1 þ γA2 is the optical decay rate given by the lifetime
of the jAi state.

b. Two-level model

This model can be simplified by considering only the
subspace spanned by the spin levels j↓i and j↑i. This
obfuscates the coherent dynamics between the spin ground

FIG. 6. A three-level atomic system is driven to the jAi state at
rate ΩA1. From jAi, the system emits radiation via relaxation to
the j↓i state at rate γA1 or the j↑i state at rate γA2.
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states and the jAi state but captures the effects of spin
polarization and measurement-induced dephasing.
With this simplification, the master equation becomes

ðd=dtÞρ̂ ¼ L½ρ̂' with operators

L̂1 ¼
ffiffiffiffiffiffi
R1

p
j↓ih↓j; ðA6Þ

L̂2 ¼
ffiffiffiffiffiffi
R2

p
j↑ih↓j; ðA7Þ

only. Here, rates R1 ¼ RPA1 ¼ RΛ=ð1þ ΛÞ and R2 ¼
RPA2 ¼ R=ð1þ ΛÞ are

R ¼ γ
2

!
p=psat

1þ p=psat þ ð δ
γ=2Þ

2

"
; ðA8Þ

where p=psat ¼ 2Ω2
A1=γ

2 is the resonant saturation
parameter, which can be derived from the optical Bloch
equations [45].
These dynamics have a clean analytical solution. When

driven on the A1 transition, a qubit starting at time t ¼ 0 in
the state given by density matrix ρ̂ ¼ jψihψ j, with jψi ¼
αj↓iþ βj↑i and jαj2 þ jβj2 ¼ 1, will evolve as

ρ↓↓½t' ¼ jαj2e−Γpt; ðA9Þ

ρ↑↓½t' ¼ αβ(e−Γϕt; ðA10Þ

ρ↓↑½t' ¼ α(βe−Γϕt; ðA11Þ

ρ↑↑½t' ¼ 1þ ðjβj2 − 1Þe−Γpt; ðA12Þ

where Γϕ ¼ R=2 and Γp ¼ R=ð1þ ΛÞ. The qubit, there-
fore, undergoes drive-induced dephasing at rate Γϕ and
polarization at the slower rate Γp.

c. Comparison between models

To confirm these models, we compare simulations of the
three-level model in Appendix A 1 a to the two-level model
in Appendix A 1 b. In each case, we numerically solve the
master equation using the QUTIP package [70].
The time-domain dynamics of both models are plotted in

Fig. 7. In both cases, the system undergoes spin polariza-
tion at rate Γp and an overall envelope of drive-induced
dephasing at rate Γϕ. The three-level model also captures
the coherent dynamics between the spin ground states and
the jAi state. We simulate both models as a function of
detuning δ and confirm they match. This comparison also
illustrates power broadening—the effective increase in
linewidth at high drive powers.

2. Emission model

A driven atomic system emits at the steady-state photon
scattering rate given by Eq. (A8) times the population in the
driven spin state [45]. For example, upon onset of a laser

drive at time t ¼ 0, the emission rate is

ΓemðtÞ ¼ jαj2Re−Γpt; ðA13Þ

where jαj2 is the initial population in the j↓i state. We now
use this rate to model readout.
In readout, “dark” or “bright” distributions with low (n̄d)

or high (n̄b) mean photon numbers are associated with
the qubit being prepared in different spin states prior to
measurement. For example, state preparation of j↑i yields
α ¼ 0, no initial emission, and a dark collected distribu-
tion. State preparation of j↓i yields α ¼ 1, maximum initial
emission, and a bright collected distribution. However,
emitted photons are collected only with a probability
η (the measurement efficiency), and, furthermore, collected
counts can also come from unwanted sources unrelated to

A
A

R

D D

A
N

T
P D

FIG. 7. (a) Dynamics of a driven three-level atomic system
(Fig. 6) simulated using the Hamiltonian and collapse operators
given by Eqs. (A3)–(A5). (b) Dynamics of the simplified two-level
model, simulated using collapse operators Eqs. (A6) and (A7).
Both (a) and (b) use Λ ¼ 100, γ=2π ¼ 35 MHz, ΩA1 ¼ 5γ, and
δ ¼ 0. (c) Polarization rate Γp (left) and dephasing rate Γϕ (right)
as functions of δ and at different values of ΩA1=γ. Numerical
solutions to the three-level model described in Appendix A 1 a
(dots) match the analytical solutions [Eqs. (A9)–(A12)] based on
the two-level model in Appendix A 1 b (lines).
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the qubit, i.e., noise arriving at rate Γnoise. We, therefore,
model n̄d and n̄b as

n̄d ¼
Z

τ

0
Γnoisedt; ðA14Þ

n̄b ¼
Z

τ

0
ðΓnoise þ ηΓemÞdt; ðA15Þ

respectively, where τ is the readout integration window.
We model noise to be time independent arriving at rate
Γnoise ¼ aþ bp, where a is the mean rate of background
noise photons including dark counts and b is noise from
scatter of the excitation laser into the collection path and is
proportional to power.
For preparation in the spin state associated with maxi-

mum emission (α ¼ 1), the difference in collected counts
between the bright and dark distributions is, therefore,
n̄b − n̄d ¼ ηðΛþ 1Þð1 − e−ΓpτÞ. In Eq. (6), we simplify
this by taking ðΛþ 1Þ → Λ, since in this work we operate
in the Λ ≫ 1 limit where ðΛþ 1Þ ≈ Λ. For Λτ ≫ 1, so the
duration of drive is long enough to entirely polarize the spin
state, this reduces to n̄b − n̄d ≈ ηΛ. In other words, the
expected number of detection events is essentially the
cyclicity Λ times the measurement efficiency η.

3. Readout fidelity vs power

We now use this model of emission to study readout
fidelity as a function of power. Readout fidelity quantifies
the distinction between the bright or dark distributions of
photons collected when the qubit is prepared in the j↓i
or j↑i spin state. These distributions are distinguished
by a readout threshold Nr, meaning the outcome “0” can
be associated with the collection of ≥ Nr counts per
readout window and the outcome “1” with < Nr counts.
In practice, Nr is chosen to maximize readout fidelity Fr ¼
1 − 1

2Pð1j↓Þ −
1
2Pð0j↑Þ ¼

1
2Pð0j↓Þ þ

1
2Pð1j↑Þ.

Here, Pð1j↓Þ and Pð0j↑Þ are error probabilities, asso-
ciated with the chance a collected number of counts falls
within a different distribution than expected given state
preparation. Infidelity can result from too many counts in
the dark distribution or too few counts in the bright
distribution. It can also result from state preparation errors
ϵ1 (ϵ0), the chances the qubit was actually prepared in the
j↓i (j↑i) state when it was attempted to be prepared in the
j↑i (j↓i) state, respectively.
To model readout fidelity, we assume that emission

follows Poissonian statistics arising from a Markovian
process. These statistics are known to describe emission
from atomic systems [71] but can be modified in other
experiments where interaction with a photonic structure
changes the electromagnetic density of states [37].
Poissonian statistics are captured by the model in
Eq. (A1), which leads to the emission rate in Eq. (A13).

Therefore, during a readout event, collection of k counts is
expected with probability

p½k; n' ¼ nke−n

k!
; ðA16Þ

where n ¼ n̄b (n ¼ n̄d) for readout associated with
preparation in the spin state that results in the bright
(dark) distribution.
The error probabilities Pð1j↓Þ and Pð0j↑Þ are, thus,

Pð1j↓Þ ¼
XNr−1

k¼0

ð1 − ϵ0Þp½k; n̄b' þ ϵ0p½k; n̄d'; ðA17Þ

Pð0j↑Þ ¼
X∞

k¼Nr

ϵ1p½k; n̄b' þ ð1 − ϵ1Þp½k; n̄d'; ðA18Þ

respectively. Evaluating using the statistics given by
Eq. (A16) yields

Fr ¼
1

2
þ f0

2

!
Γ½Nr; n̄d' − Γ½Nr; n̄b'

Γ½Nr; 0'

"
; ðA19Þ

where Γ½Nr; n' ¼
R∞
n tNr−1e−tdt is the Gamma function

and f0 ¼ 1 − ϵ0 − ϵ1 sets the maximum attainable readout
fidelity. This can be simplified if Nr ¼ 1, a choice which
optimizes readout fidelity for all measurements in this
work. Doing so yields

Fr ¼
1

2
þ f0

2
ðe−n̄d − e−n̄bÞ: ðA20Þ

4. Spin readout using cavity quantum electrodynamics

As discussed in the main text Sec. IV, comparison of
emission to measurement-induced dephasing allows for
a general way to characterize measurement efficiency,
defined as the total loss between qubit and detector. In this
section, we show how this idea is applicable to a strongly
interacting cavity QED system, driven near resonance to
interrogate the spin state. This style of spin readout has
previously been demonstrated using the SiV− centers in
diamond [19,20,22,47] and is a natural next step for the
SnV− platform.
To understand how spin readout works in a probed cavity

QED system, consider a qubit whose state is described by
density matrix ρ̂ and which is prepared in the spin super-
position ðj↓iþ j↑iÞ=

ffiffiffi
2

p
. This spin may interact in a spin-

selective way with another quantum state such as the
electromagnetic field in a driven cavity. Upon interaction,
this other state can acquire a spin-dependent phase and/or
amplitude shift, such that the joint quantum state of the spin
and cavity is [58,67]

jψi ¼ 1ffiffiffi
2

p ðj↓ijα↓iþ j↑ijα↑iÞ; ðA21Þ
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with density matrix σ̂ ¼ jψihψ j. Here, jα↓i and jα↑i are the
quantum states of light in the driven cavity and are
projectively measured to gain information about the spin.

a. Measurement-induced dephasing
of a cavity QED system

The overlap between jα↓i and jα↑i sets both how much
the spin state may be distinguished by measurement [58,67]
and how much dephasing is caused by measurement.
To show this, following the discussion in Ref. [60],

consider a general quantum measurement described by the
positive operator-valued measure (POVM) Π̂n ¼ K̂†

nK̂n.
Here, K̂†

n and K̂n are Kraus operators that correspond
to measurement of a light field in the number basis.
After measurement, the quantum state of the joint spin-
photonic system is described by density matrix
σ̂0 ¼

P
n K̂nσ̂K̂†

n [72].
We model readout of the joint system σ̂ using the POVM

Π̂n ¼ I ⊗ jnihnj, which describes measurement of the
second system in the basis jni. After a measurement
outcome n, the joint system is

σ̂0n¼
1

2νn

 
jhnjα↓ij2 hnjα↓ihα↑jni

hnjα↑ihα↓jni jhnjα↑ij2

!

⊗ jnihnj; ðA22Þ

where νn ¼ TrðΠ̂nσ̂Þ is a normalization factor.
Taking the partial trace ρ̂0 ¼ Tr2ð

P
n νnσ̂

0
nÞ over the

second system gives the spin’s postmeasurement density
matrix:

ρ̂0 ¼ 1

2

 
1 hα↑jα↓i

hα↓jα↑i 1

!
: ðA23Þ

From Eq. (A23), we see that spin coherence is reduced to

ρ̂0↓↑ ¼ 1

2
hα↓jα↑i: ðA24Þ

For example, consider a cavity that is in one of two spin-
dependent coherent states:

jα↓i ¼ e−ð1=2Þjα↓j
2
X∞

n¼0

αn↓ffiffiffiffiffi
n!

p jni; ðA25Þ

jα↑i ¼ e−ð1=2Þjα↑j
2
X∞

n¼0

αn↑ffiffiffiffiffi
n!

p jni: ðA26Þ

After the cavity state is projectively measured, the spin’s
coherence is

jρ̂0↓↑j ¼
1

2
e−jα↓−α↑j

2=2: ðA27Þ

Therefore, if jα↓i and jα↑i are identical, the spin is not
measured and is not dephased. On the other hand, if jα↓i
and jα↑i are orthogonal, then coherence is destroyed; this is
the limit of projective measurement, in which maximal
information may be acquired about the spin.

b. Measurement of the spin state

We now apply these general principles of quantum
measurement to understand readout of a probed cavity
QED system. Consider the model of an optical cavity
coupled to a single “atom” (Fig. 8). As in Fig. 6, this atom
is treated as a “lambda system” with spin ground states j↓i
and j↑i, which have transitions A1 or A2 to an excited state
jAi, respectively. Coupling between the atom and cavity
can change the cavity frequency by the dispersive shift %χ,
dependent on the spin state. The magnitude χ depends on
the coupling between atom and cavity and their detuning
and is related to the cooperativity between them (desired to
be high). A noticeable shift can occur, for instance, if the
atom is tuned such that the A1 transition is resonant with
the cavity, coupling between the A1 transition and cavity is
strong compared to overall system loss, and the A2
transition is far off resonant (so coupling between this
transition and the cavity is negligible). Such a system is
well approximated by a limit of the Jaynes-Cummings
Hamiltonian [73] Ĥ=ℏ ≈ ðωc þ χσ̂zÞâ†âþ ωqσ̂z=2, where
â is the cavity field operator, σ̂z is the Pauli operator
describing the atom’s spin state, ωc is the bare cavity
frequency, and ωq is the spin transition frequency. Finally,
readout requires nonunitary interaction with a measurement
apparatus. The total loss rate of the cavity is described by
the linewidth κ, which includes internal loss κint coming
from intrinsic cavity loss of the loaded cavity, as well as
external loss κext due to external coupling.
Under a near-resonant drive, we can use input-output

theory to solve for the steady-state field inside the cavity.
Driven far below saturation and in the limit where γ ≪ κ,
this becomes [67]

α↓;↑ðδÞ ¼
ϵffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðκ=2Þ2 þ ðδ% χÞ2
p ; ðA28Þ

where δ is the detuning of the drive from the bare cavity
frequency, the drive rate ϵ is proportional to the drive
amplitude, and ϵ2 is proportional to drive power. [Relaxing
the assumption of γ ≪ κ complicates Eq. (A28) but retains
this proportionality [75].] The response of Eq. (A28) is
plotted in Fig. 8(b) for a choice of χ ¼ 2κ.
Readout works by inferring the spin state based on a

measurement of jα↓i or jα↑i. Consider a steady-state
system where the cavity is driven for a readout window
τ much longer than the transient dynamics of the field’s
ring-up or -down time, such that τ ≫ 1=κ. The mean
number of expected photon counts at a detector is
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n̄b ¼ ηκτjα↓j2 if the cavity is in jα↓i and n̄d ¼ ηκτjα↑j2 if
the cavity is in jα↑i. Here, κ sets the overall rate at which
photons leave the cavity and are, thus, incoherently lost.
The measurement efficiency η is again the overall fraction
of these photons that are actually detected.
Notably, unlike the photoluminescence-based readout

discussed elsewhere, here η does not suffer from loss due to
the emitter’s quantum efficiency or fraction of emission
into the phonon sideband vs zero-phonon line. This is
because we consider the limit of low enough excitation
power (p ≪ psat), such that the scattered probe dominates
signal and photoluminescence is negligible. Cyclicity
becomes important only as probe power is increased so
that excitation or photoluminescence appears as a con-
current effect.
In analogy with Eq. (6) in the main text, we model the

difference in collected counts between the bright and
dark distributions to be n̄b − n̄d ¼ ηκτðjα↓j2 − jα↑j2Þ. We
would, therefore, experimentally measure

n̄b − n̄d ¼ Ap; ðA29Þ

where A ¼ ηκτðjα↓j2 − jα↑j2Þ=p is a constant of propor-
tionality that can be fit to experimental data in analogy to
Fig. 4(b). Notice that A is independent of drive power,

because the intracavity photon number (either jα↓j2 or
jα↑j2) scales as ϵ2, which is proportional to p.
In summary, the difference between the measured dis-

tributions associated with the spin being in j↑i or j↓i allows
for determination of the spin state. These distributions grow
further apart as integration time increases, drive power
increases, and measurement efficiency increases. The limit
where these distributions are sufficiently separated allows
for a high-fidelity single-shot measurement. In practice, it is
desirable to have a short integration time for faster readout
and a low drive amplitude to avoid other dynamics, and so
it remains important to have high efficiency.

c. Determining efficiency of a cavity QED system

We have seen that measurement of the probe both
dephases the qubit and allows for determination of the
spin state. As for the case of readout using photolumines-
cent emission [e.g., Eq. (8)], we compare these effects to
quantify the measurement efficiency η.
After projective measurement of a spin-dependent

probe, the spin’s postmeasurement coherence decreases
by Eq. (A27). In a steady-state cavity that is continuously
driven for duration τ, the field in the cavity is continuously
being lost and/or measured at rate κ and continuously repo-
pulated by the drive. We can understand the overall
dephasing given by Eq. (A27) to occur at some dephasing
rate Γϕ, such that the spin’s phase coherence decays
in magnitude by a factor of e−Γϕτ over time τ. The
dephasing rate

Γϕ ¼ 1

2
jα↓ − α↑j2κ ðA30Þ

is the overlap of the probe states times the loss rate of
the cavity.
Like the collected signal in Eq. (A29), the dephasing rate

is proportional to drive power such that

Γϕ ¼ Bp; ðA31Þ

where B ¼ κjα↓ − α↑j2=ð2pÞ is a proportionality constant
that may be experimentally determined by the method
described in Fig. 5. (Note that B is constant with power,
because jα↓ − α↑j2 ∝ p.)
In analogy with Eq. (8), comparison between constants

A and B yields the measurement efficiency

η ¼ A
2Bτ

× f: ðA32Þ

Here, the added factor f ¼ jα↓ − α↑j2=ðjα↓j2 − jα↑j2Þ
depends on the spin-dependent steady-state cavity field,
which is a function of χ and κ. These parameters may
experimentally determined by spectroscopic measurements
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FIG. 8. (a) Spin readout discussed thus far in this work is based
on the presence or absence of photoluminescence under a
resonant optical pump. Alternatively, in a cavity quantum
electrodynamics system (b) for which an SnV−’s optical tran-
sition interacts with a cavity, the spin may be measured via spin-
dependent scattering from a probe tone. (c) This technique,
known as “dispersive readout,” requires the cavity to have a spin-
dependent dispersive shift χ that is appreciable compared to the
cavity linewidth κ [19,20,67,74]. (d) For both techniques, the
measurement efficiency η may be precisely determined from a
comparison between measurement-induced dephasing and the
rate at which information is acquired by a measurement apparatus
[58]. The top left of this cartoon plot is inaccessible, as it would
indicate the impossible case of a detector which gains information
about the qubit state without sufficient collapse of its super-
position, and η ¼ 1 bounds physically realizable measurements.

SINGLE-SHOT READOUT AND WEAK MEASUREMENT … PHYS. REV. X 14, 041008 (2024)

041008-15



of the cavity in order to determine f. In the limit κ ≪ χ, this
simplifies further to f ≈ 1 and η ≈A=ð2BτÞ.
In summary, we have derived a general method to

characterize the measurement efficiency of η of a probed
cavity QED system. Readout using this method relies on
scattering of a probe tone off a dispersively shifted cavity,
such that the spin state is inferred by measurement of the
scattered field. While this method is fundamentally differ-
ent than the spin readout via detection of photoluminescent
emission discussed elsewhere in this work, both techniques
are well described by the general theory of quantum
measurement including measurement-induced dephasing.
We emphasize that this section has direct analogy to well-
established techniques in the readout of superconducting
qubits in circuit QED architectures [58–62,67].
Finally, we emphasize the applicability of this section to

readout of color-center spin qubits integrated into cavity
QED systems, including recent experiments using the SiV−

centers [19–22] or quantum dots [74]. In contrast to the
SiV− (737 nm zero-phonon line), the shorter emission
wavelength of the SnV− (620 nm) can present a technical
challenge to nanofabrication, but dispersive readout of the
SnV−’s spin state should work comparably well so long as
similar cooperativity can be reached. Recent demonstra-
tions of Purcell enhancement of an SnV− center integrated
into a nanophotonic cavity suggest that the SnV− platform
is close to this regime [33,34,38], and, thus, dispersive
readout of an SnV− spin is a promising avenue for future
experiments.

APPENDIX B: EXTENDED DISCUSSION

1. Understanding the SnV − Hamiltonian

The SnV− Hamiltonian is predicted by ab initio calcu-
lations in Ref. [44]. In our previous work, Ref. [30], these
calculations are compared to experimental values obtained
by fitting the eigenvalues of the SnV− Hamiltonian to
measurement of its level structure vs magnetic field
orientation. There are many parameters in this fit including
strain, spin-orbit coupling, the orbital Zeeman effect,
anisotropy of the Zeeman effect, and the vector orientation
of the spin dipole. This fit is underdetermined if every
parameter of the SnV− Hamiltonian is taken as a free
parameter, and so to constrain the fit we made assumptions:
(i) The direction normal to the surface of the chip is parallel
to the ẑ axis of the magnetic coil. (ii) The magnet
calibration is accurate, and magnet hysteresis is negligible.
(iii) Higher-order terms in the SnV− Hamiltonian are
neglected [44].
The values of the SnV− Hamiltonian reported in Table 1

in Ref. [30] rely on these assumptions, which are imperfect
at some level. While this analysis was a more precise
determination of the SnV− Hamiltonian than prior exper-
imental work [11,25–27], it can be improved upon by
future experiments that do not rely on these assumptions.

For example, subsequent work in Ref. [28] reports slightly
different values of the SnV− Hamiltonian but constrains the
fit by studying multiple emitters, by using a three-axis
vector magnet to optimize alignment with the spin dipole,
and by quantifying the magnet’s calibration.

2. Estimating angular misalignment

Understanding the SnV− Hamiltonian helps to under-
stand spin polarization and readout, including by determin-
ing alignment between the magnetic field and spin dipole
moment. In our current experiment, we use a two-axis
vector magnet only, which prohibits arbitrary alignment
between the magnet and spin. To estimate the minimum
misalignment, we compare the measurement of cyclicity vs
ζ [Fig. 2(e)] to a model based on the driven SnV−

Hamiltonian (see Appendix B.3 in Ref. [30]) and using
the Hamiltonian parameters from Ref. [28]. This model
closely follows our data for an azimuthal misalignment of
φ ≈ 10°. Use of the alternate Hamiltonian parameters
reported in Ref. [30] has minimal effect on this result.

3. Importance of strain and magnetic field alignment

Both magnetic field misalignment and strain have an
important impact on cyclicity and microwave Rabi fre-
quency and, thus, on the SnV−’s utility as a spin-photon
interface. In Fig. 9, we plot a numerical simulation of
these effects based on the SnV− Hamiltonian model
discussed in Ref. [28], using an excited state strain of
2ϒe=2π ¼ 268 GHz drawn from Ref. [30] (the same SnV−

center used in this work). Results do not qualitatively
change if instead we use other Hamiltonian parameters
from Ref. [30].
In this simulation, we sweep ground state strain, para-

metrized as a fraction of the spin-orbit coupling λg=2π ¼
822 GHz [28]. In the low strain limit 2ϒg ≪ λg, cyclicity
diverges, while the spin transition dipole becomes forbid-
den and the microwave Rabi frequency goes to zero. In the
limit of 2ϒg ≫ λg, cyclicity is lowest, but the microwave
Rabi rate plateaus to that of a free electron. The SnV− used
this work has a strain of 2ϒg=λg ≈ 0.43 [30], which results
in a combination of cyclicity on the order of 103–104 and a
microwave Rabi frequency on the order of 1–10 MHz
[Figs. 2(f) and 2(g)]. Note that these simulations use an ac
microwave drive field perpendicular to the spin dipole μ⃗,
along with a slight angular misalignment of the dc magnetic
field jB⃗j ¼ 125 mT. Simulations in Fig. 9 depend on many
parameters, including that of the SnV− Hamiltonian, which
is still a subject of active research [11,25–28,30,44], and
strain in the excited state manifold, which is not indepen-
dent of strain in the ground state manifold but here is held
constant for simplicity. Thus, we take the simulations in
Fig. 9 as a qualitative example of the physics at work in
group IV centers, not as a precise quantitative prediction;
see Refs. [30,42] for further quantitative discussion.
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The simulations in Fig. 9 illustrate a strain-dependent
relationship between spin control and readout. Decreased
strain increases cyclicity, which improves readout to the
detriment of spin control. Increased strain improves spin
control but to the detriment of lower cyclicity for a
misaligned magnetic field. Cyclicity increases as the
magnetic field becomes more aligned; this slows the spin
polarization time via resonant driving [e.g., Fig. 2(d)] but is
helpful for spin readout. Since field alignment has negli-
gible effect of microwave Rabi frequency, it is desirable to
work in a highly aligned field, in parallel to previous SiV−

experiments [15].
Finally, we emphasize that the interplay between strain

and spin-orbit coupling discussed here is broadly appli-
cable to all group IV centers. Of group IV’s, recent SiV−

experiments motivated by quantum networking operate in
the strained 2ϒg=λg > 1 limit which is helpful for spin
control and which increases ground state splitting, mitigat-
ing temperature-related decoherence [15,19–22]. The
SiV−’s spin-orbit coupling term of only approximately
50 GHz makes it easier to reach this limit than for the

SnV−, whose spin-orbit coupling is approximately
820 GHz, which constrains recent work to 2ϒg=λg ≲ 1
[28,30,31]. Our results here favorably show that single-shot
readout and rapid spin control are compatible for the SnV−

even for the moderate strain of 2ϒg=λg ≈ 0.43, suggesting a
wide regime of parameter space over which the SnV−-
based devices can operate as a spin-photon interface with
application to, for example, quantum networks.

4. Comparison to prior work

Despite subtleties in determining the SnV− Hamiltonian
and angular misalignment, it is clear that the readout
fidelity reported in this work uses an SnV− center which
is only somewhat aligned with the external B⃗ field, has a
spin polarization time of approximately 20 μs, and has a
cyclicity of approximately 2 × 103. At this operating
condition, we achieve single-shot readout of the SnV−

center’s electronic spin with an average of up to approx-
imately four photons collected during a 50 μs integration
window. In Table I, we compare these results to prior
examples of single-shot spin readout of color centers in
diamond.
Looking to the future, the misalignment and modest

collection efficiency of our experiment emphasize how
much SnV− readout can be improved. Even with these
nonidealities, the rate of photon collection in our work is
much greater than that in the first demonstration of single-
shot readout of an SiV− electron spin [15], which reported
an average of approximately six photons collected during
a 20 ms readout window. This may reflect the SnV−’s
higher quantum efficiency ηq: Ref. [44] calculates
ηq ¼ 0.14 for the SiV− and ηq ¼ 0.91 for the SnV−.
Subsequent work on the SiV− readout has shown greater
collection efficiency over faster timescales by optimized
use of nanophotonics [19–22]. Our results here suggest
such improvement will also be possible using the SnV−.
We also compare our results to Ref. [43], to our

knowledge the only prior published single-shot readout
of an SnV− electronic spin. Reference [43] demonstrates
readout of 74% fidelity (max of 1.2 mean counts per shot)
collected during a 200 μs readout window. This result is
achieved in a bulk sample on an unstrained SnV−. Lack of
strain yields high cyclicity with reduced sensitivity to
alignment of the magnetic field but also suppresses the
magnetic dipole transition necessary for spin control [30].
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FIG. 9. Strain considerations for cyclicity and spin control. X
axis: the ratio of the variable ground state strain 2ϒg, to the
fixed ground state spin-orbit coupling λg=2π ¼ 822 GHz [28].
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(red): Rabi frequency when driven by an ac microwave field
perpendicular to the spin dipole moment (dashed lines).
Results fall on top of each other for field misalignment of
0.1°, 1°, and 10°.

TABLE I. Comparison to selected prior work on single-shot readout of color centers in diamond.

Reference Qubit Fidelity Fr Counts n̄b Duration τ Device Spin control?

Robledo et al. [46] NV− 93% 6.4 40 μs Solid immersion lens Yes
Sukachev et al. [15] SiV− 89% 6.2 20 ms Bulk Yes
Görlitz et al. [43] SnV− 74% 1.2 200 μs Bulk No
Parker et al. [36] SnV− (nuclear) 80% 1.6 15 μs Waveguide No
This work SnV− 87.4% 4.3 50 μs Mesa Yes
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Finally, we note that Ref. [36] measures single-shot
readout of a nuclear spin via a waveguide-integrated
SnV−, obtaining a single-shot nuclear spin readout
fidelity of 80% in 15 μs. In comparison, our work
demonstrates a regime in which both single-shot readout
of an SnV−’s electronic spin and rapid microwave control
of this spin are possible.
Finally, readout fidelity can be boosted by performing

spin-to-charge conversion [76]. We have already demon-
strated charge state readout with our CRC check. A spin-
dependent ionization process could be achieved with a
narrow line, spin-selective laser, and a high power ioniza-
tion laser. Combined, they could provide increased photons
measured per shot, separating the bright and dark histo-
grams and boosting fidelity.

APPENDIX C: EXPERIMENTAL DETAILS

1. Setup

The setup used in this experiment (Fig. 10) is similar
to that in Ref. [30] but optimized for higher transmission
on the collection path. The repump (532 nm) and resonant
(M-Squared) lasers are both modulated by acousto-
optic modulators (4C2C-532-AOM and 4C2C-633-AOM,
Gooch and Housego). Typically, we operate with the
excitation laser detuned by several gigahertz from the
SnV−’s optical transitions and drive these transitions using
the first sideband created by an electro-optic modulator
(PM-0S5-PFU-PFU-620, Eospace). By combining two

microwave signal generators (SG396, SRS) using a micro-
wave power combiner, we can drive the A1 transition only,
the B2 transition only, or both simultaneously as is
necessary for implementing charge resonance checks.
Pulsing is controlled by an arbitrary waveform generator
(Pulse Streamer 8=2, Swabian).
For spin control, microwaves are delivered by a wire

bond draped over the diamond chip as in Ref. [30] and
using a similar microwave power (48 dBm into the
cryostat). The wire bond has been replaced from that used
in Ref. [30]; we attribute the slower Rabi frequency here to
the new wire bond simply being further from the spin.
To focus excitation light and collect signal confocally, a

cryogenic objective (LT-APO=VISIR=0.82, Attocube) is
placed directly above the chip. This objective has a focal
length of 2.87 mm, a numerical aperture of 0.82, and a
working distance of 0.65 mm. Signal is then routed out of
the cryostat to a 90∶10 beam splitter, whose 90% port leads
to a free space to fiber coupler. This coupler is connected
by a multimode optical fiber (FG025LJA, core diameter
25% 3 μm, Thorlabs) to a single-photon counting module
(SPCM-AQR-15-FC, Perkins Elmer). Detection events are
time tagged (Picoharp300, PicoQuant).
Before the fiber coupler, we place a 635 nm long pass

filter (635 nm Longwave EdgeBasic, Semrock) to collect
the SnV−’s phonon sideband (PSB) only, thus filtering
most excitation scatter and also the SnV−’s zero-phonon
line. Note that this wavelength still filters a fraction of the
PSB; a different filter closer to the zero-phonon line would
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have lead to greater counts, e.g., a filter at 625 nm. Finally,
a 532 nm notch filter (532 nm StopLine, Semrock) is also
placed on the collection path to mitigate noise from the
repump laser; even though this laser is toggled off during
readout, there is some nonzero feedthrough of the AOM
used to toggle the green laser which can scatter into the
collection path, and so this notch filter is still useful.

2. Sources of loss

In Table II, we estimate the sources of inefficiency and
optical loss expected for this work. Multiplying all sources
of inefficiency yields η ¼ ηqηpsbηphotηcolηdet ≈ 0.4%. This
qualitatively matches the measured values of η ≈ 0.2%
(Fig. 3) and η ≈ 0.1% (Fig. 4).
The dominant source of loss is internal reflection of

light into the diamond sample (Fig. 11). By fine-tuning
the emitter position using piezoelectric nanopositioners,
we find this emitter to actually be in a mesa structure
rather than a nanopillar as stated in Ref. [30]. For an
SnV− center implanted at a depth of 100 nm and for
structures 1 μm in height, simulations determine scatter-
ing from bulk diamond to be approximately 3%, scatter-
ing from a mesa is approximately 5%–9% [Fig. 11(d)],
and scattering from a pillar is approximately 7%–28%
[Fig. 11(e)]. These values are reported at 645 nm, near the
maximum of the SnV−’s phonon sideband (PSB). Given
the proximity of the color center to a pillar, we use values
for an SnV− at the edge of the mesa structure and estimate
the (average across the entire PSB) fraction ηphot ≈ 5% of
emitted light is scattered into our collection path. This
number accounts for the modal mismatch between the far
field for the SnV− emission and the Gaussian mode
accepted by the cryo-objective.
Other sources of loss include the emitter’s quantum

efficiency (the probability of nonradiative decay), filtering
of the SnV−’s ZPL, loss in the optical path, and detector
inefficiency. Finally, Table II may not capture every source
of loss. Note that we use a 635 nm long pass filter to
collect the PSB (see Appendix C 1 for details); this removes
approximately 14.5% of the PSB light, and a cutoff
of approximately 624 nm would be best to avoid extra
loss [11,25–27]. Additionally, while we use multimode
fiber to maximize photon collection, some imperfection in
the coupling could still be present.

TABLE II. Estimated sources of loss.

Source Efficiency Reference or method Path to improve

Quantum efficiency ηq 80%–90% [11,44]
Debye-Waller factor ηpsb 43% [27] Resonant collection (cross-polarization)
Scattering from chip ηphot 5% Simulation, Fig. 11 Nanopillars, waveguides, cavity QED
Optical path loss ηpath 35% Transmission, at 670 nm Optimized optics
Detector ηdet 65% Datasheet spec., at 650 nm Superconducting detectors
Total η 0.4% η ¼ ηqηpsbηphotηpathηdet All of the above
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Optimized diamond nanophotonics provides a clear
path toward high improvement in collection efficiency
(e.g., approximately 25% for inverse-designed grating
couplers [56] and approximately 90% for tapered fibers
combined with 1D photonic crystal cavities [57]). These
devices have also been demonstrated in conjunction with
stable SnV−’s [32–34,36–38]. The other sources of loss can
be improved upon, too. For example, loss associated with
filtering of the resonant excitation laser can be avoided by
filtering by polarization rather than by wavelength (rou-
tinely done in the form of cross-polarization detection).
Optical loss in the collection path can be mitigated with
higher-quality optics, e.g., by using higher-reflectivity
mirrors and by replacing the 90∶10 beam splitter on the
collection path with a more transmissive component.
Detector inefficiency can be improved by switching to
state-of-the-art superconducting detectors.
With improved nanophotonics only, we expect a

collection efficiency on the order of ×10 or more, and
with all possible improvements we expect an efficiency
of the order of ×100 or more can be achieved in future
experiments. Even modest improvements in efficiency
will allow for much higher single-shot readout fidelity
(since fidelity is nonlinear with number of photons),
operation at lower drive power [see Fig. 4(c)], faster
readout, and single-shot readout at external magnetic
fields with greater misalignment.

3. Extended data

a. Charge resonance checks

The readout characterization experiment in Fig. 3
includes charge resonance checks (CRCs) applied at both
the beginning and end of each characterization cycle. A
CRC consists of driving both the A1 and B2 transitions
while simultaneously collecting emission. Many photons
are collected during the CRC if the excitation is indeed
resonant (e.g., neither the laser nor transition frequencies
have drifted) and the system has not left the qubit subspace
(e.g., it has not “blinked off”).
The distribution of counts collected during a CRC are

shown in Fig. 13, using data from the “wfm A” experiment
in Fig. 3. Data from wfm B are nearly identical. The CRC
result is recorded as a “pass” if ≥ Nc counts are measured
and a “fail” if < Nc counts are measured, where Nc is the
CRC discrimination threshold. Choosing Nc ¼ 30 for both
CRCs for the data in Fig. 3, we find that 7.4% of cycles
of wfm A pass both CRCs and 7.7% of cycles for wfm B
pass both CRCs, out of 4.27 × 105 cycles total for each
waveform.
The probability that consecutive cycles pass either the

first or second check is plotted in Fig. 13(c), using a pass
threshold of Nc ¼ 6 [the inflection threshold between the
dark and bright distributions, Fig. 13(b)] and using a cycle
time of τcycle ¼ 1.825 ms. Success probability of a given
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number of consecutive passes n decays as ∝ e−n=Npass ,
consistent with fail events occurring at random.
However, probability falls faster for the second check,
which may result from drive-induced blinking [39].
Fitting to the decay rate Npass of consecutive passes

gives information about the timescale over which the
emitter is blinking and/or wandering. For the experiment
in Fig. 3 [pulse sequence summarized in Fig. 12(a)], the
exponential timescale over which consecutive checks fail is
Npass ¼ 2.27% 0.02 and Npassτcycle ¼ 4.14% 0.4 ms for
the first check of the sequence and Npass ¼ 1.72% 0.02
and Npassτcycle ¼ 3.14% 0.4 ms for the second check.
Finding ways to improve these timescales is an important
avenue for further study.

b. Readout fidelity vs power

Studying the power dependence of readout is important
for the optimization of fidelity. Notice in Fig. 4(b) that,

while the number of signal photons n̄b − n̄d plateaus near
saturation, the total number of collected photons continues
to increase with power. We attribute this rise to scatter of the
excitation laser into the collection path (see Appendix A 1
for details).
This power dependence makes clear that readout fidelity

can be optimized by operating near saturation. Below
saturation, increasing power simply produces more signal.
Above saturation, however, driving with more power
does not increase signal and can only cause rising noise.
To test this intuition, we plot readout fidelity vs power in
Fig. 15(a), measured from the same dataset used to produce
Fig. 4(b). Data are fit to the model in Eq. (A20). This model
assumes that emitted photons follow Poissonian statistics;
see Appendix A 1 for a derivation.
Note that this fit uses psat¼313nW and η¼0.992×10−3

obtained from fits to Fig. 4(b) and fits for f0 ¼ 0.89%
0.032 and Λ ¼ 977% 72 as free parameters. Fixing Λ ¼
2244 as a fixed parameter, as expected from the data in
Fig. 2, does not produce a fit which closely matches the
data in Fig. 4(b). This discrepancy could be attributed to
non-Poissonian statistics of light emitted from the SnV−

[an assumption of Eq. (A20)] and/or from detrimental
effects due to SnV− instability (e.g., cycles where the CRC
is passed, but a blinking event occurs before or during the
readout step). As such, the models in Eqs. (6) and (A20)
should be taken as simplifications that do not capture every
possible effect on readout of the system, and the parameters
reported from these fits should be taken as estimates based
on these simplified assumptions only.
Finally, to verify the effect shown in Fig. 5 is truly

measurement-induced dephasing, not, for example, drive-
induced charging and/or heating, we study the fraction of
CRCs passed as a function of weak measurement power.
This is done using the same dataset as in Fig. 4(b) and using
a CRC at the end of the cycle after the weak measurement
step. Results are show in Fig. 15(b): As weak measurement
power is increased, the fraction of passed checks changes
little at 0.16% 0.03, for all data except the highest
measured power (at 19 times saturation) in which the
fraction of passed checks drops to 0.09. This suggests that
the power-dependent increase in Γϕ observed in Fig. 5 is
not due to an effect which causes power-dependent blink-
ing and/or spectral diffusion. This finding is consistent with
prior demonstration of coherent spin control using an
optical Raman drive [29], a technique which cannot work
if a detuned laser causes significant error.

c. Coherence time

The qubit’s coherence time is measured to be TCPMG−2
2 ¼

270%30 μs using a CPMG-2 pulse sequence [77] (Fig. 16)
operating at jB⃗j ¼ 125 mT and ζ ¼ 147°. This measure-
ment is comparable to results in Ref. [30], which operate at
Λ ≈ 80. For spin-1=2 group IV qubits, at some magnetic
field orientations, dynamical decoupling has a limited
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effect, because the qubit’s g factor is too similar to the
predominantly spin-1=2 bath [30]. The measurement in
Fig. 16 shows that here we avoid this detrimental effect.

d. Quantum jumps

We take advantage of single-shot readout to observe real-
time quantum jumps of the electron spin [46]. The protocol,
illustrated in Fig. 17(a), consists of a green repump, then
spin polarization, followed by readout on the same state

that was polarized in the presence of a weak microwave
drive. During this readout step, time-tagged photon detec-
tion events are binned into 5 μs windows and plotted as a
time trace in Fig. 17(b). In the absence of the weak spin
drive, we expect zero photons due to high-fidelity initial-
ization of the spin state and, thus, a complete dark time
trace of the collected fluorescence. However, the weak spin
drive (microwave power approximately 1 dBm at the
sample) occasionally kicks the spin state from j↑i to
j↓i, for example, when initialized using the A1 transition.
This results in photons being emitted which can be seen as
discrete spikes in the time trace as our readout determines
the state in j↓i. Using a photon threshold of Nr ≥ 1 (black
dashed line), we distinguish between the bright and dark
states and denote the electron being in the j↓i (j↑i) state.
Optical reinitialization also happens naturally under the
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continuous pump, so the jumping between the spin states
(bright and dark) is a mixture of bidirectional mixing
(microwave) and one-way reinitialization (bright to dark).
To ensure capturing the quantum jumps is not convoluted
with charge or spectral hopping, the entire sequence is
bracketed with CRCs before and after each measurement
shot (using a photon threshold of Nc ¼ 30 for both CRCs).
In this experiment, the spin-flip process from T1 (the order
of hertz at the 1.7 K sample temperature [30,31]) is much
slower than the readout process. For clarity, Fig. 17(c)
shows the same time trace where the electronic state is
assigned as 0 or 1, based on the discrimination thresh-
old (Nr).

e. Measurement-induced dephasing
control experiment

Finally, we do a control experiment to demonstrate again
that measurement-induced dephasing is indeed responsible
for the dephasing shown in Fig. 5 rather than any alternative
laser-induced process. This experiment is described in
Fig. 18 and consists of comparing dephasing due to a
resonant weak measurement pulse to dephasing caused by a
control pulse that is off resonant only. No appreciable
dephasing is observed during the control pulse, emphasiz-
ing that the dephasing observed in Fig. 5 is indeed caused
by measurement.

4. List of data

In Table III, we provide a summary of data and operating
conditions.
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optic modulator (AOM) and modulating an electro-optic modu-
lator (EOM) whose first sideband (here, at 3.718 GHz) is resonant
with one of the SnV−’s spin-preserving optical transitions. (b) The
control sequence is otherwise identical but does not modulate
the EOM during the weak measurement pulse, so that all laser
power remains in the detuned carrier. (c) Measurement-induced
dephasing is observed only when resonantly driving the transition.
Data are shown for a power of 1.3 nW entering the cryostat
during the weak measurement pulse, causing a dephasing rate of
Γϕ=2π ¼ 104% 11 kHz.
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