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ABSTRACT. This a continuation of our previous joint work on s-model in [ Well-posedness
and long time behavior of the Euler Alignment System with adaptive communication strength.
arXiv preprint arXiv:2310.00269, 2023]. The s-model, introduced by the first author in [En-
vironmental averaging. arXiv preprint arXiv:2211.00117, 2022], is an alignment model with
the property that the strength of the alignment force, s, is transported along an averaged
velocity field. The transport of the strength is designed so that it admits an e-quantity,
e = Jzu + s, which controls regularity in 1D analogously to the classical Cucker-Smale
case. The utility of the s-model is that it has the versatility to behave qualitatively like the
Motsch-Tadmor model, for which global regularity theory is not known.

This paper aims to put the s-model on more firm physical grounds by formulating and
justifying the microscopic and mesoscopic descriptions from which it arises. A distinctive
feature of the microscopic system is that it is a discrete-continuous system: the position and
velocity of the particles are discrete objects, while the strength is an active continuum scalar
function. We establish a rigorous passage from the microscopic to the mesoscopic description
via the Mean Field Limit and a passage from the mesoscopic to the macroscopic description
in the monokinetic and Maxwellian limiting regimes. We present a survey of such results
for the Cucker-Smale model and explain how to extend these arguments to the s-model,
where the strength of the alignment force is transported. We also address the long-time
behavior of the kinetic Fokker-Planck-Alignment equation by establishing the relaxation to
the Maxwellian in 1D when the velocity averaging is the Favre averaging. As a supplement
to the numerical results already presented in our previous work, we provide additional
numerical evidence, via a particle simulation, that the s-model behaves qualitatively like
Motsch-Tadmor.
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1. INTRODUCTION

Collective patterns and behavior can emerge from simply interacting agents. Flocks of
birds, schools of fish, and flashing of fireflies are examples of systems of simply interacting
agents where there is a clear emergent behavior of the whole system. This has spurred
much interest in recent years in the mathematical modeling of this large class of phenomena.
The question is: how do we create a model that describes the behavior of a large class of
communicating agents and is mathematically tractable in the sense of well-posedness analysis
and provability of the emergent phenomena?

Many classical alignment models possess some of these features. The 3-zone model was
developed in 1987 by Craig Reynolds, a computer animator, who was interested in developing
realistic models of birds for cinema, see [14]. It is characterized by a repulsion force in the
close range, alignment in the medium range, and attraction in the far range. The repulsion
force makes it challenging to describe the long-time behavior due to the lack of a natural
equilibrium state. The Viscek model proposed in [22] incorporates stochastic forces that
facilitate phase transitions as the strength of noise varies — an important feature of emergent
dynamics. It evolves in discrete time steps whereby agents get assigned the average and
normalized velocities of nearby agents. Phase transitions were observed numerically, however
the model at the moment lacks a satisfactory analysis, see [23]. In 2007 [4, 5] Cucker and
Smale proposed another alignment model with the following key features: it weights the
alignment force with a radial interaction kernel ¢ inversely proportional to the distance
between agents. The model allows for an array of different dynamics and, most importantly,
it was the first model that allowed a proof of alignment which depended only on the initial
state and not on perpetual connectivity of the flock. Moreover, the long-time behavior holds
under the large crowd limit N — oo, which allows to carry such results over to the kinetic
and macroscopic descriptions, [3, 20]. The universality of description and mathematical
tractability of the model made it the subject of a series of studies surveyed for example in
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[1, 21, 15, 11]. Despite its success, however, the Cucker-Smale model does not respond well
in certain modeling scenarios. Motsch and Tadmor argued in [12] that in heterogeneous
formations when, say, a small subflock separates itself from a distant large flock, its internal
forces become annihilated by the latter if subjected to the Cucker-Smale protocol [12] creating
unrealistic behavior. A proposed renormalization of the averaging operation restored the
balance of forces and the alignment results under long range communication were proved
similar to those of Cucker and Smale at the microscopic level and in the large crowd limit,
[13].  Such renormalization, however, destroys the symmetry of the alignment force and
possible vacuum formation makes the system more singular, which is the reason for the lack
of a coherent well-posedness theory at the moment.

The s-model has been designed to have an adaptive averaging protocol which allows for
many similar regularity properties as those of the Cucker-Smale model, while maintaining
the same level of universality as that of the Motsch-Tadmor model. One downside of the
adaptive as opposed to prefixed protocol is the lack of control over kinematic properties of
the alignment force, which makes the analysis of the long-time behavior a challenging but
interesting problem, see [16, 19].

This paper aims to (1) introduce the microscopic and mesoscopic counterparts to the pre-
viously studied macroscopic description of the s-model in [19]; (2) to establish a rigorous
passage between the levels of description; and (3) to establish the relaxation to a thermody-
namic state in one dimension for the mesoscopic description when the velocity averaging is
the Favre averaging.

Before we turn to the technical description of the results let us present a more detailed
motivation of the s-model by giving a brief survey of the classical Cucker-Smale and Motsch-
Tadmor alignment models as well as the more general environmental averaging models from
which it originated.

1.1. Cucker-Smale model. The pressureless Fuler alignment system based on the Cucker-
Smale model on T™ or R" is given by

Op+V-(up)=0 (1)
du+u-Vu = (up)y, — up,

where p, u are the density and velocity of the flock and ¢ > 0 is a smooth radially decreasing
communication kernel. The notation f, = f * ¢ denotes a convolution. Provided the kernel
has a fat tail (i.e. is non-integrable),

| ot = )
0
this model admits alignment and flocking: there exists § > 0 such that

lim diamsupp(p) < oo, lim sup |u(t,z) —u(t,y)| < Ce ™
t—o00 t—00 @,y€supp(p)

It is a well-known result of Carillo, Choi, Tadmor, and Tan [2] that
e=0,u+ py, Oe+ 0y(ue)=0

provides a threshold regularity criterion in 1D: the solution remains smooth iff eg > 0. In
fact, it is not only useful for global regularity; it is also instrumental in proving 1D strong

flocking (i.e. convergence to a limiting distribution) and estimating the limiting distribution,
[10, 18].
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1.2. Motsch-Tadmor model. It was observed in [12] that the Cucker-Smale model displays
unrealistic behavior in heterogeneous formations. In particular, when there is a small mass
flock and a faraway, large mass flock, the internal dynamics of the small mass flock are
hijacked by the large mass flock. The Motsch-Tadmor model was introduced in order to
resolve this behavior. It was proposed that the strength of the alignment force on a particle
should be scaled by the total influence on that particle. With this modification, we get:

Op+V-(up)=0 )

g+ u- Vu = L ((up), — up,)
We will explain what this fix does to restore the balance of forces in Section 1.6.1.

It was shown in [13] that (3) aligns under the same fat tail kernel condition (2). The
cost is that it no longer possesses the e-quantity and, as a result, there is no known 1D
threshold regularity criterion. The s-model aims to fix this lack of a threshold regularity
criterion while also retaining the desired qualitative behavior of the Motsch-Tadmor model
in heterogeneous formations. Before we introduce it, we will mention the environmental
averaging models from which it originated.

1.3. Environmental Averaging Models. Many alignment models are characterized by
an alignment force which pushes the velocity towards an averaged velocity field. The Vicsek,
Cucker-Smale, and Motsch-Tadmor models are among many examples. For the Cucker-Smale
model, we can rewrite the alignment force as

(up)y
Ps

F = s,([u], —u), Sp = Pg, (U], =

The so-called strength s, of the alignment force is a fixed function which depends on the
density; and [u], is an averaged velocity field. Written in this form, it is more clear that
it is an alignment model- the velocity u is being pushed towards the averaged velocity
[u],. Alignment forces which take this more general form are called environmental averaging
models and the macroscopic version is given by:

Op+V-(up) =0
{8,511 +u-Vu=sy([uf, —u). (4)

They generalize the Cucker-Smale model by treating s, and [u], as arbitrary modeling com-
ponents in a proper functional framework. The general theory of environmental averaging
models has been developed extensively in [16].

An important class of models are those for which the velocity averaging [u], has an integral
representation against a smooth kernel ®,,:

[u], = /Qp(x,y)u(y)p(y) dy, @, is smooth. (5)

Remark 1.1. Models whose velocity averaging has the form (5) will be an important sub-class
for the as-yet defined s-model since the regularity of the model is tied to the regularity of
the kernel ®,(x,y).
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The representation (5) holds for many classical models: Cucker-Smale (Mcs), Motsch-
Tadmor (Myr), the overmollified version of (Myr) introduced in [17],

ul, = (M>¢ =1, (M)

Pé
the segregation model based on a partition of unity Zle g =1,
ulp = 3 gy a0 | (M)
uj, = a\r)=—F———, Sp = L, se
S Jogipdy ’ *

and other multi-flock, multi-species variants of the above, see [16]. All of these models
possess a representation kernel as shown in table 1.3.

Strength s, | Kernel ®,(z,y)
Mcs | py %
Myr |1 P
My |1 Jo pifb()y - d
Mseg 1 Zl n glpdx

We can see that many of the models have the density-dependent renormalization at its

core, Up := %. This is known as the Favre filtration, which was introduced in the context

of non-homogeneous turbulence in [6]. In our context, we will refer to it as the ”Favre
averaging” since it represents the averaged velocity.

Definition 1.2. The Favre-averaged velocity is given by

(up)g
P

1.4. The s-model. The s-model is a descendant of the environmental averaging models and
was introduced in [16] at the macroscopic level. The only adendum to the environmental
averaging models is that s is no longer a fixed function of the density, but instead evolves
according to its own evolution equation along the average velocity field. This has a profound
impact on the 1D regularity theory at the macroscopic level of description, and subsequently
it lends to stronger long-time behavior results, all of which resemble the favorable behavior
of the Cucker-Smale model in this more general setting.

It was observed in [16] that the existence of the e-quantity in the Cucker-Smale case is
owed to the transport of the strength function, s, = py, along the Favre-averaged velocity
field:

F =

Oipy + Oz (pyur) = 0.

The new model therefore proposes that is more natural for the strength s to evolve according
to its own transport equation along the averaged velocity field:

Ois + 0y (s[u],) = 0.
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The s-model is given by

Op+V-(up)=0
s+ V- (s[u],) =0, s>0 (SM)
du+u-Vu=s([u], —u)

and, by design, it admits the e-quantity in 1D
e=0u+s, O+ 0;(ue)=0.

The special case where the velocity averaging is the Favre averaging, i.e. [u], = up (see
Definition 1.2), bears a similar alignment force to the classical Cucker-Smale and Motsch-
Tadmor alignment models. Indeed, we can cast it into a similar form by introducing a new
variable w, which we call the "weight”, defined by s = wp,. With this change of variables,
w satisfies a pure transport along the Favre-averaged velocity field

ow+up-Vw =0
and the system becomes

Op+V-(up)=0
ow+up-Vw =0, w =0 (WM)
du+u-Vu=w((up)y —upy)

We obtain a model that looks like a hybrid of Cucker-Smale and Motsch-Tadmor. We refer
to this particular variant of the s-model as the w-model. Setting wy = 1, we recover the
Cucker-Smale model; and setting wo = 1/(pg)s, we recover the Motsch-Tadmor model at the
initial time (at later times, the transport of the weight w will cause it to deviate from the
Motsch-Tadmor weight). Due to the existence of the e-quantity and the similar structure of
the alignment force to the Cucker-Smale model, many classical results of the Cucker-Smale
case were extended to the w-model in our joint work [19]. The following is a list of the results
which were obtained:

(a) Local well-posedness and global well-posedness for small data in multi-D;

(b) Global well-posedness in 1D and for unidirectional flocks in multi-D under the threshold
e > 0;

(c) L*-based alignment; conditional L?-based alignment;

(d) Strong flocking in 1D (i.e. convergence of the density to a limiting distribution);

(e) Estimates on the limiting distribution of the flock in 1D.

The importance of the w-model is that it retains the regularity and alignment character-
istics of the Cucker-Smale system while also having the versatility to behave qualitatively
like the Motsch-Tadmor model (when wo = 1/(pg)s). In other words, the w-model can be
thought of as a more analytically tractable version of the Motsch-Tadmor model. Numerical
evidence of the qualitative similarities between the w-model and the Motsch-Tadmor model
has been presented at the macroscopic level in 1D in [19]. Here, we present, perhaps more
clear, numerical evidence of this qualitative behavior by showcasing simulations of the mi-
croscopic system in Section 1.6. First, we introduce the microscopic and mesoscopic versions
of the s-model, and hence also the w-model as a particular case.
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1.5. Microscopic and mesoscopic levels of description. The s-model was introduced
in [16] at the level of the hydrodynamic description, while the microscopic and mesoscopic
levels have remained unattended. To fill this gap, we introduce and justify them here.
Due to its ancestral relation to the Cucker-Smale model, the microscopic and mesoscopic
systems for the s-model will have a similar structure to the Cucker-Smale versions, albeit
with important differences. As a reference point for the reader, we will first present the
microscopic and mesoscopic descriptions for the Cucker-Smale model followed by those for
the s-model, highlighting the differences between the two.

Remark 1.3. We could have also juxtaposed the s-model to the environmental averaging
models, which also have a well developed theory at all levels of description.

1.5.1. Cucker-Smale: microscopic and mesoscopic descriptions. The classical discrete Cucker-
Smale model, originally introduced by Cucker and Smale in [4], is given by an ODE system
of N interacting agents:

. N

vy = A Zj:l m]¢(xl - :CJ')(U]' - Ui)'
where x;, v; are the velocity and positions of the agents and A > 0 is a scalar that affects
the strength of the alignment force. Of course, it aligns and flocks under the same fat tail
condition on the kernel, (2). As the number of particles N — oo, it is more convenient to
look at the evolution of the probability density, f(t,x,v), of finding a particle at position z
and velocity v at time t instead of tracking individual particle trajectories. The evolution

equation for the probability density, f(¢,z,v), is given by a kinetic Vlasov equation derived
according to the BBGKY hierarchy [9]:

E(E2,0) = [ o(le —y))(w =) [t y,w) dwdy.

RQTL
The passage from the (6) to (7) in the scaling regime where the range of the communication
between particles remains independent of N, i.e. the mean field limit, was established in [8].
In practice, one cannot physically observe the probability density function. The physically
observable (or macroscopic) variables are the density and the momentum, which are defined
by

pta) = [ ftnvde (uite) = [ oftta)d ®)
Rn n

To determine the evolution of macroscopic variables, one computes the v-moments of the

kinetic Vlasov equation and obtains

{at,o+v-(up) ~0

A (pu) + V- (pu@u) +V-R = p((up)y — up,), (9)

where R is the Reynolds stress tensor
Rite) = [ (0= ult.a) ® (0 = ult.0)ft,0,0) do. (10)

This results in the closure problem: the system (9) depends not only on the macroscopic
variables p and u, but also on the kinetic distribution f. The system can be closed by
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adding a local alignment force which pushes the distribution f to be concentrated around
the macroscopic velocity and thus removes the dependence on f. Two such alignment forces
have been considered in the literature corresponding to the monokinetic and Maxwellian
limiting regimes. For background, we will survey the monokinetic and Maxwellian limits for
the Cucker-Smale model in Section 3.2.

Remark 1.4. The macroscopic pressureless Euler alignment system (1) arises from the monoki-
netic limiting regime. The as-yet defined macroscopic isentropic Euler alignment system (34)
(discussed in Section 3.2) arises from the Maxwellian limit.

1.5.2. s-model: microscopic and mesoscopic descriptions. The microscopic s-model stands
uniquely from the other microscopic alignment models as a discrete-continuous system. The
strength satisfies its transport equation along the averaged velocity field and it is therefore
not a discrete object. Instead, it is an active continuum scalar function that is transported
along the continuous field [u™],~(-,z). As far as the alignment force is concerned, it only

keeps track of s and [uN],~ at the discrete points z;.

The discrete density p"v € Py (T") is given by pV = Z;VZI m;d,, and the discrete velocity
is given by u" = Zjvzl v;1,,. The microscopic description of (SM) is then given by an ODE

system describing the position and velocity of particles coupled with a PDE describing the
transport of the strength function:

I"i = V;
Ui = As(@) ([0 ] v (2) —vi), PN =300 myde,, uV =3 0l (11)
s+ V- (s[u],v) = 0.

Once again, A > 0 is a scalar that affects the strength of the alignment force. Although

[u?] o, appears to be a discrete object, observe that when the velocity averaging satisfies the
integral representation (5), the velocity averaging is given by

N
[ () = D@ (v, (1), (12)
j=1
In this case, [u"] v is a smooth object whenever @, is smooth. The well-posedness of this

discrete-continuous system for smooth kernels ® ,~ is proved in Section 4.
The corresponding mesoscopic description is given by a Vlasov-type equation coupled with
a transport of the strength function:

{ft +v-Vof+AV,(s(v—[u],)f) =0

s+ V, - (sful,) = 0. (13)

For the mesoscopic case, when the velocity averaging satisfies the integral representation (5),
the velocity averaging is given by

@) = [ @) [ vflty0)dvay.

From table 1.3, we see that the discrete Cucker-Smale model (6) can be recovered by setting
s = ply and ®,(z,y) = p(x—y)/ps(x). Since ps automatically satisfies the transport along the
averaged velocity, the strength equation drops out. For the kinetic system, (7) is recovered

similarly by setting s = p, and ®,(z,y) = ¢(x — y)/pe(x).
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For the s-model, the mean field passage from the microscopic description (11) to the
mesoscopic description (13) necessitates some uniform regularity on s and [u],. Let us make
the following observations of the Cucker-Smale model, which will influence how we handle
the mean field passage for the s-model:

e the regularity of the strength comes for free when the communication kernel ¢ is
smooth, and
e the regularity of the velocity averaging is tied to the regularity of the kernel ®,, .

For the s-model, the regularity of the strength will not come for free, but we will see later
that it is also tied to the regularity of the kernel ®,. Therefore, instead of imposing regularity
conditions on the solution, we will subordinate the uniform regularity assumptions to the
kernel ®,, (Regl) and (Reg2), which are sufficient for achieving the desired regularity on
the velocity averaging and the strength, provided that the L' norm of the momentum is
bounded. The mean field limit under these uniform regularity assumptions on the kernel
®, will be established in Section 5. This passage will simultaneously show existence and
uniqueness of solutions to (13) and that the solutions arise as a limit, in some sense, of
solutions to (11).
Taking the v-moments of the Vlasov equation (13), we obtain

Op+V-(up) =0
Os+V-(s[u],) =0 (14)
Oy(pu) + V- (pu®@u) + V- R = ps([u], — ),

where the density p and momentum pu are defined as in (8) and R is the same Reynolds
Stress tensor that appeared in the Cucker-Smale case, (10). This results in the same closure
problem and it will be addressed in the same way by adding a local alignment force. The
monokinetic and Maxwellian limits for the s-model will be proved in Section 6.

Remark 1.5. The pressureless macroscopic system (SM) arises from the monokinetic limiting
regime. The as-yet defined isentropic macroscopic system (58) (introduced in Section 6)
arises from the Maxwellian limit.

1.6. Numerical evidence for similar qualitative behavior to Motsch-Tadmor. To
make the case for physical relevance of the s-model, we present numerical evidence, at the
microscopic level, that the w-model with wy = 1/p,4, and hence the s-model, displays similar
qualitative behavior to that of Motsch-Tadmor in heterogeneous formations. We first clarify
the qualitative behavior that we are seeking.

1.6.1. Qualitative behavior of Motsch-Tadmor. Here, we reproduce the motivation for the
Motsch-Tadmor model given in [12]. Let m, M with M >> 1 ~ m be the masses of the small
and large flock, respectively. Let I = {i : agent 7 is in the small flock} and define J similarly
for the large flock. Suppose that the flocks are far enough away so that M EjeJ o(|xi—x4]) <
< 1for all i € I and that the agents in the small flock are close enough so that ¢(|z;—x;|) ~ 1
for all 4,7" € I. Then for any agent 7, the alignment force of the Cucker-Smale system (6)
can be written as

b= (S mioes — ) — ) + 3 ol — el (ww = 1)

el

2:AJ + A].
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Since the velocities are bounded and the flocks are far away, A; << 1. On the other hand,
since M >> m, we also have A; << 1. The result is that %vi << 1 for all ¢ € I so the small
flock proceeds with essentially no force on it. The small flock is, in this sense, "hijacked” by
the large flock.

To see how the Motsch-Tadmor fixes this issue, let us introduce the discrete version of (3):

T; = U;
. N 15
{Ui = S e 1 M0 = 25) (0 = vi). (15)

Under the same assumptions and notation as before, we estimate the alignment force. Since
the large and small flock are far away, the strength of the alignment force any agent in the
small flock, ¢ € I, is approximately

A A

N N ~ SN :
Dier M|z — xo|) + D e myo(|e — x5) Yy mad(|zi — zar])
The interactions with the agents from the large flock also drop out as before. So, the total
alignment force on an agent @ € I is approximately

d A
— U = mzlgb(|xl — xi/|)(vi/ — Ui)
dt Sier mad(|z; — xy)) ; >

The small flock then behaves according to the Cucker-Smale model, but independently of
the large flock. In our w-model simulation, we are looking for this qualitative behavior. In
particular, we aim to see:
(Qes) For the Cucker-Smale model: The small flock proceeds linearly as if there were no
force on it.
(Qw) For the w-model with wo = 1/(pg)s: The small flock behaves according to Cucker-
Smale, but independently of the large flock. The velocities of the small flock will
therefore align to the average velocity of the small flock.

1.6.2. Discrete w-model. Let us state the discrete w-model as a special case of (11). Setting
P v (z,y) = ¢z —y)/(pN)s where p¥ € Py (T™) is given by Z;VZI m;jdq ) in (12), we get
N
[ n = (e — 2] (v — vi).
j=1

Recalling that s = ng , we obtain the discrete w-model:

l"i = V;
U; = Aw(z;) Zjvzl m;d(|zi — x;])(v; — vi) (16)
Oyw + [N v - Vow = 0.

1.6.3. Numerical simulation. The solutions are computed on the 2D unit torus, T2. We
consider initial data consisting of a small mass and a faraway large mass flock. The aim is to
illustrate that, in solutions to the Cucker-Smale system, the small flock proceeds linearly as
if there were no force on it (Qgs); and that, in solutions to the w-model (with wo = 1/(po)e),
the small flock aligns to the average velocity of the small flock, independently of the large

flock (Quw).
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The parameters of the experiment are as follows.

e The scalar strength of the alignment force is A = 10.

* 6(r) = Gy

e p) is identical in the Cucker-Smale and the w-model simulation. It is shown in Figure
1 (and Figure 2) as the leftmost picture.

The kernel is periodized so that the distance r measures the distance on T?. The large mass
flock is indicated by red particles and the small mass flock is indicated by green particles.
Each red particle has 100 times the mass of a green particle.

n 4
“ “"s “I;
41

F1GURE 1. The computed solution of the Cucker-Smale model at three dif-
ferent time steps. The leftmost image is the initial configuration of the flock
and time moves left to right.

F1GURE 2. The computed solution of the w-model with Motsch-Tadmor
initial data, i.e. wo = 1/p,, at three different time steps. The leftmost image
is the initial configuration of the flock and time moves left to right.

We see that the small agents in the Cucker-Smale case proceed linearly while the small
agents in w-model case align to the average velocity of the small flock. This is the desired
qualitative behavior.
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1.7. Relevant quantities and Notation. Let us introduce relevant quantities and nota-
tion. T" is the n-dimensional Torus. Py (2) denotes the set of measures on §2 with total
mass M = [, p(z)dz. R > 0 is a bound on the maximum velocity of the initial flock, i.e.
supp fto C T™ x Br where By is the ball of radius R in R" centered around zero. C* is the
space of k continuously differentiable functions with the usual norm || f||cx = Zf:o | fllci-
As in the introduction, we will write fs := f * ¢ to denote convolutions. Subscripts — and
+ will be used as a shorthand for infima and suprema. For instance, f_ = inf e f(2),
f+ = sup,ern f(z). We will use (fi, f2) = [ f1f2dx to denote the L? inner product and
(f1: f2)n = [pa fifohdz to denote the weighted L? inner product. As per the notation in
[16], we will use the notation x, = sp. For instance, (-,-),, denotes the L* inner product
with respect to the measure x,. When a constant C' depends on a parameter o, for instance,
we will write C' := C(«).

Finally, let us define J, which will be a key quantity in the inheritance of regularity of the
strength.

Definition 1.6. We will use J to denote the maximum L' norm of the velocity with respect
to the density measure on the time interval [0, T:

Ji= sup fJut g = sup [ (julp)(t.o) e
t€[0,T] te[0, 7] JQ

1.8. Outline. The remaining goal of this paper is to establish the passage between the
microscopic, mesoscopic, and macroscopic levels of descriptions of the s-model and to address
the relaxation to the Maxwellian in one dimension for the mesoscopic description.

A key observation we make in this paper is that, when J < oo (given in Definition 1.6)
and [u], satisfies the integral representation (5), the regularity conditions needed on s can
be subordinated to regularity conditions on the kernel ®,(z,y), (Regl) and (Regl). That
is, s and [u], inherit regularity from the kernel ®,. This inherited regularity resembles the
"uniform regularity’ conditions outlined in [16] for the environmental averaging models. The
only result considered in the paper for which we do not have inheritance of regularity is
the Maxwellian limit. There, we instead resort to a set of continuity conditions on the
strength and the velocity averaging, (R1)-(R4), which are stated in Section 6.2. Notably,
these continuity conditions hold a priori for the w-model when the communication kernel ¢
is bounded away from zero. The w-model therefore serves as an important example where
all of our results hold.

The rest of the paper will be organized as follows. In Section 2, we will show that, when
J < 00, the velocity averaging and strength inherit the regularity of the kernel. To prepare
our arguments for the passage from the microscopic to macroscopic system for the s-model,
we will survey the results related to the passage for the environmental averaging models, but
catered to the Cucker-Smale model, in Sections 3.1 and 3.2. Indeed, the mathematical tools
and arguments used in the passage for the s-model follow a similar outline to those used
for the environmental averaging models, but adapted to accommodate for the transport of
the strength. In preparation for the mean field limit, the well-posedness of the microscopic
s-model (11) is established in Section 4. The mean field limit is proved in Section 5. The
hydrodynamic limits are proved in Section 6. Finally, in Section 7, we establish the relaxation
to the Maxwellian in 1D for the mesoscopic w-model (66) provided the variation of the weight
is small.
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1.9. Assumptions. Our results will be stated for the torus T". Letting p, o/, p” € Py (T"),
we assume throughout the paper, unless stated otherwise, that [u], has the integral repre-
sentation (5) and that its reproducing kernel ®,(x,y) > 0 satisfies the following uniform
regularity assumptions:

105 |l < C(k, M) (Regl)
107 (D = Do) lloo < C(k, M)W (', p"), (Reg2)

where W, is the Wasserstein-1 distance. In order to guarantee that [u], is an averaging
operator, we also assume that ®, is right stochastic:

/n ®,(w,y)p(y)dy = 1. (17)

Remark 1.7. Table 1.3 lists models for which [u], satisfies the integral representation (5).
All of these models— namely, Mcg, My, My, and M., have kernels ®,(x, y) which satisfy
(Regl) and (Reg2) when ¢ > ¢ > 0 and is smooth.

Remark 1.8. The Maxwellian limit is the only result for we which these assumptions do
not guarentee that the strength inherits the regularity of the kernel. There, we instead
introduce a set of continuity assumptions, (R1)-(R4), which are verified for the w-model
when ¢ > ¢ > 0.

2. INHERITED REGULARITY FROM THE KERNEL

Our main assumptions (stated in Section 1.9) together with J < oo (given in Definition
1.6) imply that the velocity averaging and the strength inherit regularity from kernel. The
inherited regularity is recorded in Proposition 2.1 and Proposition 2.3 below and will be the
key ingredient to establishing the mean field limit and the monokinetic limit.

Proposition 2.1. (Inherited reqularity of the velocity averaging) Suppose that the velocity

averaging has the integral representation (5) and that the kernel satisfies the uniform reg-

ularity assumptions (Regl) and (Reg2). Let po, po, py € Pu(T™). If J < oo, then for all
k>0:

10" [ul, ]| < Cy (uRegl)
10" ([ = [w']p)lloe < CLWA(P', ") + CoaWr () "), (uReg2)
where Cy := Cy(k, M, J) and Cy := Cy(k, M).

Proof. For (uRegl), place all of the derivatives on the kernel and use For (uReg2), we write

W]y — "], = / ) D, (z,y)u'(y)p'(y) dy — / D (2, y)u"(y)p" (y) dy

n

— [ @) = 0y s+ [ Bolan) (W))W ) .

T

Once again, placing the derivatives on the kernel and using J < oo on the first term, we
arrive at (uReg2). O
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Remark 2.2. J < oo holds a priori for the microscopic and mesoscopic s-model, (11) and
(13), due to the maximum principle on the velocity. The maximum principle also holds for
the mesoscopic s-model with the strong local alignment force for the monokinetic limiting
regime, (59) (the justification is provided in Section 6.1). However, for the mesoscopic s-
model with strong Fokker-Planck penalization force, (62), there is no control on J and,
therefore, there is no inheritance of regularity from the kernel.

The strength subsequently inherits regularity from the velocity averaging.

Proposition 2.3. (Inherited regqularity of the strength) Suppose that the uniform regularity
conditions on the velocity averaging (uRegl) and (uReg2) hold. Let pj, py € Pu(T™). If
§',8" € C([0,T]; CF(T™)) with s = sy where s’ solves s’ + V. - (s'[¢],y) =0 and 8" solves
0" + Vg - (8"[u"] ) =0, then for all k > 0:

0% < C (sRegl)

10%(s" = $")||oo < CN|0*(sh — 55)||oc + C sup. (Wi(p', ") + W (', u"p")) (), (sReg2)
telo,T

where C := C(k, M, J,T).

Proof. We only prove (sReg2) since (sRegl) follows a similar computation. Taking the k"
partial derivative of the strength equation, we get

8,19’“(8’ —s Y+ V- 8k([u’]pls’ - [u”]p//s”) =0.
This can be written as
0i0"(s' —8") + V- 0" (W], — [u"]p)s' + 0], (s" — ")) = 0.

Evaluating at a point of maximum of 9*(s' — "), the term [u”],»0"™(s' —s”) drops out. We
obtain for some constant A depending on k:

Ou10"(s" = 8")lloo < AK)(I[u']yr = 0] [lomss 18| rr + l[0]prlonsalls” = 8"l
Summing over k, we obtain for some constant A’ depending on k:
Oulls" = s"ller < A'(R)(I[]y = (W] llersalls e + [0 ) llomssfls" — 8" [lon ).
Applying (uRegl), (uReg2), and (sRegl) along with Gronwall’s inequality yields constants
C1(k, M, J), Co(k, M, J,T) such that

Is" = 8"[lox < €T |sf — sllor + Coe“iT sup, (W, p") + Wa(u'p', 0" p")) (2, -)
te[0,T

Setting C' = max{Che“T, €17} gives (sReg2). O

3. PASSAGE FROM MICROSCOPIC TO MACROSCOPIC FOR CUCKER-SMALE

It will be helpful to survey the mean field and hydrodynamic arguments for the Cucker-
Smale model in order to understand the extension of our argument to the s-model. Indeed,
these limiting arguments for the s-model fit into the same framework as the arguments used
in the Cucker-Smale case. Each section will outline the argument for the Cucker-Smale case
and conclude with the statement of the corresponding theorem for the s-model. The mean
field and hyrdoynamic limits for the s-model are stated in Theorems 3.2, 3.6, and 3.8. The
proofs are in Section 5 and 6.
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3.1. Mean field limit (Cucker-Smale survey). We will include details for pieces of the
argument that do not depend (in a significant way) on s and leave the pieces which depend
on s for Section 5. To rigorously pass from the discrete system (6) to the kinetic one (7), we
would like to show that solutions to (7) are unique and that the solution arises as a limit,
in some sense, of solutions to the discrete equation (6). To make sense of discrete solutions
converging to the kinetic one, the solutions to (6) and (7) must lie in the same space. We
therefore consider measure-valued solutions to both systems. For (6), a measure-valued
solution is given by the empirical measure

N
e (,0) = mibe, 1) ® Sy, (18)
=1

where (x;(t), v;(t))X, solve (6). To make sense of measure valued solutions for (7), we define
a weak solution as follows.

Definition 3.1. Fix a time 7" > 0 and an integer k > 0. We say 1 € Cyp+ ([0, T; Par(T" xR™))
is a weak solution to (7) if for all g(¢t,z,v) € C§°([0,T] x T" x R™) and for all 0 < ¢ < T,

/ g(t, x,v)du(x,v) = / 9(0,z,v)dpo(z,v) (19)
T7 xR™ Tn xR"

t
+ / / (0r-g +v-Vog+ AF(ur) - Vogdp(z,v).
0 JTrxRe

Observe that the empirical measure (18) is a solution to (19) if and only if (x;(t), v;(t))
solve the discrete system (6). We will always assume that supp pug C T x Bg for some fixed
R > 0. We now aim to show the existence and uniqueness of weak solutions and that they
arise as weak limits of these empirical measures (18), where the weak limit can be topologized
by the Wasserstein-1 metric:

Wilpr) = sup | [ glu)(due) - dot)],

Lip(g)<1

The Wasserstein-1 distance metrizes the weak topology as long as the measures lie on some
common compact set. Owing to the maximum principle on the velocity equation, this is the
case here: supp uy C T" x Bpg for all t € [0,T).

The goal will be to establish a stability estimate in the Wasserstein-1 metric: for uj, i €
Pur(T™ x Bg), there exists a constant C'(M, R, T') such that

Wiy, 1) < C(M, R, T)YWh (g, 1) (20)

For then, a Cauchy sequence " with Wi (ul', o) — 0 yields a Cauchy sequence pl¥ with
Wi (pd, ) — 0 for some py € Cyp([0,T); P(T™ x R™)). That u is a solution to (19) will
follow from taking limits.

Stability in the Wasserstein-1 metric is tied to the stability of the characteristic flow of
(19).

%X(t, s,x,v) =V(t, s, z,0), X(s,s,z,0) =z, (21)
EV(t, s, x,v) = AF () (X, V), V(s,s,x,v) =v.



Microscopic, mesoscopic, and macroscopic descriptions 16

Indeed, let X (t,z,v) := X(¢,0,z,v) and V(¢,0,2,v) = V(t,x,v) and (z,v) = w. Given
h € C5°(R?*), define the test function g(s,w) = h(X (¢, s,w), V(t,s,w)). Then

0sg+v-Vieg+ AF(us) - Vog=0.

Plugging g into (19), we see that i, is the push-forward measure of 1y along the characteristic
flow (X, V):

/T B (@) V(@) (o) = / h(w) djulw).

T xR™

Letting X' := X'(t,w), V' := V'(t,w) and similarly for X", V" we have for any h € Lip(R")
with Lip(h) <1,

[ -ty = [ e - [ bee v
T xR"™ T xR"™

Tn xR™

= [ BV~ di
Tm xR™

S R A G AT
TnxR™
< (VX oo + IVV loo) Wi pig, 1) + 1 X" = X loo + [V = V7.
Therefore,
Wi, 1) < (IVX oo + IVV o) Wi, o) + 11 X" = X oo IV = V. (22)

The stability estimate (20) reduces to establishing the following stability estimates on the
characteristic flow:

IVX|loo + [VV e < C(M, R, T) (23)
1X" = X oo + [V = V" loe < C(M, R, T)W1 (119, 415)- (24)

This in turn implies the Wasserstein-1 stability (20). Since these estimates will depend on
the regularity of the strength, we will address these details for the s-model in Lemmas 5.2
and 5.3.

Wasserstein-1 stability implies limpy_,o Wi (1, pt;) = 0 for each t € [0,7] and for some
py € P(T™ x R™). The last piece is to show p € Cy+ ([0, T]; P(T™ x R™)) is a weak solution
to (19). The weak convergence Wi (ul, ;) — 0 immediately implies that the linear terms
in (19) converge. For the non-linear term, the strength enters so we will address this for the
s-model later in Lemma 5.5.

We record the corresponding mean field limit theorem for the s model, which will be proven
in Section 5.

Theorem 3.2. (s-model: Mean Field Limit) Suppose that the velocity averaging [u], has
the integral representation (5) with the kernel satisfying (Regl) and (Reg2). Given T > 0,
R>0,k>0, up € Py(T"x Bg), and sy € C*°(T™), then there exists a unique weak solution
(11,8) € Cue([0,T]; Par(T™ x Bgr)) x C([0,T]; C*(T™)) to (13). Moreover, the solution can
be obtained as a limit of empirical measures (18), pu, with corresponding strength functions
sV: If sl = so and the empirical measures jil) are constructed from agents (z?,0?) € T™ x R™
with total mass M = 0 m; = [pu e dud (2,0) in such a way that Wi (il j10) — 0, then

(a) SUP¢e(o0,7] Wiy, ) = 0, and
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(b) sup,cio.r 0% (s —s0)lloo — 0 for any k > 0 where s solves the transport equation in (13),
Ois + V- (s[u],) = 0.

Remark 3.3. The strength s enters in the stability estimates on the characteristic flow and
in showing the limits (a) and (b). The inherited regularity from the kernel will play a crucial
role in each of these.

3.2. Hydrodynamic limits (Cucker-Smale survey). Once again, we will present the
core arguments of the hydrodynamic limits for the Cucker-Smale case which do not depend
(in a significant way) on s and leave the pieces which depend on s for Section 6.

To resolve the closure problem for (9), a strong local alignment force, Fl,, is added to the
kinetic Vlasov equation,

O + 0 Vaf + Vo [F (] + - Falf) =0 (25)

Under the right local alignment force F,, the corresponding macroscopic system formed
from taking the v-moments will lose its dependence on the kinetic solution f€ as e — 0. We
will consider two such local alignment forces, F,, corresponding to the monokinetic regime,
where the distribution is forced to be concentrated around the macroscopic velocity u; and
maxwellian regime, where the distribution is forced to be a Gaussian distribution centered
around the macroscopic velocity u. We will denote the macroscopic density and momentum
corresponding to the distribution f¢ by p® and up*:

p(t,x) = fe(t, z,v)do, (peug)(t,x):/ vf(t, x,v)dv.

Rn n

3.2.1. Monokinetic regime. Under the monokinetic local alignment force,

Ea = Fmono = V'U[fe(u6 - U)] = 07 (26>
the probability density f€ is forced to the monokinetic ansatz
f(t,z,v) = p(t,z)d(v —u(t, z)) (27)

where (p, u) solves:

{3tp+v-(up):0 (28)

d(pu) + V- (pu®@u) = p((up)g — upy).

If we know a priori that the solution remains non-vacuous, i.e. p > 0, then we can divide
the momentum equation by p in order to rewrite it as an equation on the velocity u. We
arrive at the pressureless Euler alignment system from the introduction (1). The system (28)
has the advantage that the velocity equation obeys the maximum principle (as does (SM)):
|ul| L~ < [Jug||ze, which lends it to alignment analysis. For this reason, it has received a lot
of attention in the literature.

This monokinetic limit was first proved by Figalli and Kang for non-vacuous solutions
p > 0 on the torus T" in [7]. It was later improved to allow vacuous solutions on the open
space R™ in [15] and extended to environmental averaging models in [16]. There, the local
aligment is modified to force the system to a special averaged velocity field instead of the
rough velocity field u®.

Ea = Fmono reg — vv [f6<ug - U)] =0 (29>
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where u§ is a special mollification given by
us = (_<“p>%) (30)
p‘l/5 ‘llé

for some smooth mollifier Ws(z) = 5 W(x/5). This special mollification has the key ap-
proximation property that us is close to u for small § with a bound independent of p. The
following approximation lemma can be found in [16, Lemma 9.1].

Lemma 3.4. For any uw € Lip and for any 1 < p < 0o, one has
[Jus — wl[Lr(p) < COl|ul|Lip
where C' > 0 depends only on ¥ and p.

We will be interested in extending this argument with the local alignment force Fiono reg
from the environmental averaging models to the s-model, see Theorem 3.6. The convergence
to the monokinetic ansatz is measured in the Wasserstein-2 metric, which is given by

W2(fi, f) = inf / wy — wo|?dy(wr, ws).
5 (f15 f2) . TanR2n| 1 — wo|“dy(wy, ws)

The modulated kinetic energy, e(f¢lu), which will be crucial in controlling WZ(ff, f;), is
defined by:

(= [ o= u@P e dude (31)
T xR™
Let us state the theorem for the Cucker-Smale model.

Theorem 3.5. (Cucker-Smale: Monokinetic Limit) Let (p, w) be a classical solution to (1)
on the time interval [0,T] and let f be the monokinetic ansatz (27). Suppose that f§ €
CE(T™ x R™) is a family of initial conditions satisfying:

(i) supp f§ C T™ x Bg for any fized R > 0, and

(i) Wa(f5, fo) <€
Then there ezists a constant C(M, R, T) such that for all t € [0,T] one has

)
Walfs, fr) < Cyfe+ p

In order to control Wy (ff, f;), it suffices to control

/T2 . lwy — ws|*dy(wy, ws)
nx n

for a particular v, € T[(ff, fi). The natural choice for ; is given by the flow

L0y — uf)) + Vi lrs(e2 — up)] =0,

at7 + v v:}c{Y + vy - Vm’)/ + Vm [PYSE(Ul - llji;) + E

where uf = (up)y/ps. Since v; € [[(ff, f2),

W= lwi — ws|*dye (w1, wa) = W3 (f5, f)

T2n xR2n

So, we aim to control W. We split it into the potential and kinetic components

W = lv1 — vo|Adry + / |21 — 202 dryy i = W, + W,

T2n xR2n T2n xR2n
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For W,, we have

in < Wy + W,

dt
For W,, we have
Wo< [ umuGe)Pdus [ fute) - u(e)Pt [ ) - eldy
TQn xR2n T2n xR2n TanRQH
< / lv —u(z)]2f(x,v)dvdz + C |1 — 2o2dy,
Tn xR™ T2n «R2n
=e(flu) + CW,.
We obtain

FWe S e(fu) + W,
W, < e(fu) + W,.

Expanding e(f€|u), we get
1
e(fla) =& — pEuE-u+§/ pflul? du,
RTL n

where &, is the kinetic energy:

E = %/|v|2f5(:ﬂ,v) dz dv.

Under no assumptions on the strength, it is shown in [16, Theorem 9.2] that

d 1
el Setrfu + 3 [ g5 - u) uds

n

+ (0 —u, [u,e —u),, + / p(u—u)-s(ful, —u)de.

The local alignment term is controlled with the help of Lemma 3.4, see [16, Theorem 9.2]:

1 )
_ € € o € . d < —.
L[ - ude g

So, it remains to estimate the alignment terms

A= (0 —u, [0 —u), o + / pf(u—u)-s(ful, —u)de.

n

The estimate on A does depend on the regularity of the strength and it is addressed in
Theorem 3.6, which is proved in Section 6.1.

Theorem 3.6. (s-model: Monokinetic Limit) Suppose the velocity averaging has the integral
representation (5) with a kernel ® satisfying the regularity conditions (Regl) and (Reg2).
Let (p,s,u) be a smooth solution to (SM) on the time interval [0,T] with mass M. Let
f = pt,2)5(v — u(t,x)). Suppose s € C=(T"), f§ € CE(T™ x R"™) is a family of initial
conditions satisfying:

(i) supp f§ C T™ x Bg, for any fized R > 0.

(i) Wa(fi fo) < e

(ili) sj =sp € C(T") .
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Then there ezists a constant C(M, R,T) such that for all t € [0,T]:

Wa(fi, fir) < C\/ €+ g

As a consequence of this and Proposition 2.3, sup,eio 1 [|(s° = 8)(, )|l — 0.
3.2.2. Mazxwellian regime. Let us rewrite the equation for the macroscopic density and mo-

mentum (9) as

{&,0 +V-(up) =0 (32)

d(pu) + V- (pu®@u) +Vp+ V- R = p((up)y — upy)
where
R(t,z) :/ (v=u)® (v—u)—=1)fdv. (33)
Under the local alignment force,
Fla = Finax reg = Ao f< 4+ Vo - (0 — u§) f9),
where uy is given in (30), the probability density f€ is forced to the Maxwellian u(t, x),

p(t, x) lo—u(tz)l?
(27-‘-)n/2€ )

where (p, u) solve the isentropic Euler alignment system:

Op+V-(up)=0
Oy(pu) + V- (pu@u) + Vp = p((up)s — upy).

p(t,x) =

(34)

As in the monokinetic limit, we are interested in extending this argument with the local
alignment force Fnax reg from the environmental averaging models to the s-model, see Theo-
rem 3.8. The distance between f¢ and the Maxwellian p is controlled by the relative entropy
H(f¢|u), which is defined as:

H(f ) :/ felogf—dvdx. (35)
Tn xR? K
Due to the classical Csiszar-Kullback inequality, for some constant ¢ > 0,
o[ f< = pllprrnxrny < HfIp),
it suffices to show that H(f¢|u) — 0. We state the theorem for the Cucker-Smale model.

Theorem 3.7. (Cucker-Smale: Mazwellian limit) Let (p, u) be a smooth, non-vacuous solu-
tion to (34) on the torus T and on the time interval [0, T). Suppose that f§ € CE(T" x R")
1s a family of initial conditions satisfying

ltn #4(f¢ o) = 0.
Then for § = o(e),
sup H(f|u) = 0.

t€[0,T]
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Breaking the relative entropy into the kinetic and macroscopic parts, we have

H(f ) = He + G, (36)
1
H, = (f6 log f€+ —]v[Qfe) dvdz + n log(27), (37)
T xR™ 2 2
1
6. = [ (oIl = pru = plog ) do. (38)

We then seek to estimate H,. and G.. Let us define the Fisher information, Z., which will be
relevant for these estimates:

€ € _ 11€) f€|2
IE:/ IVofe+ (1+es/2)(v —u)fe o .
T7 xR™ fe
(40)
The following identities are from [16]:
d 1 IV, f<|2 2
e’ T e e T2V (v —ug —u§’f| dvd 41
dtH 6/’11‘"><]Rn[ fe + 2V, f (U U5)+|U u5| f vdx ( )
1

— 10, )y — (a5, )]
_ /Tn . S (Vo f< - (v —[u,e) +v- (v —[u,)f]dvdae

and

%Qe —/ [Vu: R —p(u® —u)-Vu- (u° —u)|de + %/ pf(u5 —u) - ude (42)

+ ||u6||%2(1{5) - (ue, [ue]pe)me ‘I— 514

where 0A is the same alignment term used in the proof of the monokinetic case. From (41),
dropping the first two terms, we obtain

d
%Hg ST /wan SV f - (v =) +v- (v —[uy) f]dvda

= / s‘fedvde — / slol2f€dodr + (U, [0 e ) e
']I"!LXR'VL T7L><R’VL

This estimate will be used to show that H,. is bounded which will in turn be used to control
the Reynolds stress term R€ in the equation for G.. All that is needed to complete this
estimate is the boundedness of s¢, which will indeed hold due to the inherited regularity of
the kernel. We will nonetheless delay this detail until the proof of Theorem 3.8 (in order
to isolate the pieces of the argument which depend on the regularity of the strength). A
stronger estimate on #, is achieved by retaining the first dissipative term in (41). From [16],
the first term and the last term in (41) combine to control the Fisher information and we
obtain

d 1
>, eg__-’z:e
dtH ; +

€

4/ o — P dvde — [0 g + (0 [0 ). (43)
Tn xR™
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Turning to the terms in (42) which do not depend on the strength, we have due to the
assumed smoothness of u,

‘ / p(u—u)-Vu- (u—u) d:z:‘ < / plut —ul*de < H(fIu).
n "]I‘n

The local alignment term is the same as in the monokinetic case and is handled the same
way with the help of Lemma 3.4, see [16, Theorem 9.2]:

1
o[ ot w) ude g

€

0
€

The remaining estimates depend on the regularity of the strength and will be addressed
in the proof of Theorem 3.8. The Fokker-Planck penalization force destroys any uniform
control on the momentum uniformly in € so the strength will not inherit the regularity of the
kernel in this case. Instead, we identify a set of continuity conditions (R1)-(R4) which are
sufficient for proving the Maxwellian Limit. Notably, these conditions hold for the w-model,
which we show (along with the proof of Theorem 3.8) in Section 6.2.

Theorem 3.8. (s-model: Mazwellian Limit) Suppose the continuity conditions (R1)-(R4)
hold. Let (p,s,u) be a smooth, non-vacuous solution to (58) on the torus T™ and on the
time interval [0, T) with mass M. Suppose also that s§ € C=(T") and f§ € CH(T™ x R") is
a family of initial conditions satisfying

(i) H(f5lpo) = 0 as e =0,

(ii) sf =s9 € C(T").
Then for § = o(e),

sup H(f|u) — 0.

te[0,T]

As a consequence of this and Proposition 2.3, sup,ejo ) [|(s* = s)(t,-)[loc — 0.

4. WELL-POSEDNESS OF THE DISCRETE-CONTINUOUS S-MODEL

The well-posedness of the discrete-continuous system must be established before addressing
the mean field passage to the kinetic system. This section is devoted to proving global
existence and uniqueness of solutions to (11) in class

()Y ()Y s(t) € ([0, T); R™ x R™ x HY(T™)), k> n/2+2.

The choice of k > n/2 + 2 guarantees that ||0%s|/c < ||s]|g+ for an arbitrary second order
partial derivative 9 by the Sobolev Embedding Theorem.

Let us recall our main assumptions which will be relevant here: the velocity averaging
satisfies the integral representation (5) and the kernel ® v is smooth. Written in the terms
of the discrete empirical data p™¥,u®, the velocity averaging becomes:

N N

V] (t2) =Y m@ony (@, 2)vi(t), (PNt x) =Y mida .
j=1 j=1

From Proposition 2.1, [u®] o~ inherits the regularity of the kernel and, in particular, satisfies

(uRegl). For the remainder of this section, we will use C' := C(k, M) to denote a constant

depending on k and M. For instance, the inherited regularity of velocity averaging (uRegl)
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can be written: ||0¥[u™] v||« < C. The constant C' may change line by line. Consider the
following regularized version of (11):

J:’i = ;

vy = As(z;) ([u] v () — ;) (44)

s + V- (s[uV] ,v) = eAs.
For the moment, we avoid writing the explicit dependence of z;,v;,s on € for the sake of
brevity. They are not to be confused with solutions to the unregularized system (11). Let
X = C([0,T); RN x H*(T™)) and define Z(t) := ({z;(t)}X,, {vi(t)}X,,5(t)). The norm
| - ||x is given by:

1Zllx = sup max {lz;(@)[| + [[oi(@)]] + (I8, )|z @n)-
tefo,T] =1

Define the map F by

1 ¢ 1
Fzw)=| 1 | Zo+ / " A(r)dr, (45)

eft e(t—m)A

where A represents all of the non-laplacian terms. Existence and uniqueness of solutions to
(44) amounts to showing that F : By(Zy) — Bi(Zy) and that it is a contraction mapping,
where By(Zp) is the ball of radius 1 centered at Z, in X. Contraction will follow similarly
from invariance. For invariance, we aim to show that:

t
IF(Z) = Zollx <[220 - 2o+ H/ Az <
0

The first term is small for small 7" due to the continuity of the heat semigroup. For second
term, we will treat each component individually. The x;-component gives

[s(t) = 2:(0)|| < T'max [[o; (0)]]

For the v;-component, we have
lvi () = vi(0) | < Tllslloc (Il 0™ ] lloe + max [0 (0)]) < CT([| Zo]l + 1)

For the s-component, we will use the analyticity property of the heat semigroup:

Ve fllze < \/—||f||L2

along with the product estimate to get

t . A N 2T1/2
H / AT, ] < T s s

tel0,T

2T1/2 N N
< —77 sup ([Islloll ™ Tow ll e =+ llsfl s [ 0™ o fl )
€ te[0,T)

)

2T1/2
< 2 (12l + 1)
For small enough 7', we have invariance. Contractivity of F follows from similar estimates.
This time interval of existence T could depend on €. To establish that the there is a common
time interval of existence independent of €, we establish an e-independent energy estimate.
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For the z; and v; components, the estimates follow easily from the invariance estimates. We
record them here.

lz:@)1 < l2:(0)]] + t max [[v: (0)]],
and

i@ < i (0)[] + tllsloo (™ ]ox lloo + maxc [Jvi (0)[}) < C(L+ 5]l z1x)-

For the strength, we multiply (44) by 0%s and integrate by parts. We obtain for any
0<j <k,

dt” S|l s = /V N n|&s|? da — /(aj([uN]pN - V,s) — [uV] - V,08)dsdr (46)

/83 pN)S )8Jsdx—e/|8JVs|2d:c
Dropping the € term coming from the Laplacian, we obtain
d .
T lIsll < C sl + sl 1Vslloo + llsllsllsllc), - for all 0 < j < .

Since k > n/2+ 2,

d
I8l < Cllsllz (47)

We will now denote the explicit dependencies on ¢ and take ¢ — 0. From Grownwall, we
conclude that Z¢(t) exists on a common time interval independent of e. Writing the equation

for (%56)2, we have

d
I3 12 < O + el < Clls e
By local well-posedness Z¢ € C([0,T]; R*Y x H*(T")) so that £Z¢ € L*([0,T];R*" x
L?(T™)). By the Aubin-Lions lemma, we obtain a subsequence, which we denote again by
Z¢ such that Z¢ — Z° in C([0, T]; R*N x H*(T")). Since H*(T") is dense in H*(T"),
we have Z° € C,, ([0, T}; R*"™ x H*(T™)). Finally, since k > n/2 + 2, the terms A® converge
pointwise to A. Taking € — 0 in the Duhamel formula (45), we get

¢
=7y +/ A(r)dr
0

That is, Z° € C,([0,T]; R*N x H¥(T")) solves (11). Finally, we note that due to the
e-independent energy estimate (47), ||Z°||x remains bounded for any finite time and thus
exists for all time. This concludes existence and uniqueness of solutions to (11) on the global
time interval [0, 00).

5. MEAN FI1ELD LiMIT

We establish the passage from from the discrete system (11) to the kinetic system (13) in
the mean field limit for the s-model, Theorem 3.2. The outline for this argument is discussed
in Section 3.1 for the Cucker-Smale model. We will skip the pieces of the argument which
are covered there (in particular, we will skip the pieces of the argument in which s has an
insignificant role).
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The empirical measures are given by:
N
pe (@,0) = D Miba) © Oy, (2alt), vilt),s(t,2)), solve (11). (48)
i=1

To make sense of measure valued solutions, we consider a weak version of (13).

Definition 5.1. Fix a time 7" > 0 and an integer £k > 0. We say the pair (u,s) with
p € Cyu([0,T); P(T™ x R")) and s € C([0,T]; C*(T")) is a weak solution to (13) if for all
g(t,z,v) € Cg°([0,T] x T" x T") and for all 0 <t < T,

om0t 2, ), 0) = [ 20 9(0, 2, 0)dpo(,v)
4 [ fon e (Drg 4+ v - Vg +5([u], — v) - Vog)dpr(z,0)  (49)
Os + Vg - (s[u],) =0.

In other words, p solves the first equation weakly and the strength, s, solves the second
equation strongly.

As in the Cucker-Smale case, the empirical measure (48) is a solution to (49) if and only
if (z;(t),vi(t),s(t, x)) solve the discrete system (11). The well-posedness of (49) for empir-
ical measure-valued solutions is therefore equivalent to the well-posedness of the discrete-
continuous system (11) established in Section 4. To show existence of general weak solutions
to (49), we will show that the weak solution arises a weak limit of the empirical measures
(48). The goal is to establish the Wasserstein-1 stability estimate (20).

Stability in the Wasserstein-1 metric amounts to showing the stability estimates (23) and
(24) on the characteristic flow:

d
_Xt777 :Vtaaa ) X777 =
{t(sxv) (t,s,2,v) (s,s,2,v) ==z (50)

EV(t, s,z,v) =s(X)([u],(X)=V), V(s,s,z,v) =,

which will be established in the following Lemmas. Let us first note that the total momentum
Jpeupde = [, pnvdp(z,v) in (49) is conserved (by plugging in g = v). In particular,
J < oo and we can apply Propositions 2.1 and 2.3 and use the inherited regularity from
the kernel. By a similar argument to the Cucker-Smale case, we also have that pu; is the
push-forward of iy along the characteristic flow:

/T B () V(tw) () = / M), w=(mo) 6D

Lemma 5.2. (Deformation Tensor Estimates) Suppose that the velocity averaging has the
integral representation (5) and that the kernel satisfies the uniform regularity assumptions
(Regl) and (Reg2). Let (u,s) be a weak solution to (49) on [0,T] with characterstics X,V
given in (50). Then

VXl + [[VV e < C(M, R, J,T).
Proof. Differentiating (21),
{%vx — VvV
CVV = VXTVS(X)([ul,(X) = V) +s(X)VXTV[u],(X) = s(X)VV.
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By the maximum principle on the velocity and the inherited regularity (uRegl), (uReg2),
and (sRegl)

d :
7 IVVlleo + 1VXlleo) < C(M, R, T T)([[VX]loo + [[VV]]o0)-

We conclude by Gronwall. O

Lemma 5.3. (Continuity Estimates) Suppose that the velocity averaging has the integral
representation (5) and that the kernel satisfies the uniform regularity assumptions (Regl)
and (Reg2). Let (i,s"), (u",s") be weak solutions to (49) on [0,T]; and let X', X", V', V" be
the corresponding characteristics given by (50). Then

X" = X" ||oo + [V = V|| < C(M, R, J, TYW1 (1, 113).
Proof. We have
dxr—yy=v —yr
{%(V/ — V") =s'(X)([w]y(X') = V') = "(X")([u"] r (X") = V).

By the maximum principle on the velocity and inherited regularity conditions (uRegl),
(uReg2), (sRegl), (sReg2),

d
V' = Ve S HIs(XT) = (X loo | [ (X7) = Voo 4 [I8"(X") = 8"(X) oo [ (X7) = V']loc

+ HS”(X”)HooHH[u T (XT) = VI = "] (X7) + V|
C(M,R,J,T) (Hv’ Voo + sup (Wi(p, p") + Wi(a'p',u"p")) (¢ ))

t€[0,T

Combining with %HX/ — X"loo < ||V = V|00, wWe get

d
7 X = X + IV = V") (52)

< OO, R IT)(|X = X" oo + IV = V'l + sup (Wil p") + Wi (g, o)) (1)),

te[0,7)

To estimate Wi (p', p”) and Wi (u'p’, u”p”), we use the fact that u, is the push-forward of py,
(51). Fix ||g|lrip < 1. Since M' = M,

| @@ —dn = [ g -au) = [ g0 — [ gxaug
n Tn xR™ Tn xR™ Tn xR™
= [ o) = g+ [ gy~ i)
Tn xR™ Tn xR™
< MX = X+ VX Wi )
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For Wy (u'p’,u”p"), we have
[ sttt — ) = [ voto)an; — du)
n 'n,>< n

= / V'g(X")dpg — / V7 g(X")dpug
TnxR"™

Tn xR™
=/ﬁ <wwxv—me6M%+/" V(X (il — dyil)
Tn xR" Tn xR"
< MlglallV' = V7o + MIX' — X"} R

+ (gl IVV" loc + RINV X" o) Wi (12, 15)-

These estimates hold uniformly in time. Plugging these into (52) and using Lemma 5.2, we
conclude by Gronwall. O

An immediate Corollary is that the regularity conditions (uReg2) and (sReg2) can be
restated in terms of the distance Wy (ug, pg)-

Corollary 5.4. Suppose that the velocity averaging has the integral representation (5) and

that the kernel satisfies the uniform reqularity assumptions (Regl) and (Reg2). Let (i/,s'), (1”,s")
be weak solutions to (49) on [0,T]. Then

sup (Wl (P,, p//) + Wl(u/p/’ u”p”)) (t) < Cl(M7 R, J, T)Wl (:u{)v :ug)’

te[0,7)
and
sp 04[]y = [81,0) (1) o < Call M, R 1) Wi ), (uLip2)
te|0,T
sup. (|05 = ") (t, oo < Cs(k, M, R, 7, T) (1105 — 58 loe + Walst ) ). (Lip2)
te[0,7

Lemmas 5.2, 5.3 and inequality (22) imply the desired Wasserstein-1 stability (20). We
conclude that the empirical measures u converge in the Wasserstein-1 metric to some
w € Cy ([0, T]; P(T™ x Bg)) uniformly on [0, 7] (the weak* continuity of 1 owes to the weak*
continuity of the empirical measures and the uniform convergence on [0, 7). In addition, by
Corollary 5.4, for any k > 0, sV converges in C* to some s; € C*(T") uniformly on [0, 7. Tt
remains to show that the limiting pair (y,s) is in fact a weak solution to (13) in the sense of
Definition 5.1.

Lemma 5.5. Suppose a sequence of solutions u™ € Cy ([0, T); P(T™ x Bg)) converge weakly
pointwise, i.e. pl — ug, uniformly for all t € [0,T); and suppose that for any k > 0, sV
converges in CH(T™) to sy, i.e. [|0F(sN — s¢)|lee — 0, uniformly for all t € [0,T]. Then
(11, 8) € Cue ([0, T]; P(T™ x Bg)) x C([0,T],C*¥(T™)) is a weak solution to (13).

Proof. In the following proof, C' := C(M,R,J,T) and C'" := C(k,M,R,J,T). We have
already observed that, due to Corollary (5.4), for any k, s converges in C* to some s; €
C*(T™) uniformly on [0,T]. In addition §is" = =V - (sV[u”],~) is uniformly bounded on
[0,7] due to (uRegl) and (sRegl). So, s € C([0,T]; C*(T™)). To show that s solves the
transport equation dis + V - (s[u],) = 0, let X be the characteristic flow,

d - ~ ~
EX(t,oz) = [u],(t, X(t,a)), X(0,a)=a.
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Similarly, let X~ be the characteristic flow for the empirical strength s which solves d;s™ +
V ' (SN[uN]pN) = 07

d N N

XNt 0) =V (8, XV (@), XV(0,0) =

Abbreviating X (¢, ), XN (t,a) by X, XV and using (uRegl) and (uLip2’), we have for all
k>0

0% ([0™] v (7, X™) = [u] (7, X)) [l oo (53)
< 0* ([u™] v (7, X) = [u] (7, X)) oo + [0 ([0™] v (7, X)) — [0N] 5 (7, X)) [l ow
< 0" ([uN],n (7, X) = [ulo(7, X))o + 0" 0] v oo | XY = X oo
< C'(Wilpg's o) + 11X = Xloo)-

As a result,
d - 3 3 3
XY = X))o < C(Wlp, p6) + [|(XY = X)(t,)),  for all ¢ € [0,7).
By Gronwall and X (0,a) = XV (0,a) = a, we obtain
I(XN = X)(t, ) oo < CWilpg', o), for all t € 0, 7). (54)

Now solving along the characteristic XV,

sV (t, XN (t, @) = s (a) exp /V (1, XN (s, a))dT}

With (53) and (54) in hand, we obtain uniform in time convergence to

s(t, X(t,)) = so(a) exp { /Ot V- ful, (7, X (s, 0))dr }.

So, s; is a solution to Ojs + V(s[u],) = 0. Turning to the convergence of the empirical
measures, the weak convergence Wi (ul, 1) — 0 immediately implies that the linear terms
in (49) converge. Let us address the nonlinear term.

| [ 9o @ = oy ey = [ [ Vagsllul, = o))
<¥uslle [ 1" (0 = 0) = s(fu, = o) e (o.0)
0l [ [ Il = o) 2, 0) = ),

The second term goes to zero by weak convergence. For the first term, we simply use the
regularity conditions (uRegl), (uLip2’), (sRegl), (sLip2’) to get

5™ ([0™], =) = s([u], = 0)lloo < 18" = sllocl 0] px oo + lIslloc I [a™],v =[],

<
< OWi (1 s o)

This gives [|s¥([u"],~ —v)) —s([u], — v))||c = 0 uniformly on [0, T. O
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6. HYDRODYNAMIC LIMITS

The goal of this section is to establish a passage from the kinetic description (13) to the
corresponding macroscopic description in the monokinetic and Maxwellian limiting regimes,
Theorems 3.6 and 3.8. The arguments presented here contain similar estimates to the hydro-
dynamic limiting arguments presented for environmental averaging models. We will therefore
often refer to Section 3.2 where relevant quantities and estimates are presented in the context
Cucker-Smale model (i.e. when the regularity of the strength is known).

From the introduction, the v-moments of the mesoscopic system (13) yields (14) with the
Reynolds Stress tensor R given by (10). The system is closed by adding a local alignment
force F'(f¢) to the kinetic equation (13):

Of 4+v-0,f =V, (s(v—[u,e)f)+ %F(fe) (55)
O+ V- (s[u] ) = 0.

We will consider two such local alignment forces corresponding to the monokinetic and
Maxwellian regimes. In the Monokinetic regime, F(f€) is given by (26). This monokinetic
local alignment force pushes the kinetic solution towards the monokinetic ansatz

f(tv x,v) = p(t, 13)5(1) - u(tv JI)),

where (p,s,u) solve (SM) (Theorem 3.6). The Reynolds stress tensor becomes zero and the
macroscopic description becomes

Op+ V- (up)

Os+ V- (s[u]p)— 0 (56)
d(pu) + V- (pu®@u) = ps([ul, — u).

0

In the non-vacuous case, we can divide the u-equation by p and this becomes (SM). The
inherited regularity of the strength from the kernel will once again play a crucial role in the
proof of the monokinetic limit.

For the Maxwellian regime, we will rewrite the v-moments system (14) as:

Op+V-(up) =0
95+ - (sfu,) = 0 (57)
Opu) + V- (pu@w) + Vp+ VR = ps([u], — ),

where uy is given in (30) and

Rit,z) = /n((v — W) ® (v — 1) — Dpdo.

To close this system, we consider a strong Fokker-Planck force F(f€) given by (29), which
pushes the kinetic solution towards the Maxwellian,

p(t,z) —lo—ueo)?
M(t,l’) = (2’/T)n/26 2 5
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where (p,s,u) solve (58) (Theorem 3.8). The Reynolds stress term vanishes and the system
becomes

Op+V-(up)=0
Os+V-([u],s) =0 (58)
d(pu) + V- (pu®@u) + Vp = ps([ul, — u).

Unfortunately, the total momentum of solutions to (55) with the strong Fokker-Planck force
F(f) (29) is not necessarily bounded uniformly in €, so Propsitions 2.1 and 2.3 do not apply
and s does not inherit regularity from the kernel. We've instead identified a set of sufficient
continuity conditions for the solution (R1)-(R4) given in Section 6.2. An important class of
models for which these conditions can be verified is the w-model with the interaction kernel
¢ bounded from below away from zero.

6.1. Monokinetic Regime. We consider (13) under the local alignment force (26):

atfe +v- aa:fE = vv : (SE(U - [ue]/)e)fe) + %VU : ((U - ug)fe) (59)
O+ V- (su] ) = 0,
where uy is the special mollification given in (30).
We will first verify the maximum principle on the velocity so that we can use the inherited
regularity of the strength. The characteristic equations of (59) are given by:

{%X(t,s,x,v) j V(t,s,a:e,v), . X(s,s,z,v) :_a: (60)
gV (s @v) =s(X)([u]pe(X) = V) + ;(u§ = V), V(s,s,2,0) =v.

As in the Cucker-Smale and s-model, the measure f;(z,v)dzdv is the push-forward of
fo(z,v)dzdv along the characteristic flow. Letting w := (z,v), X' = X(t,0), V' =
V(t,w'), and using the right stochasticity of ®,, (17), we compute:

s(X)(u,e(X) = V) = /Tn . S(X)P e (X, 2)vfi(z,v)dedv =V
= /Tn . S(X)®,e (X, z)(v — V) ff(z,v)dx dv

_ /T SO XV = V)

Considering compactly supported initial data, supp fo C T™ x Bg, and evaluating at a point
of maximum of V', we have

/ S(X)P,e (X, X)) (V' = Vi) f(z,v) dw' <0, Vi(t)= max |V(t0,z,0)|.

Tn xR™ (QT,'U)GT”XBR

For the local alignment term, recall that u§ is the averaging for the M, model with kernel
given in Table (1.3) with ¢ = W, for a smooth mollifier ¥s. Therefore, it is handled similarly.
Denoting the kernel by ® ¢ 5, we have:

1
—/ e s(X, XV = Vi) folx,v) dw' < 0.
T xR™

€
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Using the classical Rademacher Lemma, we obtain
d
TVl <0
Of course, this implies boundedness of the macroscopic velocity:
— ’fBR vfedv‘ < RIBR Jrdv =
fBR fedv fBR fedv

With the maximum principle in hand, we can readily apply the inheritance of regular-
ity. Furthermore, since supp f€,supp f C T" x Bg, we have Wy (up,up) < CWi(f<, f) <
CWy(f€, f). Similarly, Wi (p%, p) < CWa(f€, f). We can then modify (uReg2) and (sReg2)
to get

u’]

ITuTpe = [alyllze < CM, J)Wa ([, f) (uReg2’)
Is€ = s||pe < C(M, J,T) sup Wa(f, f)(t) provided sj = so. (sReg2’)
te[0,7)

Since we are working on T™, the L° norm can be interchanged with L? norm (with the only
difference being the constant C', which is inconsequential for our arguments).

Proof. (proof of Theorem 3.6) When an identity or inequality does not depend on the reg-
ularity of the strength and can be found in the proof for the Cucker-Smale case, we refer
the reader to Section 3.2.1. In order to control Wy(ff, f;), we consider the flow ~; whose

marginals are ff and f; (i.e. v € [[(f5, f2))
1
Oy +v1 Vi v+ 02+ Vay ¥ o+ Vi [18°(01 = [upe) + = (01 = 05)] + Vi [78(02 — [ul,)] = 0.

Since v, € [[(f5, fo),

s wn — wPpawr, wn) > WEFE, o)

T2n xR2n
So, we aim to control W. Splitting it into the potential and kinetic components, we get:
W = ‘Ul — 'UQ’Qd’}/t —|—/ |l'1 — $2|2d’}/t = Wv + Wx
T2n x R2n T2n xR2n

We will from here on use the notation A < B as a shorthand for A < C(M, J,T)B. As in
the Cucker-Smale case, we get

{%Wx < e(fu) + W, (61)

Wy, S e(fa) + W,

where the modulated kinetic energy e(f¢|u) is given in (31). The modulated kinetic energy
can also be estimated as in the Cucker-Smale case:

Shelr ) S el + 2 o = )~ w), + [ pa ) s(ful, — ) do,

n
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The alignment terms can be written as

0A = (u —u, [u,e —u), . + / p(u—u)-s((ul, —u)de

n

= / p(u—u) - (suy —sfu], +su —su) dz
=(u°—u,u - u]pe>,§pe +/ p(u—u) - (su]ye —sful,) dz
- / pflu —uf)?sc do +/ plu—u’) -u(s*—s)de:=I+I11+1II+1V.
By (uRegl) and (sRegl),
15/ pflut —ul? da.

From (uReg2’) and (sReg2’) and the assumed smoothness of s, we get

II Se(flu) + sup W3(f°, f).
te[0,T]

The term [11 is negative so we drop it. Finally, from (sReg2’) and the assumed smoothness
of u,

IV S e(fa) + sup W3(f<, f).

te[0,T]

Using (61), the estimate for the modulated kinetic energy becomes

4]
el S elfw) + 2 + sup WA )

t€[0,T]

)
<e(flu)+ -+ sup W, + sup W,
€ teo,7) t€[0,T]

)
S -+ sup (We +e(fu)).
€ telo,7)

All together,
dw, < e(fqu) + W,
{%ewu) < 2 supyego (W + e ).
Since the initial value of e(f¢|u) + W, is smaller than e, Gronwall implies
e(fhla)+W, S e+ g,
and by (61), W, S e+ 2. O
6.2. Maxwellian Limit. We consider (13) under a strong Fokker-Planck penalization force

(29):

{atff F0 0 = Vo (o= ) f) A Ve i)

@SE + V- (Se[ue]pe) =0
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To obtain the equation for the macroscopic quantities p¢ and p“u‘, we take the v-moments
to get:

Op*+ V- (up)=0
05+ V- (su],e) =0 (63)
d(pu°) + V- (pu @ u®) 4+ Vp© + V- R = ps([u],c — u®) + Lp°(u§ — uc),

where uf is given in (30) and
RE(t,x) = / (v —u)® (v—u)—1I)fdo.

To justify the Maxwellian limit, we will assume the following continuity conditions on solu-
tions to (63) and on the averaging [-],:

s¢ is bounded uniformly in € : ts[%;;] I5(¢, )] oo < C (R1)
€lo,

5w = sful,[lz2 S tzé%(Wl (0%, p) + Wi (u'p,up))(t, ) (R2)

Is° = sllr2 S S ](Wl (05 p) + Wiup® up))(t,)  provided sj = s (R3)

[1, : L*(p) = L*(p) is bounded uniformly over p € Py(2) with equal mass (R4)

Note that (R4) clearly holds with our usual assumption on the velocity averaging and kernel.
These conditions hold for the w-model, which we will show at the end of this section.

Define the Maxwellians associated to solutions (p,s,u) to (58) and solutions (p€, s, u®) to
(63) by

op(tx)  lemuea)? . Pt ) emutea)?

and the relative entropy by
H(f ) = 1) + H )

1
W) =5 [ ol —uPdat [ g los/p)a.

Due to the Csiszar-Kullback inequality, H(f¢|x) — 0 implies
pe=p
u‘pt — up
in L'(T™). In particular, H(f€|x) — 0 implies that
Wl (p€7 p) — 07
Wi (upf,up) — 0.

Proof. (Proof of Theorem 3.8) When an identity or inequality does not depend on the regu-
larity of the strength and can be found in the proof for the Cucker-Smale case, we refer the
reader to Section 3.2.2. As in the Cucker-Smale case, we break the relative entropy into the
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kinetic and macroscopic parts, H(f|u) = He + Ge with H,, Ge given (37) and (38). By (41),
d 1 Vo 2
J— e = — — P s v 2 v €, _ € _ € €
M e/wan[ G AV (v o )]
1
w0 — ()

_ /Tn . se[vvfe . (U - [uf]pe) +v- (U _ [ue]pe)fe] dv dz
= Al + AZ + Ag.

A, is strictly negative so it can be dropped; according to [16] (due to ball-positivity of the
overmollified My model), A, is also strictly negative. And

As :n/ s€f€dvdx—/ slo2 £ dvda + (U, [u] pe) e
T xR™ TrxRn

Due to boundedness of s¢ (R1),
As < o1+ eaflulfffe e + (Ul [upe) e

Recalling that & = [ [v|*f(v,v) dvdr = [[u’|]7,-) < H. and using L?(p) boundedness of
-], we have

As < 1 + € < cs+ eaHe,

where the last inequality can be found in [16, Section 7.3]. Thus,

d
EHE < C3 + C4H€7

and by Gronwall H, is bounded uniformly in €. Uniform boundedness of H. in € will be used
to control the Reynolds stress term. By (43) and boundedness of s¢ (R1),
d

1
%Hg < —ZI€ + CE@(f€|11€) — HUEHLz(nEP + (uﬁ, [ue]pe)ﬁe.

Recall that Z, is the Fisher information and is given by (39). Turning to G., the evolution
equation is given by (42). The term 0A is the same alignment term used in the proof of the
monokinetic case. As in the monokinetic case, the inherited regularity is precisely what is
needed to control this term. The difference here from the monokinetic case is that we use
(R2) and (R3) instead of (uLip2’), (sLip2’); and we retain the term [}, p[u‘ — u*dz and
bound it by H. instead of the modulated kinetic energy. We get
0A S / plu —uf?dz + S[up](Wf(pip) + Wi (upS up))(t, ) (64)
n te0,T
and
Wi (upf,up) < [lup® — up|7,

< |
< o = w)lf7s + %]l = pllZ.
By Holder inequality,

lp(u = w72 S [[af =72,y < H(pp) < HSIp).
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By Csiszar-Kullback inequality
o = pll7: S H(ptlp) < H(p|w) < H(F|p).
So Wi(up®,up) < H(f€|n) and therefore by (64)
OA S H(f ).

The Reynolds stress term can be written

R = [ VT 1 e /20 - V@ [0 - w0Vl - a2 | - u)e - u)d

n

Note that
e(flu) = &, — %/ Pl de < E < H..
Due to boundednes of s° (Rl) and the boundedness of H., we get
e(f )T+ ee(fu) S VI +e.

The remaining terms do not depend on s¢ are estimated in Section 3.2.1. In total, we get

d )
59 SH(fm) + VI +e+ [l — (0 [ e

Combining the estimates on H, and G, and using /Z, < iI + 2¢e we arrive at

Do) SH) — 22t e+ S+ VE S H) 4 e

Gronwall concludes the proof. 0J

We conclude this section by verifying (R1)-(R4) for the w-model for ¢ > ¢ > 0. Recall
that [u], = up = (up)y/ps and s = wp, where w solves the pure transport along up given
n (WM). Let (p,s,u) be a smooth solution to (58) and (p%, s, u) be a solution to (63);
and let (p, w,u) and (p°, w¢,u) be the corresponding change of variables. For (R1), w* is
transported so s is clearly bounded. For (R2), we have

[sTuTpe = sful,l[r2 = [[w(u'p%)y — wlup)s| 2
< W = wllz2[[(wp)slloe + [[(0p)p — (wp)sll L2 [ Wl o

To control ||w® — w||z2, we turn to control the velocities |[u% — up|oo. Since ¢ > ¢ > 0,

3 Hpas(u )o — P (upy) H
PPy

Integrating 0;(w® — w) along characteristics, we get:

WS —wllz2 < sup (Wi(p, p) + Wi(up®, up))(t, ).
t€[0,T]

<W1 %, p) + Wi(u Epiup))-

[uf — upflo

Moreover,

[we(up®)y — wl(up)ellz < ts[tér;](Wl (0%, p) + Wi (upS,up))(t,-).
S )

(R3) follows similarly. For (R4), the Favre averaging is clearly a bounded operator on L2
when the ¢ is bounded from below away from zero.
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7. RELAXATION TO GLOBAL MAXWELLIAN IN 1D

Adding noise with the strength coefficient to the velocity equation leads to the Fokker-
Planck-Alignment system given by

{th—l—v-vzf—l—vv-(s(v—[u]p)f):asAUf

0is + Vg - (s[u],) = 0. (65)

We study the case where the velocity averaging is given by the Favre averaging: up :=
(up)y/pe (i-e. the w-model). Recall that the weight w is defined by s = wp, and the system
becomes

{atf +v- va:f = quﬁvv : (vaf - Uf) + W(up)¢ : va (66)

ow+up-V,w=0.

Let us discuss well-posedness of (66). General well-posedness theory for kinetic alignment
equations based on a predefined strength s, has been developed in [16]. The new system,
under the uniform regularity assumptions (Regl) and (Reg2), which for the Favre filtration
(with ®,(z,y) = ¢(z — y)/pe(x)) means all-to-all interactions

inf ¢ = ¢o > 0, (67)

falls directly into the same framework of [16]. In fact, in this case every flock is automatically
"thick”, meaning that

igf py = coM > 0.

We also have the a priori bounded energy

. 1

E<al+c, £E)= 5/ [v2fi(z,v) dz dv
QxR

on any finite time interval. Indeed, multiplying (66) by 3|v|?

have:

1
d——/ |v|2fdxdv:/ quw-(vf—avvf)dvdx—/ w(up)y - vfdvde
de 2 QxR QxR QxR"

and integrating by parts, we

:/ Wp¢-|v]2fdvdx+na/ Wpd)fdvdx—/ w(up)y - vfdvde
QxR”? QxR? QxR7

—/Wp¢|u|2pdx—|—na/wp¢pdac—/W(up)¢-(up) dvdz.
Q Q Q

Since w remains bounded, the first term bounds the energy and the second term is bounded.
For the last term, we estimate,

/QW(uP)qb ~(up)dvdz < W+¢+||u||%l(p) S W+¢+||u||%2(p) = Wi, E,

which yields the desired energy inequality. Since |[ul|z1,) S [[ullz2 = VE, we have the
inheritance of regularity:

||a];uF||W < C(k’,M, ‘]a T))
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for any k£ € N. Consequently, according to (a trivial adaptation of) [16, Theorem 7.1] for any
data in the classical weighted Sobolev spaces fo € HJ(€2 x R") and wo € C™, infqwg > 0,
where

HMOXRY) =< f: > Y () oro fPdvdr <00 p, g >m, (68)

kHi<m [k|=k,|l]=t ¥ XR"

there exists a unique global in time classical solution in the same data space. Let us note that
the transport of w preserves the lower bound on w uniformly in time, and by the automatic
thickness condition we have the ellipticity coefficient wp, uniformly bounded away from zero
as well.

Let us now recall a set of conditions on a given global solution f that are sufficient to
imply global relaxation of f to the Maxwellian

1 |v;ﬁ|2
ol — T 56 7y
Hon = T 2mo)
where u = ﬁ fQ updzr. We note that this total momentum u is not preserved in time
generally, but rather satisfies the equation
o = /(uF —u)dk,, dr, = spdz. (69)
Q

We can’t determine whether @ eventually settles to a fixed vector, as it does for all the
classical alignment models including those that do not preserve the momentum.

So, according to [16, Proposition 8.1] a given solution f converges to the Maxwellian in
the sense defined in (72) provided there exists a set of fixed constants ¢y, ... > 0 such that

(1) co < s < ¢ and || Vsl < ¢ for all p.
(i)
sup {(u, ), s u € L2(k,), 8 =0, |[ul 2, = 1} <1-¢ (70)

(i) fIslloll20—r200) + IV (o) 220 22(0) < 3.

We will be able to show (i)-(iii) in one dimensional case. Let us discuss these conditions
starting from (i). The key condition here is ||0, W]l < c2. We can establish such uniform
control in 1D only. Indeed, since

010, W + O (upOyw) = 0,

we can see that d,w satisfies the same continuity equation as p, (this only holds in 1D).
Thus,

O W O W
(9t + Upaz = 0,
Ps P¢
Since initially %—;V' < C for some large C' > 0 due to the all-to-all interaction assumption,

this bound will persist in time. Hence, ||[Vw|loo < C||pslloo < c2.
Condition (iii) follows from (i). Indeed, since w, Vw remain uniformly bounded, it reduces
to

[ lwoiode+ [ fuppeoode < calllfag,

This follows by the Holder inequality.
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Finally, let us get to (ii). We reduce the computation of the spectral gap to the low-energy
method and the classical Cucker-Smale model. To this end, we assume that ¢ = ¥ x1 where
1 > 0 is another positive kernel. In other words, ¢ is Bochner-positive. In order to establish
(70) it suffices to show that

(u, 1), — (u, [u]p),.;p > eo(u,u)y,.

Let us start by symmetrizing and using cancellation in the second obtained integral:

<wm%—@umg@=z;;mw«ww—u@»mmmwwx—wwmme
1

=5 [ lu@) = u)Po)owots — pyw(a) dy do

1

-5 /QXQ lu(y)2p(2) p(y) (w(z) — w(y))d(x — y) dyde = I+ I1.

Notice that
= /sz (@) - (u(x) —u())p@)p(y)d(r —y) dy de = w_{(u w)p,, = (u: [t )]

The difference of the inner productions inside the bracket represents exactly the spectral gap
of the Cucker-Smale model computed in [16, Proposition 4.16]. From that computation it
follows that

(uau)pw — (u, [u]p)p¢p > CM3(U7U)p¢p > CW—M3(U7 u)fipv
where ¢ depends only on the kernel 1.
Let us now estimate I1:

IT < (W+ - W—)(uv u),%/? < —(uv u)fip'

We can see that provided

we obtain
(U, u)"’v'p - <u7 [u]p>’€p > EO(U,U)R‘).

which is the needed result.
Let us collect now all the assumptions we have made and state the main result.

Theorem 7.1. Suppose n = 1 and the kernel is Bochner-positive, ¢ = 1) x1), with inf ) > 0.
Then any initial distribution fo € H]"(2 X R™) and strength wo € C™ satisfying the following
small variation assumption

sup(wg) — inf(wy)
inf(wg)?
for some absolute ¢ > 0, gives rise to a global classical solution f,w which relaxes to the
Mazxwellian exponentially fast

1f(t) — Ma,uHLl(ﬂrann) < 010_1/26_02“. (72)

< eM?, (71)
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We note once again that the solution relaxes to a moving Maxwellian centered around a
time-dependent momentum «. There two conceivable mechanisms of stabilizing @. One is
sufficiently fast alignment:

/000 sup |u(z,t) — u(y,t)|dt < oo, (73)

x?y
which our relaxation seems to be not strong enough to imply. And another is stabilization
of the density to a uniform distribution p — Iﬂ\ which we do have from (72) and in the case
when w = const it does imply exponentlal stabilization of the momentum for Favre-based

models, see [16]. If w varies, even if p = |Q|, from (69) we have,

815@:/( u)dr, = |Q]/ — ul|¢]|1)wdz.

We can see that unless (73) holds, the persistent variations of w may keep this term large
leaving a possibility forever moving momentum .
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