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Abstract 
Being involved in teaching children to read, especially to decode 
(i.e., to translate written words to oral speech) is important and 
crucial to development. There is an increasing number of AI tools 
and educational apps aimed at teaching sighted children to read. 
However, many commercial literacy apps are not accessible, few 
studies of such apps exist, and studies rarely include blind parents 
as participants. Thus, we conducted an exploratory interview study 
with four blind parents about their decoding practices with their 
sighted children, literacy app accessibility, and AI decoding apps. 
We found that blind parents are motivated to teach their children 
literacy skills such as decoding; leverage (largely inaccessible) tech-
nology and techniques to support decoding; and want to be able to 
teach alongside the AI literacy apps and to make the AI teach like 
they do. We conclude with a discussion of design implications for 
AI literacy apps. 

CCS Concepts 
• Human-centered computing → Empirical studies in accessi-
bility; • Social and professional topics → People with disabilities. 
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1 Introduction and Background 
Parent involvement in shared reading practices with children has 
long been established to improve child’s literacy development 
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[1, 4, 16, 20], social and emotional skills [16], and reading compre-
hension [29]. More recently, scholars in the feld of Education have 
examined how families of varied cultural backgrounds [12, 30, 33] 
and levels of income [17, 18] read together. Parent’s involvement in 
teaching children to decode–i.e., to translate written words to oral 
speech [10]–is also important for reading development. Decoding 
is typically regarded as a reading skill [6, 10]. However, decoding 
has also been studied as a social practice via a family’s interactions 
and interruptions when reading together [12]. Parents and children 
are increasingly using reading technology such as e-books [13] 
or educational apps. Yet, many educational literacy apps are not 
accessible to blind parents. 

There is an increasing number of artifcial intelligence (AI) tools 
and educational apps aimed at teaching sighted children to read, but 
few studies of these AI apps exist. HCI research has documented 
several examples of systems for children reading with parents [7, 8] 
or with grandparents [25, 26]. Applications such as conversational 
agents for children’s literacy development have been studied [34]. 
Some research has utilized AI for interactive reading with parents 
[35] and for generating questions for parents to ask children while 
reading [8]. Another study proposed an AI-based conversational 
agent for children reading with family [33]. Consumer apps for AI 
literacy are also available (e.g., Amira [15], Ello [9], Plabook [23], 
Readability [27], Readlee [28], and Microsoft Reading Coach [19]), 
which typically analyze children’s pronunciation [31], thus focus-
ing on children’s ability to decode. Some apps claim to be backed 
and evaluated by research [21], but none have been evaluated for 
accessibility for blind parents. 

While research has considered how families use reading tech-
nologies together, very few studies document how blind parents 
read with their sighted children [5, 32]. Further, to the best of our 
knowledge, none delve into how blind parents teach literacy skills 
such as decoding to their sighted children. To address this gap, we 
conducted an exploratory qualitative study to answer the following 
research question: How do blind1 parents (want to) support liter-
acy, and specifcally decoding, skills development while co-reading 
with their sighted children? We interviewed four blind parents who 
read with their sighted children. We found that blind parents are 
motivated to teach their children literacy skills such as decoding; 
leverage technology and strategies that are often inaccessible to 

1In this paper, we use the word blind to refer to people who access print with braille 
or screen readers. 
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support decoding; and want to be able to teach alongside the AI 
literacy apps and make the AI teach like they do. 

2 Methods 
We recruited participants from prior contacts and from snowball 
sampling. Eligible participants were blind parents or guardians 
who read with sighted children between the ages of 4 and 8 (the 
age that children develop the skill of decoding varies [22]). We 
intentionally included braille readers and non-braille readers, since 
braille literacy is uncommon and recruited two who did not read 
braille. See Table 1 for demographics. 

We conducted semi-structured interviews via Zoom for 1 to 2 
hours, with an average of 1.25 hours. Each interview was audio-
recorded and transcribed by a professional transcription service. In 
our interview, we asked participants questions about reading level, 
preparing to read with their children, current reading practices 
including how they read physical books and use reading technology 
with their children, and involvement in educational reading. In 
our fnal portion of the interview, we also asked participants how 
they would imagine using (or not) Amira [15], an AI literacy app 
that teaches decoding skills, with their children. We used Amira 
as an example of the class of AI literacy apps that focus on the 
decoding skill of children, to anchor the conversation about AI 
decoding apps. We told participants that we are studying a reading 
technology named Amira Learning. We described how Amira works 
and provided an example of what it does when a child gets stuck 
on a word. We then asked them about their opinions, concerns, 
thoughts on accessibility, and what questions they would have if 
they were to use an app like that with their child. 

We conducted a thematic analysis [3] using a constructivist ap-
proach. The frst two authors separately created initial codes for 
each piece of data, meeting frequently to discuss initial codes and 
emerging themes. They then generated themes across the partici-
pants’ initial codes. We then reviewed themes, resulting in the fnal 
themes that map to the headers and subheaders in the Findings. 

3 Findings 
3.1 Teaching Literacy is Essential to Parenting 
Participants were highly motivated to engage in shared reading 
with their sighted children and expressed a strong desire to maintain 
an active parental role, emphasizing literacy teaching (reading) as a 
crucial aspect of parenting. However, inaccessible reading materials 
hindered their ability to parent and teach their children to read: 

“Accessibility is huge when it comes to being able to help 
our kids, because ... I want to teach, I want to parent my 
child myself–and his father–we want to parent our child. 
So, I don’t want to have to ask other people to help me step 
in and do it for me, simply because I don’t have access.” 
(P3) 

Participants desired active involvement in shared reading so that 
they could extend learning to everyday life. For example, P2 shared, 
“I want to know what he’s doing–learning–so maybe I can include it 
in other parts of our life” (P2). P2 further described teaching her 
child more about money outside of an inaccessible reading app. 

While reading apps can facilitate teaching literacy, participants 
also expressed concerns about their impact on the parent-child 
dynamic. P4, P1, and P3 feared that their children would start defer-
ring to technology like inaccessible reading apps rather than their 
parents as a knowledge source. For example, P4 shared a concern 
that his child’s use of AI when reading might lead his child to “trust 
a piece of software more than me” (P4), afecting the parent-child 
bond and reducing opportunities to demonstrate competency as 
a parent. While parents fnd literacy apps helpful for children’s 
learning, their inaccessibility can hinder the parents’ involvement. 

3.2 Inaccessibility and Access Labor of Teaching 
Literacy 

As participants teach their children to read, they described en-
countering various accessibility challenges and having to perform 
additional access labor, thus hindering their involvement as parents. 

3.2.1 Inaccessible Text and Decoding Practices. When participants’ 
children read to them, participants (P1, P3) shared that they listen 
and “wait for context clues, or for [child] to have trouble with a word” 
(P1) to determine if the child mispronounced a word. Since they did 
not have access to the text, all four participants described coaching 
their children to spell out the words they had trouble reading aloud, 
increasing access labor when teaching. For example, P2 shared: 

“If I don’t know the text well enough to guess at it, I’ll ask 
him to spell it. Then we talk about how we would break 
that word down into chunks that we know. Like, does it 
start with a C-H, or a T-H, or... S-P-L. ... Then, is this vowel 
long or short? ... Then we put all the pieces together.” (P2) 

Notably, access labor of children to learn decoding with blind par-
ents also increased since they need to spell aloud. 

Blind parents employed various workarounds for decoding with 
their children as they used an inaccessible print copy, such as fol-
lowing along with an e-book or a braille display. Many of these 
workarounds came with time and fnancial costs, increasing access 
labor to reading with children. For example, P2 shared that she 
“took time to do all of them [Bob Books] in braille” (P2), but her child 
quickly surpassed them. To reduce cost, P3 described acquiring free 
books and purchasing accessible e-book copies: “I was only paying 
for one of them, but I had two copies. ... I also follow along with him 
that way, in case he gets stuck” (P3). Often, participants had to adapt 
when braille was no longer viable for reading longer books with 
their children. For instance, P2 “used audiobooks as a way to help 
him with larger chapter books that I can’t get in braille, and that 
have maybe culturally-specifc words that there’s no way he’s going 
to pattern on those” (P2). Notably, not only are participants having 
to purchase more expensive audiobooks, but the workarounds can 
impede on the child’s reading and parents are no longer involved 
in the decoding process. 

3.2.2 Literacy Apps are Rarely Accessible. There are various liter-
acy apps that support child literacy development efectively, but 
most are inaccessible to blind parents. Participants searched for and 
tested many apps for using with their children, but they “had trouble 
fnding ... apps that were accessible” (P3). Unfortunately, when par-
ticipants received app recommendations from sighted parents, they 
were inaccessible: “I would hear app recommendations from friends, 
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Table 1: Demographics. All demographics are self-reported by participants. 

ID Vision Ability Assistive Technology for Reading Gender Age of Child Child’s Reading Level 

P1 Light Perception braille display, screen reader Woman 8 years between fourth/ffth-grade levels 
P2 Totally Blind braille display, screen reader Woman 6 years at about a third-grade level 
P3 Completely Blind screen reader Woman 6 years at a third or fourth-grade level 
P4 Legally Blind screen reader Man 4.75 years can read alphabet and spell words 

and try them, but they were all inaccessible” (P1). For example, P3’s 
lack of access to the app hindered her from being able to support 
her child’s reading with the app: “But he’s doing it on his own. That’s 
not me helping him” (P3). Due to this lack of fully accessible apps, 
some participants had to opt for platforms that ofered only partial 
accessibility through reports in a parental portal. Participants were 
thus excluded from active participation when reading via apps with 
their children, further excluding them from parenting. Often, blind 
parents chose to prioritize their child’s access and enjoyment of 
reading at the expense of their own access or comfort, as P3 shared, 
“I’d rather be the one that’s uncomfortable, rather than him” (P3). 

3.3 AI Apps Should Support and Not Replace 
AI reading apps such as Amira should enable blind parents to teach 
alongside the AI and to control the AI to teach their children as 
they do. Participants were interested in Amira as a “supplement” 
(P3), and they expressed concerns that the AI app could “replace 
my reading time” (P2) with their children. 

3.3.1 Enable Parents to Teach Alongside the AI. Participants desired 
AI literacy apps that allow them to teach their child alongside the 
AI app. This is inline with their current practices: “95% of the time, 
I’m next to him, listening to what he’s doing. I’m not exactly doing it 
with him, but I’m aware of the material” (P2). They also expressed 
interest in reading via a “shared medium” (P4) or via an accessible 
companion app: “There could be a companion app where we could 
be in it at the same time, and I could be watching where, or hearing 
what she’s doing, or able to interact with it, with her” (P1). 

Participants were also interested in accessing app data about the 
child’s reading sessions after reading. Participants suggested an 
accessible parent portal with logs showing the child’s “strengths 
and weaknesses that might need to be worked on outside of the app” 
(P2) and “what it [AI app] has helped her with, so we can go back 
and say, ‘it told her this, but I don’t think that’s entirely right’” (P1). 
Participants desired a method to track the child’s progress as well 
as determine if the AI mis-corrected the child. 

3.3.2 Enable Parents to Make the AI Teach Like They Do. Partic-
ipants also desired the ability to make the AI correct their child 
as they would. Most participants (P1, P2, P3) described delaying 
correcting their child, either to a later point in the same reading ses-
sion or to another reading session entirely. For example, P3 would 
not interrupt “if [child]’s really in a groove” (P3), rather returning 
later to the mispronounced word shortly after or the next time they 
read the book together, or she “would purposely incorporate it in 
something I said like the next day” (P3). Additionally, participants 
didn’t want children to lose motivation for reading or get “frus-
trated quickly” (P3), especially since some children had ADHD or 

were sensitive to critiques. Finally, participants wanted to delay 
correction until the child reached certain developmental stages in 
reading. P2 and P3 wanted to tell the AI to ignore certain kinds of 
pronunciation errors at certain periods of the child’s development. 
P2 described “wondering if the app could be made to adapt to” (P2) 
a child’s speech development in order to not over-correct. Specif-
ically, P2 suggested: “Have a parent be able to put in the software, 
‘When a W sound comes for an L, skip that correction for the next 
month, and then try it again’” (P2). The participants’ practice of 
delayed correction shows a desire for agency in deciding the AI’s 
correction frequency, or in other words, a desire for making the AI 
take their parenting approach to decoding corrections. 

4 Discussion 
We found that blind parents are motivated to teach their children 
literacy skills such as decoding; leverage technology and strategies 
that are often inaccessible to support decoding; and want to be able 
to teach alongside the AI literacy apps and make the AI teach like 
they do. 

We found that blind parents want access to literacy apps, but 
often apps are not accessible. Some researchers have proposed AI 
reading apps that support parent-child reading [33, 35]. Yet, most 
existing apps (research and on the market) are designed for children 
to use individually and do not explicitly assume that parents are in 
the loop, providing reports for parents or educators (e.g., [15, 27, 
28]). However, our participants reported that the apps and reports 
are typically not designed with blind parents’ access needs in mind. 
Additionally, we found that parents do extra access labor to read 
with their children and prioritize their children’s access to reading 
over their own, which aligns with prior work [5, 32]. We add that 
parents also engage in access labor when teaching literacy and 
incorporating literacy apps into their reading practices. 

When we design AI literacy apps, we should be sensitive to the 
parent’s and child’s disabilities and developmental needs and sup-
port parent’s agency in making the AI teach literacy as they would. 
When thinking about incorporating AI literacy apps into their read-
ing practice, participants wanted to have agency over how the AI 
corrects their children when decoding; they were especially mind-
ful of their children’s frustration levels due to children’s disabilities 
including speech diferences and ADHD. Speech recognition algo-
rithms have been proposed that identify pattern errors in children’s 
speech [34]. In the accessible computing feld, some work has been 
done on the use voice assistants by people with speech diferences 
[2, 14, 24]. AI literacy apps could detect if children have speech 
diferences and both adapt to them and enable parents to control 
the corrections. 
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Finally, future AI reading technologies should consider support-
ing parents, especially parents with disabilities, in using the apps 
and not replacing them as reading partners. Rather, we should think 
more about how parents with disabilities might be included in the 
child-AI dynamic, as some prior work has considered [35]. Parents 
reading with children is important to children’s development and 
the parent-child relationship [11]. Further, blind parents revealed 
that reading with their sighted children helps them demonstrate 
their competency and fulfll their role as parents. Designers can 
also consider building AI literacy apps that include blind parents 
and sighted parents reading together with their children. When 
incorporating AI into the family reading practice, parents should 
be placed at the forefront, with AI playing a supporting role. 

5 Conclusion and Future Work 
Through semi-structured interviews with four blind parents, we 
found that they are motivated to teach their children literacy skills 
such as decoding; leverage technology and strategies that are of-
ten inaccessible to support decoding; and want to be able to teach 
alongside the AI literacy apps and make the AI teach like they do. 
As this is an initial study with a small number of participants, the 
sample is skewed towards parents who want to be involved in read-
ing and may have higher literacy levels than other parents. Future 
work includes recruiting parents with diverse reading practices, 
observing sighted children reading to their blind parents in order 
to witness decoding practices, as well as observing blind parents 
using an AI literacy app such as Amira in order to further ascertain 
participant opinions of accessibility and usability. 
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