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Abstract:We extend the Calderón–Zygmund theory for nonlocal equations to strongly coupled system of linear

nonlocal equations Ls
Au = f , where the operator Ls

A is formally given by

L
s
Au = +
ℝn

A(x, y)
|x − y|n+2s

(x − y) ⊗ (x − y)
|x − y|2 (u(x) − u(y)) dy.

For 0 < s < 1 and A : ℝn ×ℝn → ℝ taken to be symmetric and serving as a variable coe�cient for the opera-

tor, the system under consideration is the fractional version of the classical Navier–Lamé linearized elasticity

system. The study of the coupled system of nonlocal equations is motivated by its appearance in nonlocal

mechanics, primarily in peridynamics. Our regularity result states that if A( ⋅ , y) is uniformly Holder contin-
uous and infx∈ℝn A(x, x) > 0, then for f ∈ Lploc, for p ≥ 2, the solution vector u ∈ H

2s−δ,p
loc for some δ ∈ (0, s).
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1 Introduction

1.1 Motivation and notations

The goal of this work is to obtain Sobolev regularity estimates for solutions of the strongly coupled system of

linear nonlocal equations Ls
Au = f , where the operator Ls

A is formally given by

L
s
Au = +
ℝn

A(x, y)
|x − y|n+2s

(x − y) ⊗ (x − y)
|x − y|2 (u(x) − u(y)) dy.

Herewe take n ≥ 1, 0 < s < 1, and A : ℝn ×ℝn → ℝ is taken to be symmetric and serves as a variable coe�cient

for the operatorLs
A . For vectors a = (a1 , . . . , an) and b = (b1 , . . . , bn) inℝn , the tensor product a ⊗ b is the rank

one matrix with its (ij)th entry being aibj .
Coupled systems of linear nonlocal equations of the above type appear in applications. In fact, the operator

L
s
A is related to the bond-based linearized peridynamic equation [31, 32]. To briefly describe where the operator
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comes from, consider a heterogeneous elastic solid occupying the domain Ω inℝn , n = 1, 2, or 3, that is linearly
deforming when subjected to an external force field f . In the framework of the peridynamic model, a bounded

domain hosting an elastic material is conceptualized as a sophisticated mass-spring system. Here, any pair of

points x and y within the material is considered to interact through the bond vector x − y. When external load

f is applied, the material undergoes a deformation, mapping a point x in the domain to the point x + u(x) ∈ ℝn ,
where the vector field u represents the displacement field. Adhering to the principles of uniform small strain

theory [32], the strain of the bond x − y is given by the nonlocal linearized strain

s[u](x, y) = u(x) − u(y)|x − y| ⋅
x − y
|x − y| .

The linearized bond-based peridynamic static model relates the displacement field u and the external load f by

the equation (see [8, 18])

+
ℝn

C(s[u](x, y), x, y) dy = f(x), x ∈ Ω,

where the vector-valued pairwise force density function C is given by

C(s[u](x, y), x, y) = A(x, y) ρ(x − y) s[u](x, y) x − y|x − y| .

In the aboveA(x, y) serves as a “spring constant” for the bond joining x and y and the function ρ is the interaction
kernel that is radial and describes the force strength between material points. After noting that

s[u](x, y) x − y|x − y| =
(x − y) ⊗ (x − y)
|x − y|2

u(x) − u(y)
|x − y| ,

L
s
A is precisely the linearized bond-based peridynamic operator corresponding to the kernel of interaction

ρ(x − y) = 1

|x − y|n+2(s−1) .

To describe the problem we study, let us first introduce some standard notations and define relevant func-

tion spaces. For t ∈ (0, 2) the fractional Laplacian (−�) t2 is, defined via the Fourier transform,

(−�) t2 u = F−1(2π|ξ|t û),

where the Fourier transform is defined as F(u)(ξ) = û(ξ) = +ℝn e−2πıx⋅ξu(x) dx. It also has a useful integral rep-
resentation and for any vector field u in the Schwartz class

(−�) t2 u(x) = ct,np.v. +
ℝn

u(x) − u(y)
|x − y|n+t dy,

where p.v. stands for the principal value, whose mentioning we will suppress. The inverse operator of the

fractional Laplacian is the Riesz potential whose integral representation is

(−�)− t2 v(x) ≡ I tv(x) = c +
ℝn

v(y)
|x − y|n−t dy

for a vector field v in the Schwartz class.We introduce types of fractional Sobolev spaces thatweneed to state the

main result: Bessel potential spacesHs,p andBesov spacesW s,p . For 1 < p <@ and s ∈ (0, 1), theBessel potential
spaces Hs,p(ℝn) are defined as follows: f ∈ Hs,p(ℝn) if f ∈ Lp(ℝn) and (−�) s2 f ∈ Lp(ℝn). The associated norm is

‖f‖Hs,p(ℝn) := ‖f‖Lp(ℝn) + ‖(−�)
s
2 f‖Lp(ℝn) .

For any open subset Ω ⊂ ℝn , the Besov spaces W s,p(Ω), for s ∈ (0, 1), are induced by the semi-norm (called

Sobolev–Slobodeckij or Gagliardo norm)

[f]W s,p(Ω) = (+
Ω

+
Ω

|f(x) − f(y)|p
|x − y|n+sp dx dy)

1
p

,



T. Mengesha et al., Calderón–Zygmund for nonlocal systems ö 423

and ‖ ⋅ ‖W s,p(Ω) = ‖ ⋅ ‖Lp(Ω) + [⋅]W s,p(Ω) serves as a norm. For p = 2, W s,2(ℝn) = Hs,2(ℝn), which we denote by

Hs(ℝn). For p < 2, we have W s,p(ℝn) ¬ Hs,p(ℝn) and for p > 2, Hs,p(ℝn) ¬ W s,p(ℝn). These spaces are partic-
ular examples of the more general Triebel–Lizorkin spaces and Fspp(ℝn) = W s,p(ℝn) and Fsp,2(ℝn) = Hs,p(ℝn),
see [24].

Given s ∈ (0, 1), A ∈ L@(ℝn ×ℝn) and u ∈ L1loc(ℝn ,ℝn), we understand L
s
Au as a distribution defined as

⟨Ls
Au, φ⟩ := +

ℝn
+
ℝn

A(x, y)
|x − y|n+2s (u(y) − u(x)) ⋅

(y − x)
|y − x| (φ(y) − φ(x)) ⋅

(y − x)
|y − x| dy dx

for all φ ∈ C@c (ℝn ,ℝn). Moreover, if u ∈ Hs(ℝn ,ℝn), then from the above definition, Ls
Au ∈ H−s(ℝn ,ℝn) with

the estimate that

‖Ls
Au‖H−s ≤ 1

λ
‖u‖Hs ,

where H−s(ℝn ,ℝn) represents the dual of Hs(ℝn ,ℝn).
Our interest is to address the question of regularity of solutions u to L

s
Au = f relative to the data f . To

that end, we require the coe�cient A to satisfy some continuity and boundedness assumptions. First, we say A

satisfies a uniform Hölder continuity assumption if for some α ∈ (0, 1) and Λ > 0,

sup
z∈ℝn
|A(z, x) − A(z, y)| ≤ Λ|x − y|α . (1.1)

Given λ, Λ > 0 and α ∈ (0, 1), we define the coe�cient class

A(α, λ, Λ) = {A : A(x, y) = A(y, x), inf
xℝn

K(x, x) > λ, ‖A‖L@ ≤
1

λ
, and satisfies (1.1)}.

Wenote thatmembers of the coe�cient classA(α, λ, Λ) can be negative o� diagonal. Indeed, as indicated in [19],
the coe�cient A(x, y) = 2+|x|α+|y|α

1+|x|α+|y|α + 10(sin x + sin y)
|x−y|α
1+|x−y|α belongs to A(α, λ, Λ) for some λ, Λ and yet can be

negative o� diagonal.

Now for an open set Ω ⊂ ℝn and f ∈ H−s(ℝn ,ℝn), a vector field u ∈ Hs(ℝn ,ℝn) is a solution toLs
Au = f in Ω

if

⟨Ls
Au, φ⟩ = ⟨f, φ⟩ for all φ ∈ C@c (Ω,ℝn). (1.2)

In the event, A = 1, then operator agrees with the integral operator defined as

(− :�)su(x) := p.v. +
ℝn

1

|z|n+2s (
z ⊗ z
|z|2 )(u(x) − u(x + z)) dz,

where the integral converges in the sense of principal value for smooth vector fields. For vector fields u in the

Schwarz space S(ℝn ,ℝn), we have

F((− :�)su) = (2π|ξ|)2s(ℓ1ý + ℓ2 ξ ⊗ ξ|ξ|2 )F(u) (1.3)

for some positive constants ℓ1 and ℓ2 depending only on n and s. As a consequence, as shown in [20] for any
τ > 0 and f ∈ Lp(ℝn ,ℝn) with 1 < p <@, then the solution u to

(− :�)su + τu = f

lives in H2s,p(ℝn ,ℝn). For the nonlocal equation of variable coe�cient (1.2), we would like to obtain a Sobolev

regularity of the above type for solutions in the event that the right hand side f has additional regularity. We

begin by noting that for some λ and Λ, A ∈ A(α, λ, Λ), and f ∈ H−s(ℝn ,ℝn), a solution to (1.2) exists under some
volumetric condition on u and on the domain Ω. Indeed, if Ω is a Lipschitz domain, a minimizer of the energy

E(u) = 1
2
⟨Ls

Au, u⟩ − ⟨f, u⟩

over the space H̃s(Ω) = {u ∈ Hs(ℝn ,ℝn) : u = 0 on ℝn \ Ω}will satisfy equation (1.2). For a Lipschitz domain Ω,
H̃s(Ω) is precisely the closure of Cc(Ω,ℝn) in Hs(ℝn ,ℝn), and therefore H̃s(Ω) is a Hilbert space with obvious
inner product, [17]. The existence of a minimizer for the quadratic functional E over H̃s(Ω), with a possible sign
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changing A ∈ A(α, λ, Λ) will be shown later using Lax–Milgram theorem. As has been demonstrated in [18],

with a proper multiplicative constant c(s, n), in terms of the nonlocality parameter s, the operator c(s, n)Ls
Au

that corresponds to A(x, y) = 1/2(a(x) + a(y)) will converge in an appropriate sense to the Lamé di�erential

operator

L0u(x) = div(a(x)∇u) + 2∇(a(x) div u(x)).
This operator is strongly elliptic in the sense of Legendre-Hadamard but not uniformly elliptic. One can then

view (1.2) as a fractional analogue of the classical Navier-Lamé system of linearized elasticity equation.

1.2 Statement of the main result

The main result of the paper is the following interior regularity estimate which is the version of the regularity

result proved in [19] for the coupled system of nonlocal equations under discussion.

Theorem 1.1. Let s ∈ (0, 1) and s ≤ t < min{2s, 1}. Let Ω ⊂ ℝn be an open bounded set. If for 2 ≤ q <@, f1 , f2 ∈
Lq(Ω,ℝn) ∩ L2(ℝn ,ℝn), and u ∈ Hs(ℝn ,ℝn) is a distributional solution ofLs

Au = (−�)
2s−t
2 f1 + f2 in Ω, in the sense

that

⟨Ls
Au, φ⟩ = +

ℝn
⟨f1 , (−�)

2s−t
2 φ ⟩ dx + +

ℝn
⟨f2 , φ ⟩ dx for all φ ∈ C@c (Ω;ℝn),

withLs
A corresponding to A ∈ A(α, λ, Λ) for some given α ∈ (0, 1) and λ, Λ > 0, thenwe have (−�)

t
2 u ∈ Lqloc(Ω,ℝn)

and for any Ωÿ ⊂⊂ Ω we have

‖(−�) t2 u‖Lq(Ωÿ) ≤ C(‖u‖W s,2(ℝn) +
2∑
i=1
‖fi‖Lq(Ω) + ‖fi‖L2(ℝn)).

The constant C depends only s, t, q, α, λ, Λ, Ω, and Ωÿ.

Remark 1.2. Since q ≥ 2, by the embedding theorems on Triebel–Lizorkin spaces, we have Fsq,2 ⊂ Fsqq , cf. [24]. As
a consequence, under the same assumption of the theorem, Theorem 1.1 implies that the solution u ∈ W t,q

loc(Ω)
and from the estimate we obtain

|u|W t,q(Ωÿ) = (+
Ωÿ

+
Ωÿ

|u(x) − u(y)|q
|x − y|n+tq dx dy)

1
q

≤ C(‖u‖W s,2(ℝn) +
2∑
i=1
‖fi‖Lq(Ω) + ‖fi‖L2(ℝn)).

The proof of Theorem 1.1 parallels the approach used in [19]. Namely, we compare the operator Ls
A with the

simpler operator L̄
s1 ,s2
AD

, where s1 + s2 = 2s, and is defined as, for u ∈ Hs(ℝn ,ℝn) and φ ∈ C@c (ℝn ,ℝn),

⟨L̄s1 ,s2AD
u, φ⟩ = +

ℝn
AD(z)⟨(c1ý + c2R ⊗ R)(−�)

s1
2 u(z), (−�)

s2
2 φ(z)⟩ dz (1.4)

for constants c1 and c2 that will be determined as a function of s and n. In the above definition, the operator

R = (R1 ,R2 , . . . ,Rn) is the vector of Riesz transforms, and AD(z) = A(z, z), the restriction of the coe�cient A on

the diagonal. Notice that for constant coe�cients the two operatorsLs
A and L̄

s,s
AD

coincide. Indeed, if A(x, y) = A,
constant, then by using (1.3), for vector fields in the Schwarz space

L
s
Au = A(−

:
�)su = A(ℓ1(−�)

s
2 u + ℓ2(R ⊗ R)(−�)

s
2 u) = L̄s,sA u

with c1 = ℓ1 and c2 = ℓ2.Wewill prove anoptimal regularity result for solutions of the strongly coupled equation

⟨L̄s1 ,s2AD
u, φ⟩ = ⟨g, φ⟩ for all φ ∈ C@c (ℝn ,ℝn) (1.5)

and use those solutions as approximations of the solution to the original system of equations. The mechanism

we accomplish this is via perturbation argument where we show that the di�erence operator

Ds,tu = Ls
Au − L̄

s,t
AD
u

can be understood as a lower order term in the event that A is Hölder continuous.

While our work studies solutions to strongly coupled linear nonlocal PDEs, there has been a number of

results in the literature that studied the regularity of solutions to scalar nonlocal PDEs. To name a few, opti-
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mal local regularity results are obtained in [2] for weak solutions to the Dirichlet problem associated with the

fractional Laplacian. Similar results are obtained for the fractional heat equation in [12, 13]. Almost optimal

regularity results are obtained in [5] for weak solutions to nonlocal equations with Hölder regular coe�cients.

Optimal Sobolev regularity are proved in [7] for strong solutions to nonlocal equations with translation invari-

ant coe�cients (A(x, y) = A(x − y)). For equations with less regular coe�cients, higher integrability and higher

di�erentiability results are obtained in [21, 23] for nonlocal equations with variable coe�cients that have small

mean oscillations. See also [9, 10] for related results. For elliptic, measurable, and bounded coe�cients, solu-

tions to nonlocal PDEs are proved in [15] to have a self-improvement property where higher integrability and

higher di�erentiability are obtained without any smoothness assumption on the coe�cients, see also [27]. Sim-

ilar results are also verified in [4, 30] for solutions to nonlocal double phase problems. For a concise description

of the results of the above mentioned manuscripts, we refer to [19]. See also [1, 3, 22].

The paper is organized as follows. In the next section, we will discuss some preliminary results we need in

the sequel. In Section 3, we estimate ⟨Ds,tu, φ⟩ in terms of the Riesz potential Is = (−�)−
s
2 . In Section 4, we will

develop the optimal regularity result for a solution of equation (1.5). In Section 5, we prove the main result of

the paper by using an iterative argument making use of the commutator estimate we prove in Section 3 and the

optimal regularity result obtained in Section 4.

Throughout the paper, wework under the convention that domains of integrals are always open sets andwe

use the symbol ⊂⊂ to say compactly contained, e.g., Ω1 ⊂⊂ Ω2 if Ω1 is compact and Ω1 ⊂ Ω2. Constants change

from line to line, and unless it is important we may not detail their dependence on various parameters. We

will make frequent use of ≲, ≳ and ≍, which denotes inequalities with multiplicative constants (depending on
non-essential data). For example we say A ≲ B if for some constant C > 0we have A ≤ CB. We will use the angle

bracket ⟨⋅, ⋅⟩ to represent the standard inner product or the duality pairing depending on the context.

2 Some preliminaries

Our arguments below make use of the various definition and properties of fractional Laplacian operators,

accompanying Sobolev spaces, Sobolev inequalities, and various embedding that can be found in [24]. See [6, 11],

or monographs [25] for more on fractional operators.

Sobolev inequalities needed for this paper are proved in [19, Proposition 2.1] (see also [33]) and we summa-

rize them as follows.

Lemma 2.1. The following statements hold:

(a) If sp < n, then there exists a constant C = C(s, p, n) > 0 such that

‖Isv‖
L

np
n−sp (ℝn)
≤ C ‖v‖Lp(ℝn) for any v ∈ Lp(ℝn ,ℝn). (2.1)

In addition, if Ω ⊂ ℝn is bounded, then corresponding to any q ∈ [1, np
n−sp ], there is a constant C = C(s, p, n, Ω) > 0

such that

‖Isv‖Lq(Ω) ≤ C ‖v‖Lp(ℝn) for any v ∈ Lp(ℝn ,ℝn). (2.2)

(b) If sp ≥ n and Ω ⊂ ℝn is bounded domain, then for any q ∈ [1,@), and r ∈ [1, ns ), there exists a constant

C = C(s, p, n, Ω) > 0 such that for any v ∈ Lp(ℝn ,ℝn),

‖Isv‖Lq(Ω) ≤ C (‖v‖Lp(ℝn) + ‖v‖Lr(ℝn)). (2.3)

The above Sobolev estimates together with the relationship between the fractional Laplacian and the Riesz

potentials yield the following result that is also stated and proved in [19, Proposition 2.4]. We state it here in

a slightly di�erent way to suit our setting.

Lemma 2.2 ([19]). Suppose that η1 , η2 ∈ C@c (ℝn), and η2 = 1 in the neighborhood of the support of η1. Then for
any ψ ∈ C@c (ℝn) such that supp(ψ) ⊂ {x : η1(x) = 1}, and any q, p ∈ (1,@) and τ ∈ (0, 2) we have

‖(1 − η2)(−�)
τ
2 ((1 − η1)Iτψ)‖Lq(ℝn) ≤ C‖ψ‖Lp(ℝn) . (2.4)
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Moreover, if r > np
n+τp > 1 for τ < 1, then for any bounded set Ω ⊂ ℝn , there exists a constant C(Ω) such that

‖(−�) τ2 ((1 − η1)Iτψ)‖Lrÿ (Ω) ≤ C‖ψ‖Lpÿ (ℝn) . (2.5)

In either case the constant C may also depend on r, q, τ, p, n, and on η1 , η2, but not on ψ.

Notice that because of the strict inclusion of the support of 1 − η2 into the support of 1 − η1, inequality (2.4) holds
for any p, q ∈ (1,@). The way it is written here, the inequality is slightly di�erent from part (a) of [19, Proposi-

tion 2.4] but the same proof can be repeated for the proof of (2.4).

We also mention the dual definition of (−�) s2 operator. Indeed, for vector fields u and v in the Schwartz

class, the L2-inner product of (−�) s2 u(x) and v(x) can be represented as, for s ∈ (0, 2),

+
ℝn
(−�) s2 u(x) ⋅ v(x) dx = +

ℝn
+
ℝn

(u(y) − v(x)) ⋅ (v(y) − v(x))
|x − y|n+s dx dy. (2.6)

The proof can be found [26, Proposition 2.36.] or [6].

The Riesz transform, R = (R1 , . . . ,Rn) := ∇I1, plays a central role in this work. First, R has the Fourier

symbol cı ξ|ξ| , and can also be represented as

Rf(x) = +
ℝn

x−y
|x−y|
|x − y|n f(y) dy.

Second, we will use the fact that they are Calderón–Zygmund operators and for 1 < p <@, there exists a con-
stant C = C(n, p) > 0 such that

‖Rf‖Lp ≤ C‖f‖Lp for all f ∈ Lp .

Finally, we state and prove existence of a solution to the nonlocal system (1.2). We recall the space

H̃s(Ω) = {u ∈ Hs(ℝn ,ℝn) : u = 0 on ℝn \ Ω},

which is equal to the closure of Cc(Ω,ℝn) in Hs(ℝn ,ℝn) when Ω is a Lipschitz domain. As noted earlier, and

therefore, H̃s(Ω) is a Hilbert space with obvious inner product, [17].

Proposition 2.3. Suppose that Ω ⊂ ℝn is an open bounded set with Lipschitz boundary. Then for any, α, s ∈ (0, 1),
there exists C > 0 so that if λ

Λ
> C, A ∈ A(α, λ, Λ), and f ∈ H−s(ℝn ,ℝn), then there exists a unique u ∈ H̃s(Ω) such

that

⟨Ls
Au, v⟩ = ⟨f, v⟩ for all v ∈ H̃s(Ω).

Moreover, the solution is a minimizer of the functional

v Ü→ 1

2
⟨Ls

Av, v⟩ − ⟨f, v⟩ for all v ∈ H̃s(Ω).

Proof. We will apply the Lax–Milgram theorem to show existence of a unique solution corresponding to any f

in the dual of the Hilbert space H̃s(Ω). To that end, we introduce the bilinear form BA : H̃
s(Ω) × H̃s(Ω)→ ℝ by

BA(u, v) = ⟨Ls
Au, v⟩.

By applying Hölder’s inequality, we see that B is continuous. In fact, for any u, v ∈ Hs(ℝn ,ℝn),

|BA(u, v)| ≤
1

λ
|u|Hs |v|Hs ≤ 1

λ
‖u‖Hs‖v‖Hs .

Next, we show that this bilinear form is coercive in H̃s(Ω). Now for any v ∈ H̃s(Ω),

BA(v, v) = +
ℝn
+
ℝn
A(x, y)
ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2s dy dx

= +
ℝn
+
ℝn
AD(x, x)

ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2s dy dx + EA−AD (v), (2.7)
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where

EA−AD (v) = +
ℝn
+
ℝn
[A(x, y) − AD(x, x)]

ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2s dy dx.

Since infx∈ℝn AD(x, x) ≥ λ > 0 and using the fractional Korn’s inequality in [29] which proves that there is a con-
stant ̃c > 0 such that for any s ∈ (0, 1) and v ∈ Hs(ℝn ,ℝn),

̃c |v|2Hs(ℝn) ≤ +
ℝn
+
ℝn

ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2s dy dx ≤ |v|2Hs(ℝn) ,

we can estimate the first term of (2.7) as

+
ℝn
+
ℝn
AD(x, x)

ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2s dy dx ≥ ̃cλ |v|2Hs(ℝn) .

Applying the fractional Poincaré inequality on H̃s(Ω), there exists C = C(Ω, s, n) > 0 such that for any v ∈ H̃s(Ω),
|v|2Hs(ℝn) ≥ C‖v‖2Hs(ℝn), and therefore combining with above estimate we have

+
ℝn
+
ℝn
AD(x, x)

ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2s dy dx ≥ C̃ λ‖v‖2Hs(ℝn) . (2.8)

To estimate the second term of (2.7), we first notice that if A ∈ A(α, λ, Λ), then for any β ∈ (0, α), we have
A ∈ A(β, λ, Λ̃β) for some Λ̃β > 0. This follows from the estimate that for any β ∈ (0, α) and any x, y, z ∈ ℝn ,

|A(z, x) − A(z, y)| = |A(z, x) − A(z, y)|
β
α |A(z, x) − A(z, y)|1−

β
α ≤ (2‖A‖L@ )1−

β
α Λ

β
α |x − y|β .

Thus, without loss of generality we may assume that 0 < α < 2s. It then follows that

EA−AD (v) ≥ −Λ +
ℝn
+
ℝn

ÿÿÿÿ(v(y) − v(x)) ⋅ (y−x)|y−x| ÿÿÿÿ2
|y − x|n+2(s− α2 )

dy dx ≥ −Λ|v|2
H

(s− α
2
)(ℝn)

.

We now use the continuous embedding Hs(ℝn ,ℝn) ⊂ H(s− α2 )(ℝn ,ℝn), to conclude that there is a positive con-
stant c = c(s, α, n) such that

EA−AD (v) ≥ −Λ c‖v‖2Hs(ℝn) . (2.9)

Combining (2.8) and (2.9), we obtain that for any v ∈ ̃Hs(Ω),

B(v, v) ≥ ( ̃cλ − cΛ)‖v‖2Hs(ℝn) .

For λ, Λ satisfying ( ̃cλ − cΛ > 0, the bilinear form is coercive.

3 Commutator estimates

In this section, we obtain estimates for the quantity Ds1 ,s2u defined in the previous section. To be precise, for

s ∈ (0, 1) such that s1 + s2 = 2s, u ∈ Hs(ℝn ,ℝn), and φ ∈ Cc(ℝn ,ℝn), we recall that

Ds1 ,s2 (u, φ) = ⟨Ls
Au, φ⟩ − ⟨L̄

s1 ,s2
AD

u, φ⟩. (3.1)

Before we begin estimating this di�erence, let us first find a di�erent characterization of the operatorLs
Au that

uses Riesz potentials. To that end, for any x, y ∈ ℝn and φ ∈ Cc(ℝn ,ℝn),

φ(x) − φ(y) = c2(Is2 (−�)
s2
2 φ(x) − Is2 (−�)

s2
2 φ(y))

= c2 +
ℝn
(−�)

s2
2 φ(z2)(|x − z2|s2−n − |y − z2|s2−n) dz2 (3.2)
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for a constant c2 that depends only on s2 and n. This identity remains valid for φ ∈ Hs2 (ℝn ,ℝn). Similarly, for
any 0 ≤ ε < s2, we can write

φ(x) − φ(y) = c2(ε)(Is2−ε(−�)
s2−ε

2 φ(x) − Is2−ε(−�)
s2−ε

2 φ(y))

= c2(ε) +
ℝn
(−�)

s2−ε

2 φ(z2)(|x − z2|s2−ε−n − |y − z2|s2−ε−n) dz2 , (3.3)

where c2(ε) depends on ε, in addition to s2 and n. We note that c2(0) = c2 > 0. Now we plug φ(x) − φ(y) and
u(x) − u(y) in

⟨Ls
Au, φ⟩ = +

ℝn
+
ℝn

A(x, y)
|x − y|n+2sï

(x − y) ⊗ (x − y)
|x − y|2 (u(x) − u(y)), φ(x) − φ(y)ð dx dy

and apply Fubini’s theorem to obtain the expression that for any ε ∈ [0, s2),

⟨Ls
Au, φ⟩ = +

ℝn
+
ℝn
ïÿεA(z1 , z2)(−�) s12 u(z1), (−�) s2−ε2 φ(z2)ð dz1 dz2 , (3.4)

where for any set function B(x, y), and 0 ≤ ε < s2,

ÿεB(z1 , z2) = +
ℝn
+
ℝn

B(x, y)
|x − y|n+2s κ

s2−ε
s1 (x, y, z1 , z2)

(x − y) ⊗ (x − y)
|x − y|2 dx dy (3.5)

with, c(ε) = c1 ⋅ c2(ε),

κ
s2−ε
s1 (x, y, z1 , z2) = c(ε)(|x − z1|s1−n − |y − z1|s1−n) (|x − z2|s2−ε−n − |y − z2|s2−ε−n). (3.6)

See [19, Lemma 3.6.] for a rigorous justification of the above calculations. With this at hand, we introduce an

intermediate operator ADL
s
1
given by

⟨ADLs
1u, φ⟩ := +

ℝn
+
ℝn
AD(z1)ïÿ01(z1 , z2)(−�) s12 u(z1), (−�) s22 φ(z2)ð dz1 dz2 ,

where ÿ0
1
is as given in (3.5) with ε = 0 and B = 1. It then follows from (3.3) that for ε ∈ [0, s2), and integrating

in the z2 variable that

⟨ADLs
1u, φ⟩ = +

ℝn
+
ℝn
AD(z1)ïÿε1(z1 , z2)(−�) s12 u(z1), (−�) s2−ε2 φ(z2)ð dz1 dz2 .

Now, for a given ε ∈ [0, s2), we first write the di�erenceDs1 ,s2 (u, φ) defined in (3.1) as

Ds1 ,s2 (u, φ) = ⟨Ls
Au − (ADLs

1)u, φ⟩ + ⟨(ADLs
1)u, φ⟩ − ⟨L̄

s1 ,s2
AD

u, φ⟩
= Ds

1(u, φ) +D
s1 ,s2
2
(u, φ).

We then have that

⟨Ls
Au, φ⟩ = ⟨L̄

s1 ,s2
AD

u, φ⟩ +Ds
1(u, φ) +D

s1 ,s2
2
(u, φ). (3.7)

The next two propositions estimate the last two terms of (3.7). First, we estimateDs
1
(u, φ) = ⟨Ls

Au − (ADLs
1
)u, φ⟩.

Proposition 3.1. Let s ∈ (0, 1) with s1 + s2 = 2s, α ∈ (0, 1) and Λ > 0. Then there exist constants σ0 ∈ (0, α] and
a constant c > 0 such that the decomposition (3.7) holds and for any A ∈A(α, Λ) = {A :ℝn ×ℝn→ℝ : |A(x, y)| ≤ Λ,
(1.1) holds}, any σ ∈ (0, σ0), and any ε ∈ (0, σ4 ), we have

|Ds
1(u, φ)| ≲ +

ℝn
Iσ−ε|(−�)

s1
2 u|(x) |(−�)

s2−ε

2 φ|(x) dx

and

|Ds
1(u, φ)| ≲ +

ℝn
Iσ−ε|(−�)

s1−ε

2 u|(x) |(−�)
s2
2 φ|(x) dx

for all u ∈ Hs1 ,p(ℝn ,ℝn) and φ ∈ C@c (ℝn ,ℝn).
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Proof. From the definition of the operator ADL
s
1
and integrating in the z2 variable that for any ε ∈ [0, s2),

⟨ADLs
1u, φ⟩ = +

ℝn
+
ℝn
AD(z1)ïÿε1(z1 , z2)(−�) s12 u(z1), (−�) s2−ε2 φ(z2)ð dz1 dz2 ,

and so using the (3.4) and the definition of ADL
s
1
, we have that

D
s
1(u, φ) = +

ℝn
+
ℝn
ïāε(z1 , z2)(−�)

s1
2 u(z1), (−�)

s2−ε

2 φ(z2)ð dz1 dz2 , (3.8)

where

āε(z1 , z2) = ÿεA(z1 , z2) − AD(z1)ÿε1(z1 , z2)

= +
ℝn
+
ℝn

A(x, y) − AD(z1)
|x − y|n+2s κ

s2−ε
s1 (x, y, z1 , z2)

(x − y) ⊗ (x − y)
|x − y|2 dx dy

and κ
s2−ε
s1 as defined in (3.6). It then follows that

|āε(z1 , z1)| ≤ +
ℝn
+
ℝn
|A(x, y) − A(z1 , z2)|

|κs2−εs1 (x, y, z1 , z2)|
|x − y|n+2s | dx dy,

and as a consequence,

|Ds
1(u, φ)| ≤ +

ℝn
+
ℝn
|āε(z1 , z2)||(−�)

s1
2 u(z1)||(−�)

s2−ε

2 φ(z2)| dz1 dz2 .

We observe that the upper bound of |āε(z1 , z2)| is exactly the quantity that appear in [19, Lemma 3.5], and so
for σ > 0 small enough, the inequality

|Ds
1(u, φ)| ≲ +

ℝn
Iσ−ε|(−�)

s1
2 u|(x) |(−�)

s2−ε

2 φ|(x) dx.

follows from [19, Theorem 3.1]. The other estimate follows the same way by reversing the role of u and φ, and

s1 and s2.

Next we estimateD
s1 ,s2
2
(u, φ) = ⟨ADLs

1
u, φ⟩ − ⟨L̄s1 ,s2AD

u, φ⟩. Recall that the operator ADLs
1
is defined as follows:

⟨ADLs
1u, φ⟩ = +

ℝn
+
ℝn
AD(z1)ïÿ01(z1 , z2)(−�) s12 u(z1), (−�) s22 φ(z2)ð dz1 dz2 .

Let us obtain a compact form of the action of the operator ADL
s
1
on vector fields. Denoting U := (−�)

s1
2 u and

V := (−�)
s2
2 φ, it follows that

⟨ADLs
1u, φ⟩ = +

ℝn
+
ℝn
AD(z1)ïÿ01(z1 , z2)U(z1), V(z2)ð dz1 dz2

= +
ℝn
+
ℝn
ï (x − y) ⊗ (x − y)|x − y|n+2(s+1) (I

s1 (ADU)(x) − Is1 (ADU)(y)), Is2V(x) − Is2V(y)ð dx dy.
Observe the following for γ1 = (n + 2s − 2)(n + 2s) and γ2 = (n + 2s − 2):

∇2( 1

|x − y|n+2s−2 ) = γ1
(x − y) ⊗ (x − y)
|x − y|2

1

|x − y|n+2s − γ2
1

|x − y|n+2s ý. (3.9)

It then follows that

⟨ADLs
1u, φ⟩

(3.9)= +
ℝn
+
ℝn

γ̃2

|x − y|n+2s (I
s1 (ADU)(x) − Is1 (ADU)(y)) ⋅ (Is2V(x) − Is2V(y)) dx dy

+ γ̃1 +
ℝn
+
ℝn
ï∇2( 1

|x − y|n+2s−2 )(Is1 (ADU)(x) − Is1 (ADU)(y)), Is2V(x) − Is2V(y)ð

= +
ℝn
γ̃2AD(z)U(z) ⋅ V(z) + γ̃1⟨∇2I2(ADU)(z), V(z)⟩ dz

= +
ℝn
(γ̃2AD(z)U(z) + γ̃1R ⊗ R(ADU)(z)) ⋅ V(z) dz.
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The precise value of constants γ̃1 and γ̃2 are computed in [28] and verify that γ̃1 ̸= γ̃2. For the argument to
follow, the exact value is not as important, but these are the constants that appear in the regular operator L̄

s1 ,s2
AD

.

As a consequence, the expression forD
s1 ,s2
2
(u, φ) simplifies to

D
s1 ,s2
2
(u, φ) = γ̃1 +

ℝn
⟨(R ⊗ R(AD(−�)

s1
2 u)(z) − ADR ⊗ R((−�)

s1
2 u)(z)), (−�)

s2
2 φ(z)⟩ dz

= γ̃1 +
ℝn
⟨[R ⊗ R, AD]((−�)

s1
2 u)(z), (−�)

s2
2 φ(z)⟩ dz,

where we used the commutator notation

[T, b](f) = T(bf) − bTf.

We normalize the constant and assume that γ̃1 = 1. The next proposition estimatesDs1 ,s2
2
(u, φ).

Proposition 3.2. Let s ∈ (0, 1) with s1 + s2 = 2s and α > 0. For u ∈ Hs1 ,p(ℝn) and φ ∈ C@c (ℝn), let

D
s1 ,s2
2
(u, φ) = +

ℝn
⟨[R ⊗ R, AD]((−�)

s1
2 u)(z), (−�)

s2
2 φ(z)⟩ dz.

Then there exists c > 0 such that (3.7) holds and for any ε ∈ (0, α) and for any A ∈ A(α, Λ) = {A : ℝn ×ℝn → ℝ :
|A(x, y)| ≤ Λ, (1.1) holds} we have the estimates

|Ds1 ,s2
2
(u, φ)| ≤ +

ℝn
Iα−ε|(−�)

s1−ε

2 u|(z) |(−�)
s2
2 φ|(z) dz

and

|Ds1 ,s2
2
(u, φ)| ≤ +

ℝn
Iα−ε|(−�)

s1
2 u|(z) |(−�)

s2−ε

2 φ|(z) dz

for all u ∈ Hs1 ,p(ℝn) and φ ∈ C@c (ℝn).

Proof. By applying an integration by parts, we get

D
s1 ,s2
2
(u, φ) = +

ℝn
⟨(−�) ε2 ([R ⊗ R, AD]((−�)

s1
2 u))(z), (−�)

s2−ε

2 φ(z)⟩ dz

= +
ℝn
+
ℝn
ï [R ⊗ R, AD]((−�)

s1
2 u)(z) − [R ⊗ R, AD]((−�)

s1
2 u)(z̃)

|z − z̃|n+ε , (−�)
s2−ε

2 φ(z)ð dz̃ dz.

Notice that

[R ⊗ R, AD]((−�)
s1
2 u)(z) = R ⊗ R(AD(−�)

s1
2 u)(z) − ADR ⊗ R((−�)

s1
2 u)(z)

= +
ℝn

Ω(y − z)
|y − z|n (A(y, y) − A(z, z))(−�)

s1
2 u(y) dy,

where we are using the notation Ω(ξ) = ξ¹ξ
|ξ|2 . We recall that Ω(ξ)

|ξ|n is the Calderón–Zygmund kernel for the second

order matrix of Riesz transform R ⊗ R, see (3.9). Thus we have

D
s1 ,s2
2
(u, φ) = +

ℝn
+
ℝn
⟨ăε(y, z)(−�)

s1
2 u(y), (−�)

s2−ε

2 φ(z)⟩ dy dz,

where

ăε(y, z) := +
ℝn

1

|z − z̃|n+ε (
Ω(y − z)
|y − z|n (A(y, y) − A(z, z)) −

Ω(y − z̃)
|y − z̃|n (A(y, y) − A(z̃, z̃))) dz̃.

We claim that

|ăε(y, z)| ≲ |y − z|α−ε−n .
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Assume the claim is proved for now. We then have

|Ds1 ,s2
2
(u, φ)| ≲ +

ℝn
(+
ℝn
|z − y|α−ε−n |(−�)

s1
2 u|(y) dy) |(−�) s2−ε2 φ|(z) dz

= +
ℝn
Iα−ε|(−�)

s1
2 u|(z) |(−�)

s2−ε

2 φ|(z) dz.

Hence, we obtain the second estimate forD
s1 ,s2
2
(u, φ). By reversing the role of u and φ, and s1 and s2, the first

estimate follows the same way.

What remains is to prove the claim. To that end, we divide the domain into three cases.

Case 1: |z − ̃z| < 1

2
|y − z| or |z − ̃z| < 1

2
|y − ̃z|. We first consider

ÿÿÿÿÿÿÿ
Ω(y − z)
|y − z|n (A(y, y) − A(z, z)) −

Ω(y − z̃)
|y − z̃|n (A(y, y) − A(z̃, z̃))

ÿÿÿÿÿÿÿ
≤
ÿÿÿÿÿÿÿ(
Ω(y − z)
|y − z|n −

Ω(y − z̃)
|y − z̃|n )(A(y, y) − A(z, z))

ÿÿÿÿÿÿÿ +
ÿÿÿÿÿÿÿ
Ω(y − z̃)
|y − z̃|n (A(z̃, z̃) − A(z, z))

ÿÿÿÿÿÿÿ.
Since in this case we have |y − z| ≍ |y − z̃|, we can use the application of the fundamental theorem of calculus

(see [19, Lemma 3.2]) to obtain

|ăε(y, z)| ≲ +
ℝn

|z − z̃|
|z − z̃|n+ε|y − z|n+1 |A(y, y) − A(z, z)| dz̃ + +

ℝn

1

|z − z̃|n+ε|y − z|n |A(z̃, z̃) − A(z, z)| dz̃

≲ +
ℝn

|z − z̃|
|z − z̃|n+ε|y − z|n+1 |y − z|

α dz̃ + +
ℝn

1

|z − z̃|n+ε|y − z|n |z − z̃|
α dz̃,

where the second inequality above follows from the α-Hölder continuous of A. Then we integrate with respect

to z̃ and get

|ăε(y, z)| ≲ +
|z− �z|r|y−z|

|z − z̃|1−ε−n
|y − z|n+1−α dz̃ + +

|z− �z|r|y−z|

|z − z̃|α−ε−n
|y − z|n dz̃

≲ |y − z|1−ε|y − z|α−1−n + |y − z|α−ε−n ≲ |y − z|α−ε−n .

Case 2: |z − ̃z| ≥ 1

2
|y − z| and |z − ̃z| ≥ 1

2
|y − ̃z| and |y − z| < |y − ̃z|. Since A is α-Hölder continuous, we have

|ăε(y, z)| ≲ +
|z− �z|s|y−z|

1

|z − z̃|n+ε (|y − z|
α−n + |y − z̃|α−n) dz̃

≤ |y − z|α−n +
|z− �z|s|y−z|

1

|z − z̃|n+ε dz̃ ≍ |y − z|
α−ε−n .

Case 3: |z − ̃z| ≥ 1

2
|y − z| and |z − ̃z| ≥ 1

2
|y − ̃z| and |y − z| ≥ |y − ̃z|. We have

|ăε(y, z)| ≲ +
|z− �z|s|y−z|

1

|z − z̃|n+ε (|y − z|
α−n + |y − z̃|α−n) dz̃

≲ |y − z|−ε−n +
|y− �z|f|y−z|

|y − z̃|α−n dz̃ ≍ |y − z|α−ε−n .

That completes the proof of the proposition.

4 The weighted fractional Lamé system

In this section, we prove an optimal regularity result for the system of equations

L̄
t,2s−t
Ā

u = (−�) 2s−t2 f1 + f2 , (4.1)
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where Ā is a positive, measurable function that is bounded from below and above by positive constants, and

L̄
t,2s−t
Ā

is as defined in (1.4), and can be understood as the operator

(−�) 2s−t2 (Ā(z)[(−�) t2 u(z) + cR ⊗ R(−�) t2 u(z)]),
where after scaling in (1.4), we assume that c ̸= 1. The following is an a priori regularity estimate that we will
use as an iterative device to obtain the optimal regularity result for the (4.1).

Proposition 4.1. Let s ∈ (0, 1) and t ∈ (0, 2s) such that 2s − t < 1. Suppose that Ā : ℝn → ℝ is a positive, measur-
able, and bounded from above and below, i.e.,

Λ−1 ≤ Ā(z) ≤ Λ for a.e. z ∈ ℝn .

Assume that for some q ∈ (1,@), u ∈ H t,q(ℝn ,ℝn) is a distributional solution to

+
ℝn
Ā(z)⟨(−�) t2 u(z) + cR ⊗ R(−�) t2 u(z), (−�) 2s−t2 φ(z)⟩ dz

= +
ℝn
⟨f1(z), (−�)

2s−t
2 φ(z)⟩ dz + +

ℝn
⟨f2(z), φ(z)⟩ dz for all φ ∈ C@c (Ω,ℝn), (4.2)

where c ̸= 1. Suppose now that Ω1 ⊂⊂ Ω2 ⊂⊂ Ω ⊂ ℝn . Then:
(a) There exists q̄ such that q̄ > q > nq̄

n+(2s−t)q̄ > 1 such that if f1 , f2 ∈ Lq(ℝn ,ℝn) ∩ Lq̄(Ω2 ,ℝn), then

(−�) t2 u ∈ Lq̄(Ω1 ,ℝn)

and

‖(−�) t2 u‖Lq̄(Ω1) ≲
2∑
j=1
(‖fj‖Lq̄(Ω2) + ‖fj‖Lq(ℝn)) + ‖(−�)

t
2 u‖Lq(ℝn) .

(b) For any p > q, and r ∈ (1, p) such that r > np
n+(2s−t)p > 1, if f1 , f2 ∈ Lq(ℝn ,ℝn) ∩ Lp(Ω2 ,ℝn), then the Lp norm

of (−�) t2 u can be estimated as

‖(−�) t2 u‖Lp(Ω1) ≲
2∑
j=1
(‖fj‖Lp(Ω2) + ‖fj‖Lq(ℝn)) + ‖(−�)

t
2 u‖Lr(Ω2) + ‖(−�)

t
2 u‖Lq(ℝn) . (4.3)

For c = 0, part (b) of Proposition 4.1 is precisely [19, Proposition 4.1]. For the case when c ̸= 1, the proof of the
proposition uses arguments that parallel the proof of [19, Proposition 4.1]. Notice also that the estimate for

part (a) follows from part (b) after we made sure q̄ exists and taking p = q̄ and r = q. For the existence, given
q > 1, we can choose

q̄ ∈ ( nq

n − (2s − t)q ,
n

n − (2s − t)).
The interval is nonempty because q > 1. Below we will sketch the proof of part (b). First, we state and prove the

following observation, see also [28].

Lemma 4.2. Assume c ̸= 1. Then for any U : ℝd → ℝd , and 1 < p <@, we have

‖U‖Lp(ℝd) ≲ ‖U + c (R ⊗ R)U‖Lp(ℝd) . (4.4)

Moreover, we have for any open set Ω1 ⊂⊂ Ω2 and any τ ∈ [0, 1] such that np
n+τp > 1 and q ∈ [1,@),

‖U‖Lp(Ω1) ≲ ‖U + c (R ⊗ R)U‖Lp(Ω2) + ‖U‖L np
n+τp (Ω2)
+ ‖U‖Lq(ℝn)

with the constant depending on Ω1 , Ω2 , τ, q.

Proof. The first estimate of lemma is known, see, e.g., [28], but for the convenience of the reader we sketch the

argument. After recalling that the Riesz-transform R is the operator with Fourier symbol ı ξ|ξ| , we may take the
Fourier transform to obtain

F(U + c(R ⊗ R)U) = Cÿ(ξ)FU(ξ),
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where

ÿ(ξ) = ýn − c
ξ ⊗ ξ
|ξ|2 .

We observe that ÿ(ξ) is a symmetric matrix with eigenvalues 1 (eigenspace: ξ⊥ which is (d − 1)-dimensional)
and 1 − c ̸= 0 (eigenspace span(ξ), whenever ξ ∈ ℝn \ {0}. In particular, for any ξ ∈ ℝn \ {0},ÿ−1(ξ) exists, and
is given by

ÿ−1(ξ) = ýn +
1

1 − c
ξ ⊗ ξ
|ξ|2 .

It then follows that |ÿ−1(ξ)| ≲ 2−c
1−c . Then we may write

U = F−1(ÿ−1F(U + c(R ⊗ R))U)).

The claimabout the Lp estimate follows fromMikhlin- orHörmandermultiplier theorem, [20] or [28] for detailed

calculation.

For the second inequality, take η1 , η2 ∈ C@c (Ω2), 0 ≤ η1 , η2 ≤ 1, η1 ≡ 1 in Ω1, η2 ≡ 1 in supp η1. Then we

apply inequality (4.4) to η1U to obtain that

‖U‖Lp(Ω1) ≲ ‖η1U‖Lp(ℝn) ≲ ‖η1U + c (R ⊗ R)(η1U)‖Lp(ℝn) .

It then follows that

‖U‖Lp(Ω1) ≲ ‖U + c (R ⊗ R)U‖Lp(Ω2) + ‖[R ⊗ R, η1](U)‖Lp(ℝn) ,
where here we used the commutator notation [T, η1](f) := T(η1f) − η1T(f). To estimate the last term in the

previous inequality, we use the identity η1(1 − η2) ≡ 0 to write

[R ⊗ R, η1](U) = [R ⊗ R, η1](η2U) + η1R ⊗ R((1 − η2)U)

and therefore

‖[R ⊗ R, η1](U)‖Lp(ℝn) ≤ ‖[R ⊗ R, η1](η2U)‖Lp(ℝn) + ‖η1R ⊗ R((1 − η2)U)‖Lp(ℝn) .

For the first term, in view of commutator estimates, say in [16, Theorem 6.1.] or [14], for any τ ∈ [0, 1] denoting
by Iτ = (−�)− τ2 the Riesz potential, and then using Sobolev inequality (if np

n+τp ∈ (1,@))

‖[R ⊗ R, η1](η2U)‖Lp(ℝn) ≲ ‖η1‖Lip‖Iτ(η2U)‖Lp(ℝn) ≲ ‖η2U‖
L

np
n+τp (ℝn)
≲ ‖U‖

L
np
n+τp (Ω2)

.

Here, as usual,

‖η1‖Lip := ‖η1‖L@ + ‖∇η1‖Lip .
For the other term, we observe that for any x ∈ ℝn ,

|η1(x)R ⊗ R((1 − η2)U)(x)| ≲ +
ℝn
η1(x)

1

|x − y|n (1 − η2(y))|U|(y) ≲ κ ∗ |U|(x),

where

κ(z) := 1

|z|n χ|z|s1 ,

where the constant in ≳ depends on the distance of the support of (1 − η2) to the support of η1. We observe

that κ ∈ Lq(ℝn) for any q ∈ (1,@]. It then follows from Young’s convolution inequality that for any q ∈ [1,@)
(observing that κ is integrable to any power)

‖η1R ⊗ R((1 − η2)U)‖Lp(ℝn) ≲ ‖κ ∗ |U|‖L@(ℝn) ≲ ‖κ‖Lqÿ (ℝn)‖U‖Lq(ℝn) ≲ ‖U‖Lq(ℝn) .

Putting the inequalities together we complete the proof of the lemma.

We are now ready to sketch the proof of Proposition 4.1.

Sketch of the proof of Proposition 4.1. Instead of Ω1 and Ω2 we are going to prove the statement for Ω1 and Ω4

and some choice of Ω2 , Ω3 such that Ω1 ⊂⊂ Ω2 ⊂⊂ Ω3 ⊂⊂ Ω4. From the previous lemma, Lemma 4.2, we have

‖(−�) t2 v‖Lp(Ω1) ≲ ‖(−�)
t
2 v + cR ⊗ R(−�) t2 v‖Lp(Ω2) + ‖(−�)

t
2 u‖Lr(Ω2) + ‖(−�)

t
2 u‖Lq(ℝn) .
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By the ellipticity of Ā and duality

‖(−�) t2 v + cR ⊗ R(−�) t2 v‖Lp(Ω2) ≲ ‖Ā((−�)
t
2 v + cR ⊗ R(−�) t2 v)‖Lp(Ω2)

≲ sup
ψ

+
ℝn
⟨Ā(x)((−�) t2 v + cR ⊗ R(−�) t2 v)(x), ψ(x)⟩ dx,

where the supremum is taken over all ψ ∈ C@c (Ω2;ℝn)with ‖ψ‖Lpÿ (Ω2) ≤ 1. To finish the proof of the proposition,
it su�ces to prove that for any ψ ∈ C@c (Ω2;ℝn),

+
ℝn
⟨Ā(x)((−�) t2 v + cR ⊗ R(−�) t2 v)(x), ψ(x)⟩ dx

≲ (‖f1‖Lp(Ω2) + ‖f2‖Lp(Ω3) + ‖f1‖Lq+(ℝn) + ‖(−�)
t
2 v‖Lr(Ω4) + ‖(−�)

t
2 v‖Lq(ℝn))‖ψ‖Lpÿ (Ω3) .

To that end, pick η1 , η2 ∈ C@c (Ω3)with η1 ≡ 1 in a neighborhood of Ω2, and η2 ≡ 1 on the support of η1. For any
ψ ∈ C@c (Ω2;ℝn), write ψ = (−�)

2s−t
2 (I2s−tψ) and

ψ = (−�) 2s−t2 (η1I2s−tψ) + (−�)
2s−t
2 ((1 − η1)I2s−tψ)

= (−�) 2s−t2 (η1I2s−tψ) + η2(−�)
2s−t
2 ((1 − η1)I2s−tψ) + (1 − η2)(−�)

2s−t
2 ((1 − η1)I2s−tψ).

(4.5)

Then we have

+
ℝn
⟨Ā((−�) t2 v + cR ⊗ R(−�) t2 v)(x), ψ(x)⟩ dx

= +
ℝn
⟨Ā((−�) t2 v + cR ⊗ R(−�) t2 v)(x), (−�) 2s−t2 (η1I2s−tψ)(x)⟩ dx

+ +
ℝn
⟨Ā((−�) t2 v + cR ⊗ R(−�) t2 v)(x), η2(x)(−�)

2s−t
2 ((1 − η1)I2s−tψ)(x)⟩ dx

+ +
ℝn
⟨Ā((−�) t2 v + cR ⊗ R(−�) t2 v)(x), (1 − η2)(−�)

2s−t
2 ((1 − η1)I2s−tψ)(x)⟩ dx

= I + II + III.

We estimate each of the above integrals. To estimate I, we set φ := η1I2s−tψ ∈ C@c (Ω3). Then we notice that φ is
an admissible test function in equation (4.2) and, thus, we can use it in the equation

I = +
ℝn
⟨f1(z), (−�)

2s−t
2 φ(z)⟩ dz + +

ℝn
⟨f2(z), φ(z)⟩ dz

= +
ℝn
⟨f1(z), ψ(z)⟩ dz + +

ℝn
⟨f2(z), φ(z)⟩ dz − +

ℝn
⟨f1(z), (−�)

2s−t
2 (1 − η1)I2s−tψ⟩ dz,

where the latter is obtained using the decomposition (4.5). Now the first two terms can be estimates as follows:

+
ℝn
⟨f1(z), ψ(z)⟩ dz + +

ℝn
⟨f2(z), φ(z)⟩ dz ≤ ‖f1‖Lp(Ω2)‖ψ‖Lpÿ (Ω2) + ‖f2‖Lp(Ω3)‖φ‖Lpÿ (Ω3)

≲ (‖f1‖Lp(Ω2) + ‖f2‖Lp(Ω3))‖ψ‖Lpÿ (Ω2) ,

where we used Sobolev inequalities (2.2) and (2.3) and the fact that ψ is compactly supported to estimates

‖φ‖Lpÿ (Ω3) ≤ ‖I
2s−tψ‖Lpÿ (Ω3) ≲ ‖ψ‖Lpÿ (Ω2) .

To estimate the last term of I, first we write it as

+
ℝn
⟨f1(z), (−�)

2s−t
2 (1 − η1)I2s−tψ⟩ dz = +

ℝn
⟨f1(z), η2(−�)

2s−t
2 (1 − η1)I2s−tψ⟩ dz

+ +
ℝn
⟨f1(z), (1 − η2)(−�)

2s−t
2 (1 − η1)I2s−tψ⟩ dz.
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Then while application of (2.5) of Lemma 2.2 (or [19, Proposition 2.4 part b)]) yields

+
ℝn
⟨f1(z), η2(−�)

2s−t
2 ((1 − η1)I2s−tψ)⟩ dz ≤ ‖f1‖Lp(Ω3)‖(−�)

2s−t
2 (1 − η1)I2s−tψ‖Lpÿ (Ω3)

≲ ‖f1‖Lp(Ω3)‖ψ‖Lpÿ (Ω2)

and application of (2.4) of Lemma 2.2 which holds for any r > 1 implies that

+
ℝn
⟨f1(z), (1 − η2)(−�)

2s−t
2 (1 − η1)I2s−tψ⟩ dz ≤ ‖f1‖Lq(ℝn)‖(1 − η2)(−�)

2s−t
2 (1 − η1)I2s−tψ‖Lqÿ (ℝn)

≲ ‖f1‖Lq(ℝn)‖ψ‖Lpÿ (Ω2) .

That finishes the estimate for I. To estimate II, we again apply (2.5) of Lemma 2.2 to obtain

II ≤ +
ℝn
|Ā((−�) t2 v + cR ⊗ R(−�) t2 v)(x)||η2(x)(−�)

2s−t
2 ((1 − η1)I2s−tψ)(x)| dx

≤ ‖Ā((−�) t2 v + cR ⊗ R(−�) t2 v)‖Lr(Ω3)‖(−�)
2s−t
2 ((1 − η1)I2s−tψ)‖Lrÿ (Ω3)

≲ ‖(−�) t2 v‖Lr(Ω4)‖ψ‖Lpÿ (Ω3) .

Finally, the estimate III follows from (2.4) of Lemma 2.2 as

III ≤ +
ℝn
|Ā((−�) t2 v + cR ⊗ R(−�) t2 v)(x)||(1 − η2)(x)(−�)

2s−t
2 ((1 − η1)I2s−tψ)(x)| dx

≲ ‖(−�) t2 v‖Lq(Ω4)‖ψ‖Lpÿ (Ω3) .

That concludes the proof of the proposition.

We are now ready to state and prove the optimal regularity result for the weighted fractional Lamé equation

given in (4.1). The result follows fromProposition 4.1 by iterating the result on successive subdomains.We sketch

its proof below.

Theorem 4.3. Let s ∈ (0, 1), t ∈ (0, 2s) such that 2s − t < 1. Assume that for some q ∈ (1,@), (−�) t2 u ∈ Lq(ℝn) is
a distributional solution to

+
ℝn
⟨Ā(z)((−�) t2 u + cR ⊗ R(−�) t2 u)(z), (−�) 2s−t2 φ(z)⟩ dz

= +
ℝn
⟨f1(z) , (−�)

2s−t
2 φ(z)⟩ dz + +

ℝn
⟨f2(z) , φ(z)⟩ dz for all φ ∈ C@c (Ω).

Here Ā : ℝn → ℝ is a positive, measurable, and bounded from above and below, i.e.,

Λ−1 ≤ Ā(z) ≤ Λ for a.e. x ∈ ℝn .

Then for any Ωÿ ⊂⊂ Ω ⊂⊂ ℝn , p ∈ (1,@), if f1 , f2 ∈ Lq(ℝn) ∩ Lp(Ω), then (−�)
t
2 u ∈ Lp(Ωÿ) with

‖(−�) t2 u‖Lp(Ωÿ) ≲ ‖f1‖Lp(Ω) + ‖f2‖Lp(Ω) + ‖f1‖Lq(ℝn) + ‖(−�)
t
2 u‖Lq(ℝn) .

If, in addition, Ā is γ-Hölder continuous uniformly, that is,

sup
x,y∈ℝn
|Ā(x) − Ā(y)|
|x − y|γ ≤ Λ,

then for any β ∈ (0,min{γ, 2s − t} and any Ωÿ ⊂⊂ Ω ⊂⊂ ℝn ,

‖(−�)
t+β
2 u‖Lp(Ωÿ) ≲ ‖(−�)

t
2 u‖Lq(ℝn) + ‖(−�)

β
2 f1‖Lq(ℝn) + ‖f2‖Lq(Ω) .
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Proof. Suppose that p > q, and 2s − t < 1. We consider a sequence of pairs (Ωi , pi) for i = 1, 2, . . . , L such that

Ω1 = Ωÿ , p1 = p, Ωi ⊂⊂ Ωi+1 ,

and

pi+1 ∈ [q, pi] such that pi+1 >
npi

n + (2s − t)p > 1

for some L and pL+1 = q, pL = q̄, where q̄ is obtained in part (a) of Proposition 4.1. A finite L depending on

t, s, p, q exists. We then apply part (b) of Proposition 4.1 to obtain the inequality that

‖(−�) t2 u‖Lpi (Ωi) ≲
2∑
j=1
(‖fj‖Lpi (Ωi+1) + ‖fj‖Lq(ℝn)) + ‖(−�)

t
2 u‖Lpi+1 (Ωi+1) + ‖(−�)

t
2 u‖Lq(ℝn) .

We now iterate to get the desired inequality.

The second part of the theorem can be proved in exactly the same was [19, Proposion 4.2].

5 The regularity theorem: Proof of Theorem 1.1

Theorem 1.1 will be proved by an iteration argument that is explained in detail in [19]. In short, it follows the

following steps. First, we obtain a localized small incremental improvement for a solution to a globally posed

problem. Second, via a cuto� argument, extend the solution with locally improved regularity to be globally

defined and also at the same time solve a globally posed problem. This extension is accompanied by essen-

tial controlled estimates. We now iterate and get a localized small improved regularity further increasing the

regularity of the solution, and so on. The localizing estimate can be done in exactly the same way as [19, Theo-

rem 5.1]. The only component missing is the “small localized improvement” that replaces [19, Theorem 6.1]. In

the remaining,wewill only prove thismissing regularity result and refer the execution of the iterative argument

to [19].

Theorem 5.1. Fix s ∈ (0, 1), t ∈ [s, 2s), t < 1. For given α ∈ (0, 1), λ, Λ > 0, let A ∈ A(α, λ, Λ). Suppose also that
for any 2 ≤ p <@, u ∈ Hs,2(ℝn ,ℝn) ∩ H t,p(ℝn ,ℝn) ∩ H t,2(ℝn ,ℝn) with supp u ⊂ Ω ⊂⊂ ℝn is a solution to

⟨Ls
Au, φ⟩ = +

ℝn
⟨f1 , (−�)

2s−t
2 φ ⟩ dz + +

ℝn
⟨f2 , φ ⟩ dz for all φ ∈ C@c (ℝn). (5.1)

Then there exists ε̄ > 0 such that if r ∈ [p, p + ε̄) and f1 , f2 ∈ Lr(ℝn) ∩ Lp(ℝn), then

‖(−�) t2 u‖Lr(Ω) ≲
2∑
i=1
‖fi‖Lr(ℝn) + ‖fi‖Lp(ℝn) + ‖(−�)

t
2 u‖Lp(ℝn) .

In addition, if β ∈ [0, ε̄], (−�) β2 f1 ∈ Lp(ℝn), and f1 , f2 ∈ Lp(ℝn), then (−�)
t+β
2 u ∈ Lploc(ℝn) and

‖(−�)
t+β
2 u‖Lp(Ω) ≲ ‖(−�)

β
2 f1‖Lp(ℝn) + ‖f1‖Lp(ℝn) + ‖f2‖Lp(ℝn) + ‖(−�)

t
2 u‖Lp(ℝn) . (5.2)

Here, ε̄ > 0 is uniform in the following sense: ε̄ depends only on α and the number θ ∈ (0, 1) which is such that

θ < s, t, 2s − t < 1 − θ and 2 ≤ p < 1
θ
.

Proof. We proceed very similar to [19], by reformulating the system of equations to the weighted fractional

Lamé system studied in Proposition 4.1 – up to the commutators introduced in Section 3. Set

F[φ] := +
ℝn
⟨f1 , (−�)

2s−t
2 φ ⟩ dz + +

ℝn
⟨f2 , φ r⟩ dz.

Then for t ∈ [s, 2s), if u solves (5.1), then recalling the decomposition (3.7), we have up to a constant multiple

⟨L̄t,2s−tAD
u, φ⟩ = F[φ] −Ds

1(u, φ) −D
t,2s−t
2
(u, φ) for all φ ∈ Cc(ℝn;ℝn), (5.3)
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where the linear operator L̄
t,2s−t
AD

is the weighted fractional Lamé operator introduced in equation (1.4) with

AD(z) = A(z, z) is bounded from below and above by positive constants. The functionals Ds
1
and D

s1 ,s2
2

are as

defined in Section 3. We now define the two operators

T1[φ] = Ds
1(u, φ) and T2[φ] = Ds1 ,s2

2
(u, φ),

which are linear in φ ∈ C@c (ℝn). Given θ as in the theorem, we can choose ε su�ciently small so that if we take

σ = 8ε, we have
npÿ

n + σpÿ ∈ (1,@) for all p ∈ (2, 1
θ
)

and that Proposition 3.1 and Proposition 3.2 hold. Applying Proposition 3.1 with this σ and Sobolev inequalities

(see Lemma 2.1) we see that for any β ∈ [0, ε],

|T1[φ]| ≲ +
ℝn
|(−�) t2 u|(x)Iσ−ε|(−�) 2s−t−ε2 φ|(x) dx

≲ ‖(−�) t2 u‖Lp‖(−�)
2s−t−ε

2 φ‖
L

npÿ

n+(σ−ε)pÿ (ℝn)

≲ ‖(−�) t2 u‖Lp‖(−�)
2s−t−ε

2 φ‖
L

npÿ

n+(σ−β)pÿ (ℝn)
.

As a consequence, we have that for any β ∈ [0, ε]

T1 ∈ (Ḣ2s−t−β, npÿ

n+(σ−β)pÿ (ℝn))∗ .
By representation of the dual elements [19, Proposition 2.2], there exists g1β ∈ L

np
n−(σ−β)p (ℝn ,ℝn) such that

T1[φ] = +
ℝn
⟨g1β(x), (−�)

2s−t−β
2 φ(x)⟩ dx.

Similarly, applying Proposition 3.2 and repeating the above calculation for T2, for any β ∈ [0, ε], and ε < α, we
can get from the representation of dual elements that a vector field g2β ∈ L

np
n−(σ−β)p (ℝn ,ℝn) such that

T2[φ] = +
ℝn
⟨g2β(x), (−�)

2s−t−β
2 φ(x)⟩ dx.

After denoting gβ := g1β + g2β , we can now rewrite (5.3) as

⟨L̄t,2s−tAD
u, φ⟩ = +

ℝn
⟨(−�)

β
2 f1 + gβ , (−�)

2s−t−β
2 φ⟩ dx + +

ℝn
⟨f2 , φ⟩

for all β ∈ [0, ε] and φ ∈ Cc(ℝn ,ℝn).
Now if β = 0, then we may apply Theorem 4.3 to conclude that for any Ω ⊂⊂ ℝn and r ∈ [p, np

n−σp ] we have

‖(−�) t2 u‖Lr(Ω) ≲
2∑
i=1
‖fi‖Lr(ℝn) + ‖fi‖Lp(ℝn) + ‖(−�)

t
2 u‖Lp(ℝn) .

We notice that there exists an ε̄ > 0 such that np
n−σp ≥ p + ε̄ for all p ∈ [0, 2θ ].

Also, if β ∈ (0, ε), since AD is α-Hölder continuous uniformly, we may apply the second part of Theorem 4.3

to obtain (5.2).
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