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Abstract  

The phycobilisome, a light-harvesting complex that plays a key role in photosynthesis in 
cyanobacteria, generates more than 40% of the world’s oxygen. The near-unity excitation energy transfer 
efficiency from phycobilisomes to photosystems highlights its importance in understanding efficient energy 
transfer processes. Spectroscopic studies have shown that the 280-fs rapid excitonic downhill energy 
transfer within the 𝛼଼ସ − 𝛽଼ସ chromophore dimer in allophycocyanin (APC), a subunit of phycobilisomes, 
is crucial to this efficiency. However, the role of strong chromophore-protein interactions and vibrational 
relaxation requires further exploration to fully explain this efficient downhill energy transfer. A theory is 
required that adequately describes exciton dynamics in an intermediate region while also incorporating 
vibrational relaxation mediated by protein bath modes. In this work, we incorporate vibrational relaxation 
into modified Redfield theory by introducing coupling fluctuation. We holistically simulate the rapid 
excitation energy transfer process of the 𝛼଼ସ − 𝛽଼ସ chromophore dimer in APC and successfully model the 
recently observed rapid energy capture. We find that vibrational relaxation dictates excitons captured by the 
localized state of the 𝛽଼ସ  chromophore. The calculated rate shows excellent agreement with previous 
ultrafast spectroscopic experiments. Our results show that the inclusion of vibrational relaxation is essential 
for systems that utilize vibronic coupling to enhance energy transfer and capture. Consequently, vibrational 
relaxation incorporated Modified Redfield theory shows promise for accurately describing excitation 
energy transfer process in other photosynthetic systems. 
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Excitation energy transfer (EET) is utilized by photosynthetic complexes to harvest sunlight2, 3. 
Excitons travel large distances (~50 nm) in photosynthetic light harvesting antenna complexes2. 
Phycobilisomes (Figure 1) are few-MDa light-harvesting antennae in cyanobacteria. Even though they 
contain around four hundred chromophores, the overall quantum efficiency of the excitation energy transfer 
from their C-phycocyanin (CPC) rod, into their allophycocyanin (APC) core and eventually into the 
attached photosystems, is near unity4, 5. Many ultrafast spectroscopic6-12 studies have revealed energy 
transfer rates between different units of a phycobilisome, and theoretical understandings of these EET 
processes are desirable. 



 
The Förster resonance energy transfer (FRET) mechanism12, 13 can describe most of the energy 

transfer processes in phycobilisomes because the distribution of chromophores in phycobilisomes is sparse. 
However, in both CPC and APC units of phycobilisomes, a strongly coupled chromophore dimer covalently 
bonded to the α84 and β84 polypeptides, the α84-β84 chromophore dimer, is separated from each other by only 
2 nm14. At this distance, the point dipole approximation breaks down. Additionally, anisotropy transient-
grating experiments6, 7, 12 show that the α84-β84 chromophore dimers in both CPC and APC exhibit 
exceptionally fast downhill energy transfer rates of around 500 and 280 fs, respectively. The α84-β84 
chromophore dimer in APC is particularly interesting because it has a larger site energy difference (760 cm-

1) compared to the chromophore dimer in CPC, whose site energy difference is only 200 cm-1, yet it has a 
faster downhill energy transfer rate. To explain this counterintuitive trend, Womick et al.15 constructed a 
vibronic exciton model comprising the dimer system and an 818 cm-1 hydrogen-out-of-plane (HOOP) mode 
and utilized modified Redfield theory to calculate the energy transfer rate. Their results successfully showed 
that the HOOP mode resonantly enhances the energy transfer rate in the α84-β84 chromophore dimer in APC 
between two near degenerate vibronic exciton states. Nonetheless, the downhill energy transfer process 
toward the lowest energy state, the localized state of 𝛽଼ସ chromophore in the vibronic exciton model, was 
not studied. Besides the transient grating experiment, a fast growing cross-peak was also observed in the 
photon-echo experiments of Moran and Womick7. Recent single-molecule pump-probe experiments by 
Schlau-Cohen16 and coworkers demonstrated that the spectral redshift associated with exciton relaxation 
into the localized lowest-energy 𝛽଼ସ state also occurs within 200 fs. All these findings drive us to revisit the 
excitation energy transfer and the energy capture of the α84-β84 chromophore dimer in APC.  Relaxation into 
the localized 𝛽଼ସ  state can lead to a significant change in the transition dipole moment and the energy 
difference, and therefore it is more likely that the relaxation into the localized β84 state is the decayed signal 
observed in the anisotropic experiment, photon-echo experiment, and the recent single-molecule pump 
probe experiment.  

 



 
 

To fully model the downhill energy transfer process of the α84-β84 chromophore dimer in APC, it is 
necessary to incorporate the vibrational relaxation effect in a vibronic exciton model17, 18. Vibrational 
relaxation is usually ignored in excitation energy transfer simulations either because vibrational modes are 
regarded as solely bath degrees of freedom in a Frenkel exciton model or due to the harmonic approximation 
of vibrational modes. In the harmonic approximation, there is no coupling between states with different 
vibrational quanta in a vibronic exciton model. Several methods have been proposed to address this 
shortcoming. For instance, the most common way is to adopt phenomenological relaxation parameters in 
the Lindblad equation17 or quantum Langevin equation19. In addition, Bennett et al. have offered a vibronic 
Redfield theory which introduces an additional bath coupling exclusive to vibrational states of the vibronic 
model in Redfield theory20. However, a theory capable of incorporating microscopic bath effects into the 
energy transfer rate and going beyond the weak system-bath coupling regime, is still desirable. To explicate 
the effect of vibrational relaxation and study the overall energy capture dynamics of the dimer in APC, we 
introduce the vibrational relaxation in a vibronic exciton model into the modified Redfield theory21, 22 
(MRT). 

 
MRT has been applied extensively in numerous excitonic systems23-25 due to its excellent 

performance in describing exciton dynamics in the intermediate region where the system-bath coupling, 
and Coulombic coupling are of the same order of magnitude. To incorporate vibrational relaxation of a 
vibronic excitonic system into MRT, we add a coupling fluctuation term in the system-bath Hamiltonian 
for the vibrational states on the same monomer site. Without introducing the anharmonicity of a vibrational 
mode, coupling fluctuation is the only way that the bath degrees of freedom can induce vibrational 
relaxation. By benchmarking the vibrational relaxation rate to the rate of dynamic Stokes shift from the 

Figure 1: (a) Cryo-EM Structure of Synechocystis 6803 phycobilisome1 with phycocyanin 
(CPC) in blue and allophycocyanin (APC) in red. (b) Zoom-in of a single disk of APC. 
Chromophore close to the 𝛽଼ସ residue is in light red and the one close to 𝛼଼ସ is in dark red. 
(c)The spectral density of the α84-β84 chromophore dimer in APC extracted from the vibrational 
coherence signals of the broad-band pump-probe experiment of intact phycobilisomes. 
(d)Demonstration of vibronic Frenkel exciton formation of a α84-β84 chromophore dimer in 
APC. Light red states are 𝛽଼ସ site vibronic state with zero and one vibrational quantum of 818 
cm-1 HOOP mode, dark red states are 𝛼଼ସ  site vibronic state with zero and one vibrational 
quantum of HOOP mode, and brown states are Frenkel exciton states forming from the 
superposition of site vibronic states. 



photon-echo experiment7 and the rate of intramolecular vibrational redistribution from a hole-burning 
detection pump-probe experiment, our vibrational relaxation incorporated MRT successfully yields the 
rapid downhill energy transfer rate of the α84-β84 chromophore dimer in APC, and the obtained rate shows 
excellent agreement with the experimental observed rate (~ 280 fs)7, 10. Our method allows a more complete 
picture of the energy transfer dynamics of the dimer system in APC. This extended MRT can also be utilized 
to investigate the relaxation dynamics of other photosynthetic systems or light-harvesting complexes since 
utilization of protein bath modes to achieve a rapid energy transfer is ubiquitous in nature. 
 
 To investigate the effect of the 818 cm-1 HOOP mode on the excitation energy transfer dynamics 
within the α84-β84 chromophore dimer in APC, we adopted a vibronic exciton model. The Hamiltonian is: 
 𝐻 = 𝐻௦ + 𝐻௕ + 𝐻௦௕ , ሺ1ሻ 
 𝐻௦ = ෍෍(𝜖௡ + 𝑛௩ℏ𝜔ுைை௉)|𝑛;𝑛௩⟩⟨𝑛;𝑛௩| + ෍ ෍ 𝑉௡௠𝑆௡,଴௡ೡ𝑆௠,଴௠ೡ|𝑛;𝑛௩⟩⟨𝑚;𝑚௩|,௡ೡ,௠ೡ௡,௠௡ೡ௡ (2) 𝐻௕ = ෍ℏ𝜔௜ ൬𝑎௜ା𝑎௜ + 12൰௜ , (3) 𝐻௦௕ = ෍෍𝑔௡,௜ℏ𝜔௜(𝑎௜ା + 𝑎௜)|𝑛;𝑛௩⟩⟨𝑛;𝑛௩|௜௡,௡ೡ . (4) 

Hs is the system Hamiltonian, and 𝑛,𝑛௩, 𝜖௡,𝜔ுைை௉ ,𝑉௡௠  and  𝑆௡,଴௡ೡ   denote the monomer indices, the 
number of vibrational quanta of the HOOP mode, the site energy of the nth monomer, the frequency of the 
HOOP mode, the Coulombic coupling between the nth and mth monomer and the Franck-Condon factor 
between the ground vibrational state and the nv excited vibrational state of the HOOP mode on the nth 
monomer, respectively. We write the Hamiltonian in a general way. In our system, there are only two 
monomers (n=2) and we only considered up to the first vibrational excited states (nv=1) of the HOOP mode 
in our system because of the low Huang-Rhys factor of the HOOP mode. In the bath Hamiltonian Hb and 
system-bath Hamiltonian Hsb, 𝑖,𝜔௜ ,𝑎௜ା(𝑎௜) and 𝑔௡,௜ stand for the bath mode indices, the frequency of the 
ith mode, the creation(annihilation) operator of the ith mode, and the system-bath coupling strength between 
the nth monomer and the ith bath mode, respectively. Note, in the above expression, we assume the coupling 
strength is the same for HOOP vibrational states on the same monomers, i.e., 𝑔(௡,௡ഌ),௜ = 𝑔൫௡,௡ഌᇲ ൯,௜ = 𝑔௡௜. In 
a more general case, 𝑔௡௜ depends on the vibrational quantum number nv if the anharmonic effect of the 
vibrational mode is considered. However, as no pronounced anharmonic effect has been reported for this 
HOOP mode, we ignore it for simplicity and only label the system-bath coupling strength by their site 
indices.  
 



 
 
So far, the system-bath interaction only allows the bath to affect the diagonal elements of the 

Hamiltonian. With this Hamiltonian, no transition occurs between states with zero coupling, i.e., vibrational 
states on a monomer. As a result, there is no vibrational relaxation. To address this issue, we borrowed an 
idea from vibrational relaxation theory26, 27, where we introduced the off-diagonal system bath interaction 
between two vibrational states on the same monomer (n=m and 𝑛ఔ ≠ 𝑚ఔ)  Doing so adds the coupling 
fluctuation into the model. The derivation for off-diagonal system-bath coupling causing vibrational 
relaxation is in supporting information. This approach maintains the zero-coupling feature between two 
vibrational states on the same monomers and thereby keeps the excitonic structure the same while allowing 
transitions to occur. Combining this with the diagonal system-bath interaction, we obtain a general system-
bath Hamiltonian 𝐻௦௕௩௜௕ି௥௘௟௔௫ which allows the bath to promote vibrational relaxation: 
 𝐻௦௕௩௜௕ି௥௘௟௔௫ = ෍ ෍ ෍𝑔௡௡ೡ,௠௠ೡ,௜ℏ𝜔௜(𝑎௜ା + 𝑎௜)|𝑛;𝑛௩⟩⟨𝑚;𝑚௩|௜௠,௠ೡ௡,௡ೡ . (5)
 
To prevent subscripts from becoming cumbersome, we used |𝑁⟩ to represent a vibronic state |𝑛,𝑛௩⟩. In this 
general system-bath Hamiltonian, 𝑔ேெ,௜ is the system-bath coupling strength of the ith bath mode to the site 
energy of the Nth vibronic state if N=M, and the system-bath coupling strength of the ith bath mode to the 
coupling between the Nth and Mth vibronic states if 𝑁 ≠ 𝑀.  
 Incorporating this general system-bath Hamiltonian into modified Redfield theory is quite 
straightforward because the new Hamiltonian does not change the form of the rate equations, only the 
meaning of the states represented by the subscripts. Specifically, we follow the same route of deriving 
modified Redfield rate equation by treating the off-diagonal system-bath coupling in the exciton basis as a 
perturbation (See supplementary information). With the Markovian approximation and ignoring the 

Figure 2: A site basis Hamiltonian of a vibronic dimer including coupling fluctuation 𝛿𝑉 and 
the diagrammatic representation of the relaxation pathway of a vibronic dimer. We considered 
up to the first vibrational excited state for vibronic states on both 𝛼  and 𝛽  sites and the 
fluctuation of these states are governed by energy gap fluctuation 𝛿𝜖௞ for k = 𝛼, 𝛽. Relaxation 
of the vibronic dimer can be either through the Coulombic interaction (in gray) or vibrational 
relaxation (in orange). The amplitude of the Coulombic interaction is determined by coupling 𝑉ఈఉ and the Franck-Condon factor 𝑆௞,௡ഌ௠ഌ where nv and mv stand for vibrational quanta, and 
vibrational relaxation is caused by coupling fluctuation 𝛿𝑉 in block diagonals.  



coherence dynamics, the form of the resultant rate equation is identical to the rate equation of the standard 
modified Redfield theory:  

  𝑅ఈఉ = 2𝑅𝑒න 𝑑𝜏𝐹ఉ∗(𝜏)𝐴ఈ(𝜏)𝑋ఈఉ(𝜏)ஶ
଴ , (6) 𝐹ఉ(𝑡) = 𝑒ି௜൫ఢഁିଶఒഁഁഁഁ൯௧ି௚ഁഁഁഁ∗ (௧), (7) 𝐴ఈ(𝑡) = 𝑒ି௜ఢഀ௧ି௚ഀഀഀഀ(௧), (8) 𝑋ఈఉ(𝑡) = 𝑒൫௚ഀഀഁഁ(௧)ା௚ഁഁഀഀ(௧)ା௜൫ఒഀഀഁഁାఒഁഁഀഀ൯௧൯ൣ𝑔ሷఉఈఈఉ(𝑡)− ൫𝑔ሶఉఈఈఈ(𝑡) − 𝑔ሶఉఈఉఉ(𝑡) − 2𝑖𝜆ఉఈఉఉ൯ × ൫𝑔ሶఈఉఈఈ(𝑡) − 𝑔ሶఈఉఉఉ(𝑡) − 2𝑖𝜆ఈఉఉఉ൯൧.      (9) 

 
However, the bath-related quantities are now in a more general form. Greek letters are the state indices in 
the eigenbasis, and 𝑅ఈఉ stands for the energy transfer rate from the excitonic state 𝛽 to the excitonic state 𝛼. In the above equation, we used the eigenbasis lineshape function 𝑔ఈఉఊఋ(𝑡) and eigenbasis reorganization 
energy 𝜆ఈఉఊఋ. These two quantities can be calculated from the transformation by using 𝐶ேఈ = ⟨𝑁|𝛼⟩:  𝑔ఈఉఊఋ(𝑡) = ෍ 𝐶ேఈ𝐶ெఉ𝐶ேᇲఊ 𝐶ெᇲఋ 𝑔ேெ,ேᇲெᇲ(𝑡)ேெேᇲெᇲ , (10) 𝜆ఈఉఊఋ = ෍ 𝐶ேఈ𝐶ெఉ𝐶ேᇲఊ 𝐶ெᇲఋ 𝜆ேெ,ேᇲெᇲேெேᇲெᇲ (11) 

with the lineshape function and reorganization energy in the site basis:  
 𝑔ேெ,ேᇲெᇲ(𝑡) = න 𝑑𝜔 𝐽ேெ,ேᇲெᇲ(𝜔)𝜔ଶஶ

଴ ൜coth ൬ 𝜔2𝑘஻𝑇൰ [1 − cos𝜔𝑡] + 𝑖[sin𝜔𝑡 − 𝜔𝑡]ൠ , (12) 𝜆ேெ,ேᇲெᇲ = න 𝑑𝜔 𝐽ேெ,ேᇲெᇲ(𝜔)𝜔ஶ
଴ . (13) 

 
Reorganization energy is related to the system-bath coupling strength, and the lineshape function 
describes how correlations between different site energy or couplings affect relaxation dynamics. To 
describe the continuous nature of the bath mode distribution, we have used a generalized spectral density  
 𝐽ேெ,ேᇲெᇲ(𝜔) = ෍𝑔ேெ,௜ 𝑔ேᇲெᇲ,௜Λேெ,ேᇲெᇲ,௜  𝜔௜௜ 𝛿(𝜔௜ − 𝜔), (14) 

 
where Λேெ,ேᇲெᇲ,,௜ is a scaling parameter. A generalized spectral density can delineate correlations between 
site energy fluctuation, coupling fluctuation, and cross-correlations between them. For example, when 𝑁 =𝑀  and 𝑁ᇱ = 𝑀ᇱ , it reduces to 𝐽ேே,ேᇲேᇲ(𝜔) . It is a spectral density of site energy fluctuation on the Nth 
vibronic state, 𝐽ேே(𝜔) , when 𝑁 = 𝑁ᇱ  and it is a spectral density of a cross-correlation between energy 
fluctuation on the Nth and Mth vibronic state, 𝐽ேெ(𝜔), when 𝑁 ≠ 𝑀. Particularly, 𝐽ேெ,ெே(𝜔), a spectral 
density of coupling fluctuation between the Nth vibronic state and Mth vibronic state leads to vibrational 
relaxation in our extended modified Redfield theory if they refer to different vibrational states on the same 
monomer (e.g., |𝑁⟩ = |𝑛,𝑛௩⟩  and |𝑀⟩ = |𝑛,𝑛௩ᇱ ⟩  where 𝑛௩ ≠ 𝑛௩ᇱ ) . To see why off-diagonal elements of 
system bath couplings lead to coupling fluctuation clearly, we express the lineshape function 𝑔ேெ,ெே(𝑡), a 
function of 𝐽ேெ,ெே(𝜔) from Eq. 12, in an alternative form 
 𝑔ேெ,ெே(𝑡) = 1ℏଶ න 𝑑𝜏න 𝑑𝜏ᇱൻ𝐻௦௕ேெ(𝜏)𝐻௦௕ெே(𝜏ᇱ)ൿ஻ఛ

଴ = 1ℏଶ න 𝑑𝜏න 𝑑𝜏ᇱ ർ𝐻௦௕ேெ(𝜏)𝐻ற௦௕ேெ(𝜏ᇱ)඀஻ ,ఛ
଴

௧
଴

௧
଴ (15) 

 



here ർ𝐻௦௕ேெ(𝜏)𝐻ற௦௕ேெ(𝜏ᇱ)඀஻ is an autocorrelation function of fluctuation coupling between the Nth vibronic 

state and Mth vibronic state.  
 Though 𝐽ேெ,ேᇲெᇲ,(𝜔)  is capable of describing all kinds of system-bath interactions, we did not 
include all of them in our simulation. We make only  𝐽ேே,ேே(𝜔) = ෍𝑔ேே,௜ଶ௜ 𝜔௜ଶ𝛿(𝜔௜ − 𝜔), (16) 𝐽ேெ,ெே(𝜔) = ෍𝑔ேெ,௜𝑔ெே,௜Λேெ,ெே,௜𝜔௜ଶ𝛿(𝜔௜ − 𝜔)௜ (17) 𝐽ேே,ெெ(𝜔) = ෍𝑔ேே,௜𝑔ெெ,௜Λேே,ெெ,௜𝜔௜ଶ𝛿(𝜔௜ − 𝜔)௜ , (18) 

nonzero and set their scaling parameters to be unity. 𝐽ேே,ேே(𝜔)  is the spectral density of site energy 
fluctuation, and we applied it to all states.  𝐽ேெ,ெே(𝜔) is the spectral density of coupling fluctuation, and 
to focus on the effect of vibrational relaxation toward the energy transfer dynamics in a vibronic system, 
we only consider the coupling fluctuation between different vibrational states on the same monomer (e.g., 𝑛 = 𝑚 but 𝑛௩ ≠ 𝑚௩), and ignore the coupling fluctuation between states on different monomers (e.g., 𝑛 ≠𝑚), i.e., the excitonic coupling fluctuation. 𝐽ேே,ெெ(𝜔) is the spectral density of the correlation between 
energy fluctuation of two different vibronic states, and we used it to make different vibrational states on the 
same monomer become correlated states (Λேே,ெெ,௜ = 1) since energy gap fluctuation of an electronic state 
is usually larger than energy gap fluctuation of a vibrational state. Consequently, vibrational states 
experience identical bath motions, and they have a fixed energy gap. With these spectral densities, 𝐽ேெ,ெே(𝜔)  induces coupling fluctuation to allow transitions between vibrational states, even when ൻ𝑉௡,௡ೡ;௠ୀ௡,௠ೡஷ௡ೡൿ = 0, and this is the vibrational relaxation. A graphical demonstration of our idea is shown 
in Figure 2. The inclusion of the other terms from the above generalized spectral density, e.g., correlation 
between energy fluctuation and coupling fluctuation 𝐽ேே,ேெ(𝜔) , could also impact excitation energy 
transfer dynamics28, 29, but inclusion of these more sophisticated system-bath interactions requires more 
experimental or simulated inputs to justify their usages and such discussion is beyond the scope of this 
work.  
 In our simulation, different spectral densities were used for energy gap fluctuation and coupling 
fluctuation between vibrational states on the same monomer. For brevity, we will use 𝐽௘௟௘(𝜔) and 𝐽௩௜௕(𝜔) 
to denote these two spectral densities, respectively. To accurately capture the protein-chromophore 
interaction of dimers in APC, we adopted a detailed-structural spectral density for site energy gap 
fluctuation. It has a general form of 
  𝐽ெ஻ை(𝜔) = ෍ 𝑝௞𝜔[(𝜔 − 𝛺௞)ଶ + 𝛤௞ଶ][(𝜔 + 𝛺௞)ଶ + 𝛤௞ଶ]௞ , (19) 

 
which was originally proposed by Meier and Tanner30, 31, and it is hereafter called the multimode Brownian 
oscillator (MBO) spectral density hereinafter. 𝑝௞ , Ω௞  and Γ௞  are arbitrary parameters, and they are 
determined by fitting the vibrational coherence signals from the broad-band pump-probe experiment of 
intact phycobilisomes. Details of the broad-band pump-probe experiment and the following processing and 
fitting have been reported in previous work (cite CPC manuscript). To obtain the spectral density that best 
represents the protein environment of dimers in APC, the vibrational coherence signals at the emission 
wavelength of 655 nm is selected, which is the absorption maximum of APC. The resultant spectral density 
is plotted in Figure 1c. In addition, since the HOOP mode is already in the system Hamiltonian, it was 
removed from the 𝐽ெ஻ை(𝜔) to avoid double counting. We note that when we refer to the total reorganization 
energy of the MBO spectral density 𝜆ெ஻ை, it will still contain the reorganization energy of the HOOP mode 
for clarity although it is not really included in the system-bath Hamiltonian. Additionally, to compensate 



for the extreme low-frequency mode that could not be observed in the broad-band pump-probe experiment, 
we employed an overdamped (OD) spectral density 
 𝐽ை஽(𝜔) = 2𝜆ை஽𝜋 𝜔Λ𝜔ଶ + 𝛬ଶ . (20) 

 
We set the 𝜆ை஽ to be 10 cm-1 and Λ to be 283 fs-115. The inclusion of OD spectral density is again to help us 
achieve a more realistic protein environment in APC, and it does not significantly alter our conclusion. The 
resultant spectral density of site energy fluctuation is  
 𝐽௘௟௘(𝜔) = 𝐽ெ஻ை(𝜔) + 𝐽ை஽(𝜔) (21) 
 
 
On the other hand, we utilized an Ohmic spectral density for the spectral density of coupling fluctuation 
 𝐽௩௜௕(𝜔) = 𝜆௩௜௕ 𝜔𝜔௖ 𝑒ିఠఠ೎ , (22) 

 
where 𝜔௖ is a cut-off frequency, and 𝜆௩௜௕ is the reorganization energy of a coupling element. When the bath 
of electronic degrees of freedom is described by the multimode Brownian oscillator, the thermal bath of a 
vibrational mode can be delineated by an Ohmic spectral density, as shown by Bennett et al.20 and Garg et 
al.32 The vibrational relaxation time constant is reported to be 120 fs from a hole-burning detection pump-
probe by Beck and coworkers11. Therefore, parameters of 𝐽௩௜௕(𝜔)  are determined by simulating a pure 
vibrational relaxation process to yield this 120-fs experimental relaxation time constant. The details of 
parameters determination are in supporting information. Throughout this study, we assume an identical and 
independent bath for all states except for those vibrational states on the same monomer which have a 
correlated bath.  
 
 
 
Model parameters 
 Here, we describe the system parameters used in the simulations. The dipole-dipole coupling 
between two monomers, 𝑉ఈఉ, is -160 cm-1 in our simulations as reported by Beck and coworkers9. The site 
energy difference of the α84-β84 chromophore dimer in APC has been reported to range from 750 to 800 cm-

1 by multiple studies9, 33. To understand the role of the HOOP mode in enhancing energy transfer, we 
calculated the excitation energy transfer rate across a wide range of site energies. We also varied the 
reorganization energy of 𝐽ெ஻ை(𝜔) to observe the impact of bath coupling on EET dynamics. The Franck-
Condon factor of the HOOP modes is calculated using the Huang-Rhys factor, defined as:  
 𝑠 = 𝑠ுைை௉ = 𝜆ுைை௉ℏ𝜔ுைை௉ . (23) 

 
Subsequently, the corresponding Franck-Condon factor is determined as: 
 𝑆ఈ,଴௡ೡ = ඨ𝑒ି௦ 𝑠௡ೡ𝑛௩! . (24) 

 
Given that the frequency of the HOOP mode (818 cm-1) is more than four times the room temperature 
thermal energy (200 cm-1), considering up to 𝑛௩ = 1 vibrational states will be adequate to capture realistic 



dynamics. The Franck-Condon factors are normalized to satisfy ∑ 𝑆଴௡ೡଶ = 1௡ೡ . Additionally, while varying 
the reorganization energy of 𝐽ெ஻ை(𝜔), the Huang-Rhys changes. The 𝜆ுைை௉ is given by 𝜆ெ஻ை𝜂, where 𝜂 
represents the ratio of the HOOP mode reorganization energy to the total reorganization energy of MBO 
spectral density, and 𝜂 is set at 0.050 in this study.  
 

  
 
 

Figure 3: States of the α84-β84 chromophore dimer in the site basis with different site energies 
and 2D maps of modified Redfield rates as a function of the site energy gap and reorganization 
energy of the MBO spectral density. (a) Site basis states of chromophore dimer under the small 
energy gap (𝜖ఈ − 𝜖ఉ ൏ ℏ𝜔ுைை௉), near resonant (𝜖ఈ − 𝜖ఉ ≈ ℏ𝜔ுைை௉) and the large energy gap 
condition (𝜖ఈ − 𝜖ఉ ൐ ℏ𝜔ுைை௉) . (b)-(d) Plots of downhill modified Redfield rates of |𝑒ଶ⟩  to |𝑒ଵ⟩, |𝑒ଷ⟩ to |𝑒ଵ⟩ and |𝑒ଷ⟩ to |𝑒ଶ⟩ transitions under different site energy gaps and reorganization 
energy of energy gap fluctuation without vibrational relaxation. (e)-(g) Plots of modified 
Redfield rates of |𝑒ଶ⟩  to |𝑒ଵ⟩ , |𝑒ଷ⟩  to |𝑒ଵ⟩  and |𝑒ଷ⟩  to |𝑒ଶ⟩  transitions including vibrational 
relaxation. All plots share the same color bar scheme. 



Dynamics from Modified Redfield rate calculations without vibrational relaxation 
 To understand the role of vibrational relaxation in speeding up the excitation energy transfer in the 
α84-β84 chromophore dimer, we first calculated the energy transfer rates between different eigenstates 
without incorporating vibrational relaxation. Figure 3b-d show 2D maps of the calculated rates as a 
function of site energy gap and reorganization energy in the absence of vibrational relaxation. The results 
are consistent with Moran and Womick’s15 results, despite using different Huang-Rhys factors and utilizing 
detailed-structure protein bath modes. To aid interpretation, the site basis energy states are depicted in 
Figure 3a, corresponding to the small site energy gap (𝜖ఈ − 𝜖ఉ < ℏ𝜔ுைை௉), the near resonant energy gap 
(𝜖ఈ − 𝜖ఉ ≈ ℏ𝜔ுைை௉ ) and the large site energy gap (𝜖ఈ − 𝜖ఉ > ℏ𝜔ுைை௉ )  conditions from left to right. 
When the site energy gap is small, the lowest two eigenstates, |𝑒ଵ⟩ and |𝑒ଶ⟩, mainly comprise states |𝛽଼ସ, 0⟩ 
and |𝛼଼ସ, 0⟩. We only observed a pronounced energy transfer rate from|𝑒ଶ⟩ to |𝑒ଵ⟩, i.e., 𝑅ଵଶ in Figure 3b. 
This observation is explained by the low Huang-Rhys factor of the HOOP mode which makes only |𝛽଼ସ, 0⟩ 
and |𝛼଼ସ, 0⟩  appreciably coupled. In the large site energy gap condition, we found significant energy 
transfer from |𝑒ଷ⟩ to |𝑒ଵ⟩, i.e., 𝑅ଵଷ in Figure 3c. It is worth noting that |𝑒ଷ⟩ has most |𝛼଼ସ, 0⟩ state feature 
in this condition. This observation implies the same physical picture as in the small energy gap condition, 
where the energy transfer from |𝛼଼ସ, 0⟩ to |𝛽଼ସ, 0⟩ dominates. Although |𝛼଼ସ, 0⟩ and |𝛽଼ସ, 1⟩ are close in 
energy, no noticeable 𝑅ଶଷ appears in Figure 3d because of the drastically low coupling between these two 
states in comparison to the coupling between |𝛼଼ସ, 0⟩ and |𝛽଼ସ, 0⟩ . For example, 𝑉ఈఴర,଴;ఉఴర,଴ =𝑉ఈఴరఉఴర𝑆ఈఴర,଴଴𝑆ఉఴర,଴଴ is -157.1 cm-1 and 𝑉ఉఴర,ଵ;ఈఴర,଴ is -21 cm-1 given 𝑠ுைை௉ is 0.018 while 𝜆ெ஻ை is 300 cm-

1.  
 In the near-resonant condition, the site energy gap is close to the frequency of the HOOP mode, 
therefore |𝛼଼ସ, 0⟩ and |𝛽଼ସ, 1⟩ states are strongly mixed and form excitonic eigenstates |𝑒ଶ⟩ and |𝑒ଷ⟩.  In 
Figure 3d, an intense and narrow resonant peak emerges at the site energy gap of 790 cm-1, representing a 
rapid energy transfer driven by the resonance between the |𝛼଼ସ, 0⟩ and |𝛽଼ସ, 1⟩ states. Additionally, the 790 
cm-1 site energy gap correlates well with the reported site energy gap of the α84-β84 chromophore dimer in 
APC7, indicating the significant role of the HOOP mode in the energy transfer of the dimer system. We 
notice that this resonant peak does not appear at the exact frequency of the HOOP mode, 818 cm-1, mainly 
due to the non-zero couplings between |𝛼଼ସ, 1⟩ and |𝛽଼ସ, 1⟩  and between |𝛼଼ସ, 0⟩ and |𝛽଼ସ, 0⟩ . The 
presence of these couplings pushes |𝑒ଶ⟩ and |𝑒ଷ⟩ away from each other in energy when 𝜖ఈ − 𝜖ఉ = ℏ𝜔ுைை௉, 
and therefore, the actual resonant condition, i.e., the site energy gap leading to the lowest excitonic energy 
gap between |𝑒ଶ⟩ and |𝑒ଷ⟩, occurs when the site energy gap has a slightly lower value than the frequency 
of HOOP mode in a vibronic exciton model.  
  These simulation results hint that the HOOP mode resonantly enhances the energy transfer rate 
between α84-β84 chromophore dimers. However, this model does not explain rapid energy capture by the |𝛽଼ସ, 0⟩ state. In other words, the model does not successfully describe the overall downhill energy transfer 
process recently observed by Schlau-Cohen and coworkers with narrowband single-molecule pump-probe 
spectroscopy16. While rapid energy transfer from |𝑒ଷ⟩  to |𝑒ଶ⟩  is observed, the results predict no rapid 
relaxation into lowest energy state, i.e., |𝑒ଵ⟩. The calculation based on the site energy gap of 790 cm-1 and 
the reorganization energy of 300 cm-1 yields 𝑅ଶଷ = 10.45 ps-1 (𝜏ଶଷ= 96 fs), 𝑅ଵଷ = 0.742 ps-1 (𝜏ଵଷ = 1347 
fs) and 𝑅ଵଶ = 0.682 ps-1 (𝜏ଵଶ = 1466 fs). Despite the large 𝑅ଶଷ, low 𝑅ଵଷ and 𝑅ଵଶ impede relaxation into |𝑒ଵ⟩.  While obtaining the rate in site basis is not feasible due to the absence of coherence elements in 
modified Redfield theory, we could still investigate these rates by a simple analysis: when |𝑒ଶ⟩ and |𝑒ଷ⟩ 
have the minimal excitonic energy gap, the composition ratio of |𝛼଼ସ, 0⟩ and |𝛽଼ସ, 1⟩  in these two 
eigenstates will be equal, with different or the same sign depending on the antibonding or bonding like 
features of eigenstates. Consequently, a rapid population transfer from |𝑒ଷ⟩  to |𝑒ଶ⟩  does not necessarily 
imply the rapid site population transfer from the chromophore around 𝛼଼ସ  to the one around 𝛽଼ସ . 
Furthermore, considering that the transition dipole moment between the ground electronic state and |𝛼଼ସ, 0⟩ 
is much larger than the transition dipole moment between the ground electronic state and |𝛽଼ସ, 1⟩, due to 
the small Huang-Rhys factor of the HOOP mode, the photoexcitation in an ultrafast spectroscopic 
experiment will lead to the nearly same initial population in |𝑒ଶ⟩ and |𝑒ଷ⟩. When combined with the fact 



that the reverse population transfer from state |𝑒ଶ⟩ to |𝑒ଷ⟩ is also fast given the small energy gap between 
two near resonant states, no significant net population transfer occurs even with a large 𝑅ଶଷ.  
 To summarize, incorporating the HOOP mode into a vibronic exciton model successfully 
demonstrates the rapid energy transfer rate from |𝑒ଷ⟩  to |𝑒ଶ⟩ , as also shown by Womick and Moran15. 
Recently, Schlau-Cohen and coworkers16 demonstrated however, that transfer of the exciton explicitly to 
spectrally redshifted |𝑒ଵ⟩ state is also rapid. These signatures were observed in the experiments of Beck and 
coworkers. Schlau-Cohen and coworkers also demonstrated that transfer and relaxation operate 
simultaneously to enable rapid energy capture by the lowest energy state. To incorporate this aspect of the 
dynamics into the model, vibrational relaxation will have to be included in the dynamics. In this model, 
vibrational relaxation can be added to occur from |𝛽଼ସ, 1⟩  to |𝛽଼ସ, 0⟩ , a process essential for the rapid 
relaxation from |𝑒ଶ⟩ to |𝑒ଵ⟩. Given that |𝑒ଵ⟩ is a localized state of the chromophore around 𝛽଼ସ under the 
near-resonant condition, incorporating such vibrational relaxation into the modified Redfield rate 
calculations would offer a more comprehensive physical depiction and provide better insights into recent 
experimental outcomes. 
 
Dynamics after incorporating vibrational relaxation into modified Redfield rate 
 We next calculated the energy transfer rates after incorporating vibrational relaxation into modified 
Redfield theory as described previously. The spectral density parameters to calculate dynamic fluctuation 
in coupling are 𝜆௩௜௕ = 300 𝑐𝑚ିଵ  and 𝜔௖ = 200 𝑐𝑚ିଵ . In practice, since there is no simple analytical 
solution for the lineshape function of an Ohmic spectral density, we once again utilized the multimode 
Brownian oscillator spectral density proposed by Meier and Tannor30, 31to numerically calculate the 
lineshape function of coupling fluctuation. For these coupling fluctuation parameters, a single Brownian 
oscillator spectral density with 𝑝  = 4.31× 1010(cm-1)4, Ω = 100  cm-1 and Γ = 320  cm-1 was used. These 
parameters resulted in a vibrational relaxation time constant of 117 fs, which aligns well with the relaxation 
time obtained from the hole-burning detection pump-probe experiment11 (120 fs). Details of parameters 
determination are presented in supporting information. The calculated rates are plotted in Figure 3e-g. We 
observe that Figure 3e-g are not distinct from Figure 3b-d, where the transitions are solely due to 
Coulombic interactions, as well as new features arising from transitions caused by vibrational relaxation. 
To systematically analyze the vibrational relaxation induced transition, we once again categorized the 
electronic structure into three different scenarios. We will discuss each case in detail.  
 When the site energy gap is small, vibrational relaxation results in new pronounced transitions from |𝑒ଷ⟩ to |𝑒ଶ⟩ and from |𝑒ଷ⟩ to |𝑒ଵ⟩, as depicted in Figure 3f and Figure 3g. The impact of reorganization 
energy on energy transfer rates is non-monotonic. The rates increase with larger reorganization energy in 
the regime of small site energy gaps but begins to decrease as the energy gap approaches around 400 cm-1. 
It is important to note reorganization energy mentioned here pertains to site energy fluctuation, as the 
reorganization energy of coupling fluctuation remains constant. This trend could be explained by 
considering that when the site energy is small, the energy difference between |𝑒ଷ⟩ and |𝑒ଶ⟩ is large, making 
it difficult for these states to access bath modes that provide strong coupling fluctuation. However, energy 
gap fluctuation can bridge this large energy difference, causing 𝑅ଶଷ to increase with larger reorganization 
energy. On the other hand, as the site energy gap becomes larger, the energy difference between |𝑒ଷ⟩ and |𝑒ଶ⟩ decreases and energy gap fluctuation hinders the access of |𝑒ଷ⟩ and |𝑒ଶ⟩ to bath modes offering strong 
coupling fluctuation. Additionally, in the large energy gap condition, a new transition occurs in 𝑅ଵଶ, and 
the rate is independent of the reorganization energy. This is due to the fact that |𝑒ଶ⟩ has high percentage of |𝛽଼ସ, 1⟩  character (e.g., 96.7% at the site energy gap of 900 cm-1), which results in |𝑒ଶ⟩  access to the 
vibrational relaxation pathway from |𝛽଼ସ, 1⟩ to |𝛽଼ସ, 0⟩ in the site basis. 𝑅ଵଷ in large energy gap regime also 
changes because |𝑒ଷ⟩ has a small amount of the |𝛽଼ସ, 1⟩ component (e.g., 3.3% at the site energy gap of 900 
cm-1), leading to a combined effect of the Coulombic interaction and vibrational relaxation, where the 
Coulombic interaction remains dominant.  
 Lastly, we examine EET at the resonant condition. Once again, we find an enhanced, rapid energy 
transfer rate in 𝑅ଶଷ at the site energy gap of 790 cm-1. This enhanced peak does not differ from the peak in 



Figure 3d since the Coulombic interaction remains dominant in the energy transfer process. Nonetheless 
we now clearly observe appreciably faster 𝑅ଵଶ and 𝑅ଵଷ energy transfer rates due to the incorporation of 
vibrational relaxation into the modified Redfield calculation. For example, at the point (Δ𝐸, 𝜆௘௟௘) = (790, 
300) cm-1, 𝜏ଵଶ is 357 fs and 𝜏ଵଷ is 386 fs; these values are 3-4 times shorter than time constants obtained 
without the inclusion of vibrational relaxation. The fast energy transfer rates from |𝑒ଷ⟩ into |𝑒ଵ⟩ and |𝑒ଶ⟩ 
into |𝑒ଵ⟩ imply rapid energy localization on |𝛽, 0⟩ state, which completes the energy transfer process from 
the 𝛼଼ସ  chromophore to the 𝛽଼ସ  chromophore in allophycocyanin. This result clearly demonstrates the 
essential role of vibrational relaxation to describe a complete energy transfer process in a vibronic exciton 
model. Without the vibrational relaxation, we can only see the rapid energy transfer between |𝑒ଷ⟩ and |𝑒ଶ⟩ 
as shown in Figure 3d, but no pronounced energy capture by the lowest energy excitonic state occurs. While 
vibrational enhancement of the excitation energy transfer rate is common in the photosynthetic systems or 
light-harvesting antenna2, the inclusion of vibrational relaxation into a simulation is essential for a holistic 
view of energy transfer dynamics. 

So far, our calculation is performed using the MRT with inclusion of vibrational relaxation. 
However, as mentioned above, MRT ignores the coherence elements of a density matrix, so it is impossible 
to obtain the site basis information. Still, looking into the dynamics in site basis is desirable since it makes 
the energy transfer more intuitive. Therefore, to go beyond this limit, and to have a more in-depth analysis, 
we performed a quantum dynamics simulation of the system with Δ𝐸௦௜௧௘ of 790 cm-1 and 𝜆௘௟௘ of 300 cm-1 
using coherent modified Redfield theory (CMRT) developed by the Cheng group34, 35. CMRT is an 
extension of modified Redfield theory which includes the time evolution of coherence, enabling direct 
examination of site basis population transfer through the unitary transformation. While there are other 
means to delineate the EET dynamics including coherence evolution, such as the polaron transformation 
approaches (e.g., Coherent resonant energy transfer36), our idea of incorporating the vibrational relaxation 
effect by introducing coupling fluctuation can be seamlessly integrated into CMRT. The resultant rate 
equations once again retain their original forms (derivation is shown in supporting information). Therefore, 
we can now compare the dynamics propagated by CMRT with and without the vibrational relaxation to 
further reveal the necessity for incorporating vibrational relaxation in modeling excitation energy transfer 
of α84-β84 chromophore dimers in APC.  
 



 
Figure 4: Population dynamics given by coherent modified Redfield theory (CMRT) with and 
without the inclusion of vibrational relaxation. The initial condition was set at complete occupation 
of the 𝛼଼ସ site, and the simulation time goes from 0 to 2000 fs with 1 fs time step. (a) and (b) are 
the population dynamics in exciton basis and site basis, respectively, without the vibrational 
relaxation. We fit the growth of |𝑒ଵ⟩ population with a function 𝑃௘భ(𝑡) = 𝐴 − 𝐵𝑒ି௧/ఛ೒ೝ೚ೢ to extract 
the population growth and it yields a rise time of 1369 fs. (c) and (d) are the population dynamics 
in exciton basis and site basis respectively with the vibrational relaxation. A fitting with function 𝑃௘భ(𝑡) = 𝐴 − 𝐵𝑒ି௧/ఛ೒ೝ೚ೢ,భ, − 𝐶𝑒ି௧/ఛ೒ೝ೚ೢ,మ yields the rise time of 92 and 385 fs.  
 

To explore the role of the vibrational relaxation process, an artificial initial condition was used 
where only the 𝛼଼ସ site is initially populated. The simulation results are plotted in Figure 4. The top two 
figures illustrate the population dynamics in excitonic and site bases without vibrational relaxation. 
Although the population transfer from |𝛼, 0⟩  to |𝛽, 1⟩  occurs within the first 100 fs, the energy transfer 
towards |𝛽, 0⟩ proceeds slowly with a time constant of 1369 fs. This is attributed to the absence of any 
transfer mechanisms apart from the Coulomb interaction between |𝛽, 0⟩  and |𝛼, 0⟩ . Upon considering 
vibrational relaxation, we observe both the rapid population transfer from |𝛼, 0⟩  to |𝛽, 1⟩  and the swift 
relaxation towards |𝛽, 0⟩ as shown in Figure 4d. A biexponential fitting of the dynamics of 𝑃ఉ,଴ in Figure 
4d yields the time constants of 𝜏 = 92 and 385 fs, and a single exponential fitting (Figure S2) gives 𝜏 = 
303 fs, which aligns well with the time constants obtained from the anisotropic experiment7 (280 fs), photo-
echo experiment10 (220 fs), and the recent single-molecule pump-probe experiments by Schlau-Cohen and 
coworkers16 (140 fs). Additionally, in attempt to give an insight into the bifurcation of energy transfer time 
constants in APC observed in the single-molecule pump-probe experiment, we perform a simulation 



combining the utilization of a broad and biased site energy gap distribution to mimic the large heterogeneity 
of the APC protein environment and our model. Our results indicate the bifurcation of energy transfer time 
constants may stem from the tuning or detuning of the site energy gap between two monomers from 
resonating with the HOOP mode by the large heterogeneity of protein. More details and discussion of the 
simulation are in supporting information. With this more direct observation of energy transfer in both site 
and eigenbasis and the capability of looking into the origin of time constant bifurcation in the single-
molecule pump-probe experiment, we again show that vibrational relaxation in a vibronic exciton model is 
imperative for a comprehensive understanding of the excitation energy transfer in allophycocyanin.  

 
 

 In this work, we incorporate vibrational relaxation in a vibronic exciton model into modified 
Redfield theory to describe the energy transfer process between strongly coupled 𝛼଼ସ and 𝛽଼ସ chromophore 
dimers in allophycocyanin. Our approach accurately models a rapid population transfer within two near-
degenerate vibronic states and the relaxation into the localized low-energy state. Our results show that the 
818 cm-1 hydrogen-out-of-plane mode not only resonantly enhances the transition between nearly resonant 
states |𝛼, 0⟩  and |𝛽, 1⟩ , but also offers an excitation on the |𝛼, 0⟩  state rapid access to the vibrational 
relaxation mechanism of the 𝛽଼ସ chromophore. Access to this vibrational relaxation pathway in our model 
makes the energy capture rate fast and efficient, as is observed experimentally (280 fs). In particular, our 
formalism represents transport in both space and energy; that is, energy moves from the 𝛼଼ସ chromophore 
to 𝛽଼ସ not merely as a consequence of coherent oscillation but the excitation actually localizes to the lower 
energy |𝛽଼ସ, 0⟩ state giving a better correspondence with previous energy transfer rates observed in ultrafast 
spectroscopy and microscopy experiments. In our model, dynamics is initiated by vibronic coherence which 
provides rapid motions or the delocalization between near-resonant coupled states. At the same time, the 
actual relaxation, capture, and localization occur due to vibrational relaxation on the acceptor chromophore.  
 MRT with vibrational relaxation could be easily applied to systems with vibrational-assisted energy 
transfer processes. For instance, Policht et. al.17 recently discovered the vibronic structure in the bacterial 
reaction center and observed a vibronically coherent transfer in two-dimensional electronic spectroscopy 
experiments. Similarly, investigations on LHCII37 also revealed vibration-assisted energy transfer. Our 
method also has the potential to be applied to other light-harvesting complexes2, conjugated donor-acceptor 
materials38, 39 and polaritonic systems40. As the interplay between electronic states and vibrational modes 
continues to be revealed by ultrafast spectroscopic studies, new approaches to modeling energy transfer and 
capture mechanisms will be required. We herein demonstrate the importance of introducing vibrational 
relaxation in a vibronic exciton model and how it accurately captures the excitation energy transfer process 
as well as the energy localization.  
 While in this study we only include vibrational relaxation in MRT and its extension, CMRT, our 
approach also shows the generality and feasibility of introducing vibrational relaxation into vibronic exciton 
dynamics in other existing theoretical frameworks. For example, it is possible, though challenging, to 
integrate coupling fluctuation into quantum dynamics simulation methods using polaron-transformation, 
e.g., coherent resonant energy transfer (CRET) method and its derivatives. These extensions could describe 
vibrational relaxation and dynamic localization in an EET process simultaneously, where the dynamical 
localization has been shown to be a significant process in EET of photosynthetic systems41.  
Supporting Information 
 
1 file: Method derivation, details of parameters determination, simulation details, comparison to other 
experiments.  
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