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UNIFORM REGULARITY FOR DEGENERATE ELLIPTIC EQUATIONS
IN PERFORATED DOMAINS

ZHONGWEI SHEN AND JINPING ZHUGE

ABSTRACT. This paper is concerned with a class of degenerate elliptic equations with rapidly
oscillating coefficients in periodically perforated domains, which arises in the study of spec-
trum problems for uniformly elliptic equations in perforated domains. We establish a quan-
titative convergence rate and obtain the uniform weighted Lipschitz and W'? estimates.

1. INTRODUCTION

In this paper we consider a class of degenerate elliptic operators with rapidly oscillating
coefficients,

L. = —div(¢3(x)A:(2) V), (1.1)

in a periodically perforated domain €2, where ¢.(x) = ¢(z/¢) is a periodic scalar function that
vanishes on the boundaries of holes and A.(x) = A(z/e) a periodic matrix-valued function.
The parameter £ > 0 is assumed to be small. The operator L. arises in the study of the
asymptotic expansions of the spectrum for the uniformly elliptic operator —div(A.(z)V) in
perforated domains; see [15] and [11, Chapter III].

To describe Q, let Y = (—1/2,1/2)¢ be a unit cell in R? and {r; : i = 1,2,...,m} a finite
number of mutually disjoint open sets (holes) in Y with smooth and connected boundaries.
We assume that dist(7;,0Y") > ¢ and dist(7;, 7;) > ¢o for ¢ # j, where ¢ > 0. Let

m
T:Uﬁ- and T = Uz—:(z—l—T).
i=1 zeZd

For a bounded domain © in R% and 0 < £ < 1, we define

Q. =\T. =\ | e(z+7).
2€7Z48

Throughout the paper we shall assume that
dist (092, 0T;) > ¢ (1.2)

for some ¢y > 0. As a result, 99, = 0QUT., where I'c = QN IT. and dist(0Q, ;) > ¢y. The
restrictive geometric assumption (1.2) is essential for the uniform regularity near the boundary
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0f). The typical examples in applications satisfying this assumption include rectangular
domains with sides parallel to the coordinate planes.

Next, we describe the conditions on ¢ and A. Throughout the paper, we assume that
¢ = ¢(y) and A = A(y) are Y-periodic, and that the matrix A = A(y) = (a;;(y))axd is
symmetric, Holder continuous, and uniformly elliptic, i.e.,

(A,€) > pl¢*  for any € € RY, (1.3)
for some p > 0. We assume that ¢(z) degenerates as a distance function from the holes, i.e.,
o(y) =~ dist(y,T) foryey, (1.4)

where the notation a = b indicates that a is comparable to b in the sense that ¢b < a < Cb for
some universal constants ¢, C' > 0. It is worth noting that ¢? fails to be a Muckenhoupt As
weight. We refer the reader to [7, 16, 14, 5, 6] and references therein for regularity estimates
of degenerate or singular elliptic equations. We further assume that ¢ € C*(Y'\ T for some
a > 0 and that

[div(AVQ)|Lro 1) < C (1.5)

for some py > d (this is needed for the small-scale Lipschitz estimate). Clearly, this condition
is satisfied if A and ¢ are sufficiently smooth. Another example is the case that ¢ is the ground
state for the Schrodinger operator —div(AV)+V in Y\ T with periodic conditions on Y and
Dirichlet condition on 9T, where V' € LPo(Y \ T') for some pg > d. In the application to the
spectral problems (see [15, 11] and (1.11) below), ¢ is the principal Dirichlet eigenfunction
of —div(AV), which satisfies both (1.4) and (1.5).

The following two theorems are the main results of this paper.
Theorem 1.1. Suppose that u. is the weak solution of
Lo(u)=0¢.f inQe and u.=0 on ON. (1.6)

(i) If Q is a CY* domain and p > d, then

[ Vel L @.) < Cpllfllze(a.)- (1.7)
(i) If Q is C* or conver and 1 < p < d, 1% = % — é, then
[0 Vel Lo ) < CpllfllLr0.)- (1.8)

In both cases, the constant C, is independent of € € (0,1).
Theorem 1.2. Suppose that Q is a C' or convex domain and u. the weak solution of
Le(us) =div(éef)+F Q. and u.=0 on O (1.9)

Then for 1 < p < oo,
16 Vuellp < Cp {I fllp + [1Fllp} 5 (1.10)
where Cy, is independent of € € (0,1).
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Thanks to the Lax-Milgram Theorem, the boundary value problems (1.6) and (1.9) are
solvable in the energy space V;; see Section 3. We point out that no boundary condition
is needed on I'; = 09, \ 9Q due to the strong degeneracy of the coefficients near I';. The
regularity results in the main theorems can be applied to the Dirichlet eigenfunctions of the
operator —div(A.V) in the perforated domain .; see [11]. Indeed, a computation shows
that if —div(A:Vu:) = Acue in Q¢ and u. = ¢-v., where ¢ is the principal eigenfunction of
—div(AV) in Y \ T with the principal eigenvalue A, then

—div(¢2A. Vo) = (\e — e 2N)¢2v.  in Q.. (1.11)

In [15] the observation above was used to show that \¥ = e ™2\ 4 1k + o(1) as ¢ — 0, where
A is the kth Dirichlet eigenvalue of —A in Q. and uf the kth Dirichlet eigenvalue for a
second-order elliptic operator with constant coefficients in €. Using some uniform estimates
for eigenfunctions, it was proved in [11] that

IAE— 72X — | < Ce,
for sufficiently small e.

The proofs of Theorem 1.1 and Theorem 1.2 boil down into estimates at two different
scales. At small scales (below ¢), we need to establish the weighted Lipschitz and WP
estimates in a cell with ¢ = 1. Due to the strong degeneracy of the coefficients (see (1.4)),
the classical Schauder estimates as well as those for degenerate equations in the existing
literature cannot apply directly. Instead, we use a technique of Moser’s iteration to establish
an unweighted L™ estimate for the equation —div(¢?AVu) = ¢F. A transformation, which
reduces the degenerate equation to a nondegenerate equation, is then used to prove the
weighted Lipschitz estimates. This gives us the small-scale Lipschitz estimates and therefore
the small-scale WP estimates by a real-variable argument. At large scales, we first establish
a quantitative convergence rate and use it to obtain the uniform estimates above the e-scale.
A careful analysis involving the harmonic extension and weighted Sobolev inequalities is
carried out to handle the difficulties caused by the degeneracy of the coefficients and the
holes. Finally, the excess decay iteration and the real-variable argument, as standard tools in
the homogenization theory, are used to establish the weighted Lipschitz estimate and WP
estimate, respectively. For large-scale regularity estimates for uniformly elliptic operators
with oscillating coefficients, we refer to the reader to [3, 10, 2, 1, 8] and references therein.

The rest of the paper is organized as follows. In Section 2, we introduce the weighted
Sobolev spaces and establish some useful inequalities of independent interest. In Section 3,
we establish the Lipschitz estimate at small scales for the degenerate elliptic equations. In
Section 4, we use the techniques of homogenization to derive a quantitative convergence rate
and a local first-order approximation. In Section 5, we establish the large-scale Lipschitz
estimate and prove Theorem 1.1 part (i). In Section 6, we establish both the small-scale and
large-scale WP estimates and prove Theorem 1.2 and Theorem 1.1 part (ii). In Appendix,
we list some properties of the smoothing operators and nontangential maximal functions that
have been used in this paper.
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2. INEQUALITIES IN WEIGHTED SOBOLEV SPACES

In this section, we establish several useful inequalities in ¢- or ¢.-weighted Sobolev spaces
in the LP settings. Some of the inequalities in the case p = 2 may be found in [15, 11].

Recall that Y, = (=1/2,1/2)\ T. For 1 < p < oo, let

LA(Y.) = {v € Lio(Ya) s v € LP(Y,)},
L () = {v € Lo (%) : vge € LP()} .
Let W;’p (Y,) be a ¢-weighted Sobolev space defined by
W(;’p(Y*) = {v €Ll .(Y.):ve LE(Y.) and Vo € L*Z(Y*)d} :
Similarly, define the ¢.-weighted Sobolev space in €. by
WP (L) = {v € Lipo(©) s v € LP (2.) and Vo € L*ZE(QE)d} .

Let W(;Sp (£2.) denote the subspace of W(;S’p (Q:) that contains the functions vanishing on 0€2.

A key technique for studying the weighted Sobolev spaces is the harmonic extension. For
each hole 7; C T, let 7/ be the extended smooth hole such that 7; C 7/ and

dist(7],7;) > co/4, dist(7],0Y) > co/4, dist(d7],7;) > co/4.

Let T' = U, 7/ C Y be the union of the extended holes and Y/ = (—1/2,1/2)% \ T". The
harmonic extension operator

E-Whr(y!) - whr(y)
is a linear operator defined as follows: for every f € W'P(Y/), £(f) = fin Y/, AE(f) =0
in 77 and E(f) = f on T in the sense of trace. In this case, we say £(f) is the harmonic
extension of f from Y/ to Y.

Lemma 2.1. For each 1 < p < oo, the operator £ : WIP(Y]) — WLP(Y) is bounded.
Moreover,

IVE e vy < CIV fllrvy)-

Proof. Let f € WHP(Y/). Since T is C?, the classical extension theorem in Sobolev spaces
implies that there exists f € W'P(Y) such that f = f in Y/. Moreover, Hf”[/{/l,p(y) <
Cllfllwrw(yyy- Let up = E(f) be the solution of the Dirichlet problem —Auy = 0 in 7" and
uy = f on T in the sense of trace. Note that vy = uy — f satisfies —Avy =V - VfinT
and vy =0 on 91". Now the WP estimate leads to

IVl oy < CUV Fllreery < ClFlwren-
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By the triangle inequality,

IVuglizoerry < IVvgllorry + 1V fllioen < Cllflwras)- (2.1)

Note that uy is the harmonic extension of f from Y/ to Y. Then for any constant L, us — L
is the harmonic extension of f — L. Let L = f,, f and apply (2.1) to f — L, we have

IVuglle iy < CIf = Lllwroyry < CUV ey

where we have used the fact that Y] is connected. Since £(f) = f in Y] and E(f) = uy in
T’, the last inequality yields the desired estimate. O

The next two lemmas give Sobolev embedding theorems in the weighted spaces W;’p (Yy).
Lemma 2.2. Let 1 < p < oco. Then there exists a constant C' such that
[ullr v,y < ClléVaullpey,) + Cllull Loy
for any u € W;’p(Y*).

Proof. Since ¢(z) ~ dist(x,T'), the inequality is essentially a version of Hardy’s inequality.
We give an elementary proof. By flatting the boundary of each hole locally, it suffices to
show a one-dimensional estimate:

5 1 :
/ lo(t)[Pdt < C/ [t (#)[Pdt + C [ |v(t)[Pdt. (2.2)
0 0

1

2
Let n be a smooth cutoff function such that n =1 in [0,1/2], (1) = 0 and |'| < 3. Then for
t€(0,1/2),

()P =

1
/t (lo(s) Pr(s))ds

1 1
< C’/t |U(s)|p—1|v'(s)|ds+cﬁ l(s)[Pds.

Thus, by the Fubini theorem and the Young inequality,
1 1 1
/2 ()Pt < 0/ |v(s)|p_1s|v'(8)|d8+0/ lo(s)Pds
0 0 1

1 1 1
< 5/ lv(s)[Pds +C'/ |sv’(s)[Pds + Cﬁ lv(s)[Pds.
0 0 1
This gives the desired inequality (2.2). O

Ul

For convenience, for p € [1,d), let p* be given by 1% = %
Lemma 2.3. Let 1 <p < oco. Assume u € W(;’p(Y*).
(i) For 1 <p < d, there exists a constant C' such that

[oull o+ v,y < ClloVullLeyv,y + Cllull Lo vy (2.3)
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(ii) For p > d, there exists a constant C' such that
pullcay,y < ClléVulrryv,) + Cllull ey, (2.4)

whereazl—g.

Proof. Let 1 < p < d. By Lemma 2.2, u € LP(Y,), which, together with the fact ¢(z) ~
dist(z,T"), implies that ¢u = 0 on 9T. We apply the Sobolev-Poincaré inequality in Y to
obtain

[oull Lo* v,y < CIV(PU) Lr(va)
< Cl|¢Vull oy, + Cllull (v,
< ClloVullpr(y,y + Cllullze vy,
where we have used Lemma 2.2 and the assumption [[V¢||pe(y,) < C. This proves (i). The
proof of (ii) is similar. O

Now we establish several useful weighted inequalities in the perforated domain €).. The
main idea is a technique of “multiscale inequalities”, which means that a general inequality
over (). is broken down into inequalities in each e-periodic cells, together with a global
estimate in 2 with no holes. Let

T, = U e(T"+2) and QL=Q\T.
z€Z4

Without loss of generality, we assume that the extended holes £(z + T”) do not intersect
with the boundary 0€2. This allows us to define the harmonic extension for any function
u € WHP(QL). Precisely, let & : WIP(QL) — W1P(Q) be the harmonic extension operator
such that & (u) = w in QL and A& (u) =0 in T, N Q.

Theorem 2.4 (Embedding from weighted to unweighted). Let 1 < p < oo. There exists
C > 0 such that for any u € W(;;po(Qa),

[ullr o) < ClldeVul o a.)-

Proof. We apply a technique of “multiscale inequalities”. First, we see that u € W(;E’{’O(Qa)
implies u € W1P(QL). Let @ = £-(u) be the harmonic extension of u. Lemma 2.1 implies

/ Vil < c/ Yl < c/ |Vl
e(z4+Y)NQ e(z+Y)NQ e(z4+Y)NQ

Summing over z (including the boundary cells), we obtain

/ vl < 0/ S |Vul?. (2.5)
Q Qe

Note that 99 does not intersect with e(z + 7). Thus, & = u = 0 on 9. The Poincaré

inequality gives
/ uf? g/ P < o/ vl < o/ S |Vul?. (2.6)
a Q Q Q.
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Next, we consider each cell e(z + Y;) in €2.. By Lemma 2.2 and rescaling,

/ P < csp/ Vul? + c/ .
e(z+Ys)NQ e(z+Y.)NQ e(z+Y)NQ

Summing over z, we get
/ P < Ce? / Vul? + C / upp < C / G|V, (2.7)
Qe Qe ng Qe

where we have used (2.6) in the last inequality. The proof is complete. O

Remark 2.5. The inequality (taken from (2.7))
| wp<ce [ owarec [ (28)
e Qe QL

can be viewed as a version of the so-called multiscale Poincaré inequality. The ¢ appear-
ing before the gradient term is not classical and it is related the multiscale feature of the
inequality.

Theorem 2.6 (Embedding from weighted to unweighted II). Let 1 < p < oco. There exists
C > 0 such that for any u € W(;;p(QE),

ull e,y < Cell¢eVull o,y + Cll¢eull oo,y (2.9)

and
it [~ Lllzs(e.) < Cl6-Vulioga. (2.10)

Proof. The inequality (2.9) follows from (2.8) and the fact that ¢. ~ 1 in QL. We only need
to prove (2.10). Note that if @ = & (u) is the harmonic extension of u, then @ — L is the
harmonic extension of u — L. We set
L= ][ . (2.11)
Q

We mimic the proof of Theorem 2.4. In fact,
|u — LIP SC&?p/ oE|\VulP + C |u — L|P
Q. QL

Qe

< cep/ ¢g|vu|p+c/ G- LpP

. Q
< C’ep/ PE|VulP + C’/ |ValP

e Q
< cgp/ ¢fgywp+c/ &IV uf?

Qe Qe
<O [ #Vul,
Qe
where we have used the classical Poincaré inequality in the third inequality. O

Theorem 2.7 (Weighted Sobolev-Poincaré inequality I). Let 1 < p < oo and u € W;sp 0(82).
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(i) Ifl<p<d and Z% = % — é, there exists C > 0 such that

[¢eull Lo (0.) < ClldeVullLr.)- (2.12)
(ii) If p > d, there exists C > 0 such that

[pevllL=(q.) < Cllo=Vul rrq.)-

Proof. (i) We first prove
[ull o 02y < ClldeVullLe .- (2.13)

Let @ = &.(u) be the harmonic extension of u from Q. to the entire © constructed as before.
Then we have (2.5). Since u = @ in Q, by the classical Sobolev-Poincaré ienquality in € and
(2.5), we obtain

lull Lo @) =l o= (@) < ClIVll ey < CllgeVull oo, (2.14)
Next, we show

[@eull Lo (.) < ClloeVullLr(a.) + Cllull Lo qy)- (2.15)
We will again use the technique of “multiscale inequalities”. Precisely,

beou p* / beu p*
/Qg | : | ZZ: e(z+Ys)NQe | : |
-y | oa)ulex)” da
> (z4Y:)niQ

4 p*/p
<L g MR Tle ) 210

+ZC/ Jul?”,
z €

(z+Y])NQe

SR
ZZ: €(z+Y*)ﬂﬂg| : |

where we have used (2.3) in the third line. Now we recall the following elementary inequality:
for any nonnegative sequence a; > 0 and > 1,

Zaf < (Zai)ﬁ. (2.17)

Applying this inequality to the first term of the last line of (2.16), we obtain

i p*/p .
/ beul? gc( / |¢Wu|p> e / P,
Q. Q. o

This proves (2.15). Clearly, the estimates (2.13) and (2.15) together yield (2.12).
(i) If p > d, (2.14) is replaced by

[ullgaar) < Cll¢eVullLe .y
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where o« = 1 — g.

Now consider in each periodic cell e(z + Y5) (the estimate for the boundary cells is the
same), and apply (2.4) in z + Y, after scaling,

sup |¢eul = sup [d(x)u(ex)]
e(z+Yx) x€z+Yx

< Cll¢V (ulex)) e z+vi) + Cllulex) || Lo vy

< Ce' )¢Vl Lo(e(o4v2)) + Cllull oo (e (v

< C€1_d/p\|¢evu||m(ﬂs) + Cllullca ()

< C|¢Vullr(a.)-
This ends the proof. O
Theorem 2.8 (Weighted Sobolev-Poincaré inequality IT). Let 1 < p < oo and u € W(;;p (Qe).

(i) If 1 < p < d, there exists C > 0 such that

inf ||¢=(u = L)ll o+ (q.) < ClleVull r(o.), (2.18)
and
[¢eull o .y < ClloeVullLe.) + Cli¢cull r .- (2.19)

(ii) If p > d, there exists C > 0 such that

inf [16:(u — L)l<(0.) < ClléVullioco,),

and
| peull () < CllgeVull Lo,y + Cllécull .-

Proof. For (2.18), the proof is almost identical to Theorem 2.7 with replacing v by u — L.
The only difference is that when we use the classical Sobolev-Poincaré inequality in (2.14),
we take L to be the average of @ over  (as in (2.11)) to obtain

lw =Ll 1o 2y < 1@ = Ll 1o 00y < ClIVU|l o) < Cllo=Vull e (.-
The rest of the proof is exactly the same.
For (2.19), we replace (2.14) by
lull Lo () = lltll o o0y < ClIVll () + |8l Lo(ar)
< Cl|¢eVullpra.) + Clleull Lr .-

The rest of the proof is exactly the same. The proof for (ii) is similar. O

Remark 2.9 (Compact embedding). Let 1 < p < d and 1% = % — é. Then for any 1 < g < p*,
the embedding W(;;p Q) — L‘és(QE) is compact. This general fact is not used in this paper.



10 ZHONGWEI SHEN AND JINPING ZHUGE

3. REGULARITY OF DEGENERATE EQUATIONS AT SMALL SCALES

Let V. = W(;fo(Qa). For f € L?(Q.)% and F € L%*(Q.), we call u. € V. a weak solution to
the boundary value problem,

Le(us) =div(¢ef)+F in€Q. and wu.=0 on 99, (3.1)
if for any v € V¢,

/¢§A5VUE'V’U=— (ﬁgf'VU‘l‘/ Fu.

€ QE £

The existence and uniqueness of the weak solution u. follow readily from the Lax-Milgram
Theorem by using the inequality [[v|;2q.) < Cll¢eV|2(q.) for v € Vi; see Theorem 2.7.
Moreover, the solution satisfies the energy estimate,

16 Vel 20 < C{IIf 2@ + 1 Fll 20 } -

In this section, we focus on the local regularity at small scales for the special equation
Le(u:) = ¢-F in Q.. By setting u(z) = u.(ez), this equation can be rescaled to

—div(¢?AVu) = 2¢(x)F(ex) in e Q.. (3.2)

In order to establish the small-scale estimates of the equation (3.2) for all the points in e 71,
we need to consider three cases separately.

e Interior case: xo € e Q. and By,(x¢) C ¢ 1Q.. In this case, for any z € Ba,.(x0),
¢(x) =~ ¢(xg). Thus, the equation (3.3) in Ba.(z¢) can be reduced to a uniformly
elliptic equation and the classical interior estimate applies.

e Boundary case I: g € ¢ 10Q and By, (79) Ne™1Q C e~ Q.. In this case By, (7o)
does not intersect with the holes in Q.. Hence, for x € Ba,(29) Ne™1Q, ¢(z) =~ ¢(z0).
Then the classical boundary estimate of elliptic equations applies.

e Boundary case II: zg € e 100, \ e7199Q, i.e., 2 is on the boundary of holes. For
sufficiently small and fixed 79 < 1 and r < rg, we have Ba,(xg) only intersects with
the boundary of one hole and does not get close to the other holes. Note that in this
case, the coefficient ¢(x) degenerates as a distance function from the hole and the
classical elliptic theory does not apply.

As the interior case and the boundary case I are classical, we only need to focus on the
regularity estimates of the boundary case II. The corresponding estimates in each cell Y*
(including the boundary cells) may be derived by a covering argument.

Let 2|0 := maxi<j<alz;| for 2 = (21,22,...,24) € Z% Let Y& = Up, <1(2 + Yi) be the
enlarged cell of Y. In view of (3.2), we consider the rescaled equation in an enlarged cell

—div(¢?AVu) = ¢F in Y, . (3.3)
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Let u € WEH(V). We call u a weak solution of (3.3) if gu € L2(YF), ¢|Vu| € L2(Y,"), and

loc
for any v € C§°(Y™), we have

. $? AV - Vo = /Y+ ¢Fv,
where Y = U, _<i1(2 +Y).

We first prove the local boundedness of weak solutions by the Moser’s iteration.

Lemma 3.1. Let u be a weak solution of (3.3) and F € LP(Y,) for some p > d. If B is
centered on T and r = diam(B) < ¢y /4, then

1/2 1/p
sup |u| < C’r_1<][ |¢u|2> +C’r<][ |F|p> : (3.4)
1Bny, BNY. BNY.

Proof. By rescaling, it suffices to consider the case diam(B) = 1. Let B, = rB and B, =
B, NY,. Let 1/2 <r < R<1andne C§(Bg) be such that 0 <n <1in Bgr,n=11in B,
and |Vn| < C(R—r)"'. Let m > 2, ¢ > 1, and

u/ = min{|ul, ¢}, v = (uf )" 2u.
Note that
_ +\m—2 +\m—2
Vg = (m — 1) (uy )™ *Vuxqu<e + (ug)" ™ *Vux{juze}-

By a limiting argument, it is not hard to show that we may test the equation (3.3) against
ven?. Tt follows that

(m—=1) [ ¢*(AVu- Vu)X{u<ey ()™ 0" + | $*(AVu- Vu)xquse (u))™*n?

br b (3.5)
= [ oFum*—2 [ ¢*(AVu-Vn)um.
Br Br
Let
we = (uf) " un.
Then
1 m __ m__ m_
Vg = sm(ug)? LV (uf<ry + ()2 THVWIX upz + (0) 2 u V. (3.6)
This, together with (3.5), gives
| @Vl <0m [ olF|udi® + Om [ @9ulValludy
b o b (3.7)

+C | @ (uf)" PPVl
Br
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Using Holder’s inequality and Young’s inequality, we deduce that

_ m=2
m/~ G| [Jvg|n® < 16F Lo (5 1(0172) Hug |7 nHLz(gR)Ilm2¢we\\m(§R)
Br (3.8)

m m 1 \2m/(m—2 m=2  2m/(m—2)
< CSMIFI, 5+ ()™ 2l 1l gl

where % + % + % =1 and § = 6(m) > 0 is a suitable number to be determined. Since p > d,
we have 2 < v < 2* (an obvious modification is needed for d = 2 through the proof). By
Holder’s inequality and the boundedness of 7,

LV(BR)

m=2  2m/(m—2)
e 172l ™ < Ml 1l 5, < el s, (3.9)

By an interpolation inequality,

1 o
|’¢w£HLw BR —= (W)H(bwf”iz*(éﬁ,) +C(m55) H(bwaiZ(ERy (310)

where a > 0 is a constant depending only on p and d. Substituting (3.9) and (3.10) into
(3.8), we have

m [ dlPladi® < C8IFI 5, +0m4<m56>au¢weu; -
R

(3.11)
i)2m/(m 2)

+ (m5

el gy + s lowelae g,

On the other hand, using (3.6), we have
(uf) 2~ Vuly < [V — (uf) 2~ uVn).

This allows us to estimate the second integral on the right-hand side of (3.7) as follows,

m / PIVulValoly < — sVl )+ Clns+m) [ P "2 Vol (312)
R

Now, inserting (3.11) and (3.12) into (3.7), we obtain

/~ ?|Vwy|?
Br
< CSF|7, 5., +Clm 35+m4<m55>a+m> / SRV £ P) (313)
2mm2 C
+0(m5>/ el ) + st g + 650l 5

Note wy = 0 on 9B N Y,. Recall two mequahtles given by Lemma 2.3 (i) and Lemma 2.2,
H<Z5WHL2*(§R) < C|’¢VQUZHL2(§R)7 (3.14)

and
”QWHLZ(ER) < CH(bva”LQ(ER)’ (3.15)
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Choosing § = C/m with sufficiently large C; > 0, we obtain from (3.13) that

- ¢ﬂVuw2<i——WPWLHB +CmTe - ¢ (ug )" 2P (Vi + n?). (3.16)
R R

By Holder’s inequality, we have

1/2v0
([ o) < ol bl 0, < CloV il (317

where 8 = d/(d + 2) and 79 = 1 + 2/d > 1. Hence, it follows from (3.16) and (3.17) that

2, +H\(m—2)v01,,1270 Hhom
_ 7(uy) Jul
By
C Cm4+4a 1/m 1/m
< —||F ~ _ 2/ +\ym—2, 2 ]
< oW lm ) (f, S

The above estimate holds for any £ > 1,m > 2 and 1/2 < r < R < 1. Moreover, the constant
C is independent of £, m, R and r. By an iteration starting from m = 2 and letting £ — oo,
we can see that [ B, @?|u|™" is finite for any r < 1 and m > 2. Hence, sending ¢ — oo in
(3.18), we get

1/v0m C Omi+ia 1/m 1/m
2|y o™ <= ~ i 2|y ™ , 3.19
([ aurm) ™ < Sl G ([ o) (3.19)

Now, we iterate the inequality (3.19) by choosing an infinite sequence of shrinking radii r
with 1/2 < rg <1 and limy_,oo 7 = 1/2. Let 6 € (0,1) (particularly, we may pick = 1/2 in
the following calculation). Define

(3.18)

1(1 — )0~

T = =<

DO |

and
_ k+1
Po =2, Pry1 =Pk =27 -

Applying (3.19) with m = py and R = 7y, = rg41, we obtain

Ubktr C 2+2a 2/pr 1/pr
2| Pr+1 < = ~ P ) 2|, 1Pk
</§ - > =y oo, * {(1 9)2%} (/ o > |

Tk+1

By iteration, we get

1/pk+1 CD 1/2
( /| ¢2|u|pk+1> g{z ’“}HFHLP& +Dk( / ¢|u|2> ,
B . 270

k41 7=0

where

(2+2a) }1 /7

i
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Due to the fact 79 > 1, we have ), (j/vg) < oo. It follows that Dy < Cy independent of k.
Hence,

Consequently,

2, |Ph+1 l/pk+1<0 F ~ -
] < CollFllpos,,) + 10ul 2z, )

Tk+1

Finally, taking k — oo and noting that r, > 1/2, we derive
”uHLoo(él/z) < CG(”F”LP(ETO) + H¢U”L2(§TO))-
This proves the desired estimate. ]

Lemma 3.2. Let u be a weak solution of (3.3) and F € LP(Y,) for some p > d. If B is
centered on OT and diam(B) < ¢y/4, then

1/2 1/p
sup |¢pVu| < C’<][ |¢Vu|2> +C’r<][ |F|p> , (3.20)
%Bmy* BNY. BNY,

where C' depends on p, ¢, A and T.

Proof. Let r = diam(B). Let v = ¢u. Using the assumption that A is symmetric, a compu-
tation shows that

div(AVv) = div(AVe)u + ¢~ *div(¢* AVu).
As a result, v satisfies
—div(AVv) =Vu+F inY,, (3.21)

where V = —div(AV¢). Note that v = 0 on 9T in the sense of trace. Under the assumptions
that A is Holder continuous and V' € L4(Y,) for some ¢ > d, it follows from (3.21) and the
standard elliptic regularity theory

1/q 1/p
sup ]Vv]ﬁCr(f ]Vu\q> +C7’<][ ]F]p>
%Bmy* BNY BNYx
1/q 1/p
<or(f W) il +or( £, 1)
BNY. BNY. (3.22)
1/q 1/2
(£, 7)) (£, 1)
BNY. 2BNY,
1/q 1/p
el )Y, )
BNY. 2BNY,

where p,q > d and we have used Lemma 3.1 in the last inequality.



LIPSCHITZ AND WP ESTIMATES 15

Note that Vv = (V¢)u + ¢Vu. Thus, by (3.22) and (3.4),

sup [pVu| < sup [(Vo)ul + sup |V
1 BnY. iBnY. iBnY.

<ol (o) M o)
1/q 1/p
corg o (f, ) ()

Finally, observe that u — L satisfies the same equation (3.3) for any constant L. Thus ¢u in
(3.23) can be replaced by ¢(u — L) for any L. Moreover, it follows by a similar argument as
in the proof of the Poincaré inequality (2.10) that

1/2 1/2
inf <][ b — L)\2> < 07»(][ wuy?) . (3.24)
LeR \ J2Bny. 3BNY.
It follows from (3.23) that

1/2
sup [6Vu] < C{1+ [V ) ( ]iBmY |¢w|2>

%BOY*
1/p
|F|P) |

By a simple covering argument, on may replace 3B NY, in the right-hand side of (3.25) by
BNY.. O

(3.25)

o1+ \IV\ILq(m}( /

3BNY

Theorem 3.3. Let u. € V. be a solution of L.(u.) = ¢p-F ine(z + Y) for some z € 7.
Then for p > d,

1/2 1/p
sup rugrgcJ(f muer?) +CE2<][ \F\P) , (3.26)
e(z+Yx) e(z4Y.) e(z+Yih)

1/2 1/p
sup [p-Vue| < C(][ |¢5VU5|2> + C&(][ |F|p> . (3.27)
e(z+Yx) e(z4Y,h) e(z4Y)

Proof. By rescaling we may assume ¢ = 1. We cover z + Y, by a finite number of balls
{B(z;,c)}, where either z; € z + 9T or B(z;,3¢) C Y,;". In the case z; € z + 9T, we use the
estimates in Lemmas 3.1 and 3.2. If B(x;,3c) C Y,', then ¢ &~ 1 in B(x;,2c¢). This allows us
to apply the classical regularity theory. O

and

Finally, we prove the local Lipschitz estimate near the boundary.

Theorem 3.4. Let Q be a bounded CY® domain. Let u. € V. be a solution of L.(u.) = ¢ F
in Q.. Then for p > d,

1/2 1/p
sup [ue| < C(][ |¢€U€|2> +C€2<][ |F|p> (3.28)
BN, 28BN 2BNQ.
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1/2 1/p
sup \@m\gc(][ mw?) +cE< / \F\P) , (3.29)
BN, 2BNQ. 2BNQ.

where B = B(xg,Ce) for any xo € 0S).

and

Proof. We cover B(zg,Ce)NE2. by a finite number of balls { B(x;, ce)} such that the balls may
be divided into three cases: (1) x; € 90\ 09, (2) B(x;,3ce) C g, and (3) z; € 0. The first
two cases have already been discussed in the proof of the last theorem. If dist(z,09Q) < ce,
then dist(092,0T.) > cpe and thus ¢.(x) ~ 1. As a result, the desired estimate for the third
case follows readily from the classical boundary Lipschitz estimates. O

Remark 3.5. If © is only a Lipschitz domain, then we do not expect the boundary Lipschitz
estimates in Theorem 3.4. However, since the boundary 02 does not touch the holes, we
can still get the Lipschitz estimate in a neighborhood of the holes T'. Precisely, let 7" be the
extended holes given by 77 = {z € Y, : dist(z,T) < ¢¢/8}. Then due to Lemma 3.2, even if
e(z +Yi) NOQ # 0, we still have

1/2 1/p
sup  [p:Vue| < C <][ |¢€V’LL5|2> + Ce <][ |F|p> : (3.30)
e(z4+T\T) e(z4Y;H)NQ e(z4+Y;H)NQ

4. QUANTITATIVE HOMOGENIZATION
In this section, we will show the quantitative convergence rate (i.e., the first-order approx-
imation) for the degenerate equation in a perforated domain,
Lo(us)=¢.f in. and wu.=g on 09, (4.1)

where f € LP(€.) with p > d and g € H'(2). An algebraic convergence rate will be essential
in proving the large-scale uniform regularity.

We call u. a weak solution of (4.1) if u. — g € V7 and
/ #ATuc v = [ oupo

for any v € V.. Since HY(Q2) C W(;f(QE), it is not hard to see that (4.1) has a unique solution
in V. satisfying
6= Vuel 20y < C(IF 20y + 16 Vall L2 (4.2)

4.1. Correctors and the homogenized equation. Let

V= {v e LL (Y.) : ov € L2(Y,), ¢Vv € L2(Y*)d,/ v=0and v is Y—periodic}

*

be a Hilbert space with norm |[v|lv = [[¢Vv| 2(y,). Let x; € V' be the weak solution of
—div(¢? AVy;) = div(¢*AVy;) in Vi,
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i.e. for any v € V,

$*AVX; - Vo= — | $*AVy; - Vo.
Y Y

The vector-valued function x = (x;) is called the first-order correctors for the operator
L. = —div(¢?A.V). Observe that

div(®AV(x; +y;)) =0 in R\ | J (z+ 7).
z€Z?
It follows from Theorem 3.3 that |x| € L>°(Yx) and |[¢pVx| € L™ (Yx).

The homogenized coefficient matrix A = (@;;) is defined by
ajj = /Y ¢ ainOr (yj + x5) dy,
where 1 <14,j < d and the repeated ind*ex k is summed from 1 to d. Note that
iy = [ AT+ ) T+ v dy

Since A is positive definite and ¢ > 0 in Y, it is not hard to see that the constant matrix
A is positive definite. Under the assumption that A is symmetric, A is also symmetric. The
homogenized operator for L. is given by

Lo = —div(AV).

4.2. First-order approximation. In this subsection, we derive the error estimate of the
first-order approximation for the boundary value problem. We will show that an effective
approximate problem for (4.1) is given by
Lo(up) =F. inQ, and wup=g¢g on 9, (4.3)
where F. € LP(Q) is the extension of ¢.f by zero from Q. to €. Throughout this subsection,
we only assume that €2 is a Lispchitz domain satisfying the geometric assumption (1.2).
Let ¢1 € (0, 1co] be a constant. Let n. € C§°(2) be a cutoff function such that . = 1 if
dist(z,09Q) > 2cie, n. = 0 if dist(x, 9Q) < c1¢, and |Vn.| < Ce™!. Define
Qte) = {x € Q : dist(x, 00) < tee}.
Observe that V7). is supported in a thin layer Q(2¢) \ Q(e) = {z € Q : c1e < dist(z,090) <
2616}. Let
we = ue — ug — exe(x/e)(Opug)ne. (4.4)
Since F. € L3(Q), up € HZ.(2). Recall that y, and ¢V, are both bounded.

Lemma 4.1. For any ¢ € H}(Q), we have

‘ PZAVw. - V¢‘
Q- (4.5)

< Cel|V2uoll 200 I V¥l 22(0) + ClIVuoll r2(@e) IVl 220226 )) -
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Proof. First of all, ¢ € H () implies 1 € V.. Thus ¢ can be used as a test function. We
calculate directly

| #avu vo— [ @AV Vo~ [ @4V v
Q. Q. Q.
- / O2A(Vx0) (Dpuo)e - Vi
o (4.6)
- E/Q G2 A (X0)e(VOpuo)ne - V)
- E/ $2 Ac(x0)Opuo Ve - V.
Qe
Using the equations (4.1) and (4.3), we have
/ ¢2AVu. - Vip = / AVuq - V.
Q. Q
Inserting this equation into (4.6), we obtain
/Q $2AVw. - Vi = /Q(g— $2Ae = $2A(VX)e) (Vuo)ne - Vi
+ [ (A= A)Vua( — ) Vo
¢ (4.7)

p / 2 A (x0)- (Vo). - Vi
Qe

- E/Q G2 Ac(x0)0puo Ve - Vib.

Next, we define the flux correctors. Let B = A-— ¢?A — ¢? AV, or in component form
bij = Gij — ¢*ai; — ¢°awdix;-

Observe that b;; € L>(Y) , and

/ bij =0, 82b2] =0.
Y

Then it is well-known (see, e.g., [13]) that we can find the flux correctors ® = (®y;;) € H}

per (Y)
such that

bij = Ok Prij, Ppij = —Pigj-
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Moreover, ®;; € C*(Y') for any o € (0,1). Therefore, by using the skew-symmetry of ® and
integration by parts,

/Q (A~ 24, — GA(VX):)(Tup)ne - Vo
- /Q O (eDri; (2/2))(Dyu0) (B0 e

= —6/ Ppij(x/€)(0x05u0) (D)) e —6/ Dpij(x/€)0jugditpOgne.
Q 0

The first integral on the right-hand side is bounded by CEHV2UOHLZ(Q\Q(E)) VY|l r2(q), while
the second integral is bounded by

Ce /9(2 ) [Vuol[ V] < Cel|Vuol| 2 IVl 12 (02¢))- (4.8)
€

Finally, note that the third integral on the right-hand side of (4.7) is also bounded by
C€||V2u0||L2(Q\Q(€)) V| r2(q), and the second and fourth integrals are bounded by the right-
hand side of (4.8). Summing up all these estimates, we obtain the desired estimate. O

Now we pick a particular test function 1. We point out that w, itself, even with a cut-off
on the boundary is not a good choice for 1) since Vu. may not lie in L?(Q)? (we only know
$-Vu. € L?(2)%). We will use the harmonic extension to handle the possible singularity of
Vue near the holes. Let § € (0,¢1]. Define

Q% = {z € Q. : dist(z, T.) > de}.

Note that |Q. \ Q| < C§. We shall extend the function u. and x(z/¢) from Q2 to Q with a
suitable choice of §. We define 7% = {2z € Y : dist(x,T) < §} and Y = Y \ T°,

Another technical tool we need is the smoothing operator. Let 0 < ¢ € C§°(Bg, (0)) and
i} Be. (0) ¢ =1 and define the standard smoothing operator by
€1

Hef@) = [ et

Many properties about the above smoothing operators can be found in [13, Chapter 3.1]. We
include some useful properties in Appendix for the reader’s convenience.

Lemma 4.2. Let Q‘g be given as above. Let U be the harmonic extension of u. from Q‘g to
Q.. It holds

/Q G2 Vwe[* < Ced™ | V?uoll L20e)) (10 Vel 2 (0.) + [ Vuoll L2(q)
+ O Vuol 72 ey + C°IVuo0l 22 @0 2y + COlIVuolZ2 ) (4.9)

e / G|V + Vi ?).
Qg\Qg
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Proof. Let Y. = X(z/¢) denote the harmonic extension of x. = x(z/¢) from QI to Q. For
simplicity, we sometimes also use the notations (x¢)c = xe(z/¢) and (Vx): = (Vx)(z/e)
(similar notations apply for x and V).

Let 7. be given as before. Define
wi = ue — ug — exe(z/e) Az (Opuo)ne,
and
= e — uo — eXe(x/€) Az (Opuo)ne

w

It is easy to verify that wd € HJ (). Write
P2ANw. - V.
Qe
_ 2 s 2 * 2 * sy (4.10)
=, Pz AVw, - Vw? + ) A Vw. - V(we — wl) + ; ¢z AVw, - V(w: —wy?)
=11+ I+ Is.

Estimate of [;: Since wg € H}(Q), we apply Lemma 4.1 to obtain
1] < Cel|VPuoll 2 @\0(e)) I VWl 20y + ClIVuol 202 I VWLl 12020 - (4.11)
By the triangle inequality,

IVw? || 20
< ||Vl 2y + [[Vuol L2y + ellV(Xe(x/e) #z(Opuo)ne) || L2 (o)
< | Vel r2) + CllVuoll L2y + CII(VX)eHe(Vuo)l L2 \0(e))

+ Ce||V? UOHLZ(Q\Q(E/2))'

(4.12)

The boundedness of the harmonic extension (see Lemma 2.1) implies
IViic]| 22 () < ClIVuellr2(as) < C5 ¢ Ve 2.,
where we used the fact ¢. > ¢d on Qg . The boundedness of ¢V implies
IVXllz2vy < ClIVXll2ivs) < C5 1,

where Y? = {z € Y : dist(z,T) > 0}. Hence, we can use a property of the smoothing
operator (see Lemma A.1) to obtain the estimate of the third term in the right-hand side of
(4.12),

1(VX)ete(Vuo)l| 2 nae)) < CIVRIL20n I Vuollz2) < C6H[Vuollz2q)-
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To handle the second term in (4.11), we note that €(2¢) is contained in QZ, provided that
5 € (0, %cl). Thus w? = w? and ¢. ~ 1 in Q(2¢). Consequently,

C|IVuoll 2 (e I VWl | 2020
1 *
< OHVUOH%2(Q(25)) + EHQSEVU)EH%Q(Q(Z;))

1 *
< C||Vuoll22(qaey + ZHQSevweH%z(Qs) + 19V (wf = we)l 72020

Observe that w} —w. = exp(z/e)(Opug — Hz(Opuo))ne and
¢V (Wi — w:) = ¢ (Vxe)e(Tpuo — Hz(Ipuo))me
+ 0 (xe)e (VOpug — Hz(Vpuo) )1e
+ €0 Ve (Xe)e (Opuo — Hz(Opuo)).-

Now, by using the boundedness of y and ¢V, as well as the properties of the smoothing
operator JZ (see Lemma A.l and Lemma A.2), we see that

16V (wh — we)llr2(0.) < CellVuoll 200 (e /2)) - (4.13)
As a result of (4.11) - (4.13), we obtain
11| < Ced™ [ VPuoll 2o (19 Vel 2y + 1 Vuoll 22 ()

1
+ CHVUOH%Q(Q(%)) + C’fzuvzuouiz(g\g(g/z)) + ZH%VU’EH%Q(QE)'
Estimate of [5: It follows from (4.13) and the Cauchy-Schwarz inequality that
1
[Io| < Z||¢5sz\|%2(gs) + O V2uo 12200 e 2 -
Estimate of I3: Again, it follows from the Cauchy-Schwarz inequality that
1 X
13| < ZH%VU}&”%%QE) + 4|V (wk — wd) 720 (4.14)
Recall that w? = w? in Q2. Thus ¢.V(w! — w?) is supported in . \ Q2. Moreover,
¢5V(w: - wg) = ¢-Vu. — ¢-Vi,
— ¢V (exe(z/e) Hz(Opuo)n:) + ¢V (eXe(x /) Kz (Opuo)ne)-

We estimate the last term of the above identity over Q. \ Q2. Note that ¢. < C'§ and 7. = 1
in Q\ Qg . It follows from the triangle inequality and the boundedness of ¥,

/ 02V (e (2 2). Az (Byuo)n.) [
QE\Qg

(4.15)

<ore [ WP+ O [ 9Re/e) ATl

€

<cde [Vl + OBV ayye [ [Vuol
Q\Q(e) ) Ja
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where we have used Lemma A.1 in the last inequality. By the L? regularity estimate of the
nontangential maximal function for the harmonic function y in the Lipschitz holes 79 = {z €
Y :dist(z,T) < 0}, we have (see Lemma A.5 in Appendix)
<112 2 -1
HVXHLZ(Y*\Y*‘S) S CéHVtanX”Lﬁ(aT(S) S Cé .
Hence,

| RV Ee/ Ao < o [
QE\Qg

|V2u0|2+05/ Vo2,
Q\Q(e) Q

Similarly (and easier), using the boundedness of x and ¢V, we have

[ e seuon)? < ov [

Qe\22 \Q2(e)

Combining these with (4.14) and (4.15), we obtain

\V2u0\2+0(5/ Vol2.
Q

1 ~
I3] < Z 116 Vel faq,) + 0/ ¢2(|Vue|? + Vi |?)
Q\Q8
+ C€2HV2UOH%2(95\Q(€)) + C(SHVUOH%?(Q)‘

Finally, the desired estimate follows from (4.10) and the estimates of Iy, Is and I3. O

4.3. Convergence rates. In general, if Q is a Lipschitz domain and g € H(92), we do
not have ug € H?(12), though we still have ug € HZ () due to the interior H? estimate.
However, we have the following estimates proved in [12] (a sketch of the proof is also given
in Appendix).

Lemma 4.3. Let Q be a Lipschitz domain and let ug be the weak solution of (4.3) with
F=TF.€L*Q) and g € H'(0S). Then

_1
V2ol 2aeey) < Ce™ 2 (1F |2y + gl 00)) (4.16)
and
1
IVuoll 2 ee)) < Cez ([IF 2o + gl on))- (4.17)

The above lemma indicates that the right-hand side of (4.9) is small by choosing § appro-
priately small, except for the last integral. The smallness of the last integral follows from the
small-scale higher integrability of ¢Vu. and ¢-Viu.. In particular, the small-scale Lipschitz
estimate proved earlier ensures the smallness of the last integral and therefore a (suboptimal)
convergence rate.

Lemma 4.4. Let Q be a Lipschitz domain. Let f € LP(S.) for some p > d and u. a solution
of (4.1). Then

_2d
| 1V < Col6Vulu + =2 U laga)

€
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Proof. This lemma essentially relies only on the small-scale interior Lipschitz estimate, i.e.,
Theorem 3.3 and Remark 3.5. Indeed, for ¢ < ¢(/8,

G2 Vue|* = / G2 | Vue|?
/E\Qg €| €| Z e(2+T°9\T) €| €|

e(z+T)CQ
< Z Cels sup |9 Vue |2

e(z+T)CQ e(z4+T\T)

2/p

< > Ceda{ ][ |6-Vu.|* + 52<][ |f|p> }

€(Z+T CQ Qsﬂe(z—l—yj) nge(z+Y*+)

_2d

= Z Cé{/fz Ne(z+Y,h) ‘@VUEP +€d€2 ! WHZLP(QE)}

e(24T)CQ shElZT 4

_2d
< (16 Vuel3 2,y + €5 7 1120 an)-
The proof is complete. U

Lemma 4.5. Let u. be the same as in Lemma 4.4 and 6. the harmonic extension of u. from
Q% to Q.. Then for § < co/8,

_2d
g IV < OO0 Tl +* )

Proof. First, we write

2o 12 e
/95\96 ¢z V| = Z / oz | Vel (4.18)

€ e(z+T)CQ (z+T\T)

We then consider a single cell £(z + 7%\ T') C Q. By Theorem 3.3 and Remark 3.5,

1/2 1/p
Vel Loo ez vivToy) < C5—1<][ |¢5Vue|2> +Ceb™! <][ |f|p> :
e(z4+Y;H)NQe e(z4Y)NQe
(4.19)

Recall that Ad. = 0 in £(z + T%) and 4. = u. on £(z + 9T°). Also, T = U;r? is a union of
pairwise disjoint Lipschitz holes with connected boundaries. In each hole, we can apply the
L? regularity estimate of the nontangential estimate (see (A.2) in Appendix) to obtain

1(Vite)"[| L2 e (z019y) < Cll Viantiell L2 (e (24079
d—1
< Ol Vuellp2e(zamey) < Ce2 || Vel oo ez vi\10))-
Consequently,

/ P2 Vi > < 0535/ (Vo) P < O8 | Vuel| oo (e (orvarroy: (4.20)
e(z+T9\T) e(z+0T9)

Combining (4.19) and (4.20), we see that

@2 Vii|> < Co (6-Vuue|? + COee® 5 || 2,00
(=+T3\T) (z4Y N0 (
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Summing over z, we obtain

g VE < €Ol Tl +2° ¥ U i)
as desired. ]

Theorem 4.6. Let Q be a Lipschitz domain, f € LP(Q.) for some p > d and g € H'(05).
Then

1
/Q G2V < C (1 oy + 1913 00

Proof. First, by the energy estimate (4.2) and Lemma 4.3, we have

1 _1
e2||V2uoll 2 (aee)) + € 2 IVuoll L2 (0ee)) + [uellm_(0.) < C(I1f 2.y + gl o0))-

Hence, Lemma 4.2 implies
1 ~
el < O e (I +lolinon) +C [ 62Tl + V)

1o
< C(e28 e+ ) (IF 1700y + 19017 00))

where we have used Lemma 4.4 and Lemma 4.5 in the second inequality. Since § is arbitrary,
1
we pick § = &4 to obtain the desired estimate. ]

The following local convergence rate is particularly useful for us. Let @), be a cube with
side length r and Q% = Q, \ T-.

Theorem 4.7. Let u. € qubg( 5.) be the weak solution of Lo(uz) = ¢of in Q5, with r =
me > e. There exists a weak solution ug € H'(Q,) of the homogenized equation Lo(ug) = ¢e f
in Qa, such that w. satisfies

3

1 2/
][@\war%c {f @\Vuamr(][ !f!”) } (4.21)
Q5,

where we. = ue. — ug — ex(z/e) - Vug in Q5. Moreover,

2/p
f =i <o) {f etrer(f 1)} (1.22)

The estimates still hold if Q5, is replaced by Q5,.(xo) N Qe with xy € 0N and u. = 0 on
002N Q5,. (o).

Proof. We give the proof for (4.21). The inequality (4.22) follows from (4.21) by using a
weighted Poincaré’s inequality and Caccioppoli’s inequality. By rescaling, it suffices to show
(4.21) for the case 7 = 1. Let t € (1,2) be a suitable side length such that Q5 satisfies the
geometric assumption (1.2) (in particular 0Q; C Q5) and

luellzn o < Clluellyqs - (4.23)
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The choice of such ¢ is possible due to the assumptions on 71" and the co-area formula. Let
ug be the weak solution of

EO(UO) = qb fv in Q€7
) ! (4.24)
Uy = Ug, on 0Qy.
Taking the estimates in Theorem 4.7 into Lemma 4.2 with Q. = @7, we obtain
1
| vl < CeH (1B + IuclBnonn)
Qf (4.25)

1
< Ot (1 liniqp) + luely12iqs)

Here the cutoff function 7. in the original definition of w. (4.4) has been removed by analyzing
the boundary layers. Finally, notice that we can subtract any constant L from wu. in the above
estimate. Hence, HUE”W;S(QE) may be replaced by |[¢e Vue||2(gs) in view of (2.18). This ends

the proof. O

Remark 4.8. The exponent % in Theorem 4.6 and Theorem 4.7 is not optimal . By adjusting
the cutoff function 7., we can actually improve it to % If we know a priori that ug € H?(Q)
(for instance, €2 is convex or C'™! and g = 0), then it may be improved to % It is an interesting
question whether the sharp convergence rate of O(e) holds under the condition f € LP(€.)
or ¢.Vf € LP(Q)? (even with g = 0). Note that if f and Q are smooth enough, then the
sharp convergence rate is valid by using the maximum principle; see [11, Chapter II1.3].

5. LIPSCHITZ ESTIMATES

In Section 3, we have proved the small-scale Lipschitz estimate. In this section, we estab-
lish the large-scale Lipschitz estimate which leads to the full-scale Lipschitz estimate. Our
argument here follows from the scheme of [12] (also see [13]).

We define
1 1/2 1/p
)= nt (o Sueare-a?) ar(£r) T 6
Qs Qs

MeRL geR T

e 1/2 1/p
Lir) =t (=)o (£ ur) 52)

Recall that the interior Caccioppoli inequality for the weak solution of L.(u:) = ¢.f can be

and

written as

1/2
<][ ¢§\VU€\2> < CI:(ug; 2r). (5.3)
Q5

Lemma 5.1. Let u: be a weak solution of L.(us) = ¢of in Q5 with f € LP(Q5) for some
p > d. Then there exist 6 € (0, %) and g9 > 0 such that if € < &g,

H.(u.:0) < %Ha(ua; 1)+ Cet I(ug; 2). (5.4)
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Proof. Let ug be given as in the proof of Theorem 4.7 with » = 1. Then

1/2
<][ ¢g|u€ - u0|2> < Ce%lg(ué 2). (5.5)
Qf

Note that we have replaced u. by u. — L on the right-hand side of (4.22) and taken infimum
over all L € R. On the other hand, the energy estimate and (4.23) implie

IVuoll 2@ < ClléeVuelL2(qs ) + Cllfllz2qs,,)- (5.6)
By the interior estimate of the equation Lo(ug) = ¢-f in Q1,
Juollcnyy < Cllé: T2z ) + CllFlisias .
< Cl(uc;2), '
where a =1 — % and we have used the Caccioppoli estimate in the last line.
Now let 6 € (0,1/2). By the triangle inequality and (5.5)
1 1/2
H_(us;0) < Ho(ug; 0) + §<][ lue — u0\2>
z (5.8)
Next, we claim that for any 6 € (0,1/2) (independent of ¢),
H.(uo;0) < CO“He(uo; 3/4) + Cele(up; 2). (5.9)

In fact, for § € (0,1/2), by observing that Lo(ug — M -z — q) = Lo(up) = ¢-f in Q1 for any
M € R? and ¢ € R, we have

He(uo; 0) < 6%(|Vuollca(q, ) + 0P| F || 1o )

D\ 12 (5.10)
<oo{(f tw-do-z-aP) "+ flims, )
Q3/4

where we choose My € R? and ¢y € R such that

1/2 1/2
< ¢2|ug — My -:E—q0|2> = inf < B2|ug —M-x—q|2> . (5.11)
Q3/4 MeR?,geR Q3/4

Let ap = fY* ®? > 0. Then it is easy to see that

1/2

1/2
J@<fﬁ M%'w+mf> SC< ﬁM%'$+%P>
Q3/4 Q3/4

1/2
sc< ¢§|uo|2>.
Q3/4
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This further implies that

1/2
|M0|+|QO|§C'<]2 ) < Cluoliay.y (5.12)
3/4

Moreover, there exists a bounded Y-periodic vector-valued function ¢ such that V - (1)) =
#? — ap. It follows from the integration by parts, (5.12) and (5.7) that

1/2
\(f <¢§—ao>ruo—Mo-x—qu)
Q3/4

1/2
g(k(f |¢€-n|2|uO—M0'x—qol2>
0Q3/4

1/2
#0e( f teluo = Mo~ ol Vo — 2
3/4

< Cellug|lcor(q,,y)

< Celc(ug;2).
This, combined with (5.10) and (5.11), gives

H(up;0) < CO“H (up;3/4) + Cel(ue;2).
Thus, the claim (5.9) is proved.
Finally, by (5.8), (5.9) and (5.5), we arrive at
He(uz36) < CO°He(uz; 3/4) + CO™ 551 (uz;2)
< CO*H.(uz;1) + CO 225 I (ug; 2).

Note that the constant C' above is independent of 6. As a result, we can choose and fix

0 € (0,1/2) such that CO* < 1/2. This gives (5.4) as desired. O

We recall an iteration lemma.

Lemma 5.2 ([13, Lemma 6.4.6]). Let H(r) and h(r) be two nonnegative, continuous functions
on the interval (0,1]. Let 0 < e < 1/4. Suppose that there exists a constant Cy such that

max H(t) < CoH(2r) and  max : |h(s) — h(t)| < CoH(2r) (5.13)

r<t<2r r<s,t<2

for any r € [e,1/2]. Suppose further that

1

< Z

H(0r) < 5

for any r € [g,1/2], where § € (0,1
[0,1] such that (0) =0 and

H(r) + CoB(e/r)(H(2r) + h(2r)), (5.14)

/4) and B(t) is a nonnegative, nondecreasing function on

/1 @dt < 00. (5.15)
ot
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Then
max (H(r) 4+ h(r)) < C(H(1) + h(1)), (5.16)

e<r<1

where C' depends only on Cy,0 and the function [((t).

Theorem 5.3. Under the same condition as Lemma 5.1, for e <r < 2, we have

1/2 1/2 1/p
(f ¢§rw2) gc(f ¢§\w2) +c<f \f\”) . (5.17)
Qs Q5 Q5

Proof. By rescaling, (5.4) holds for any /e <r <1, i.e.,

Ha(ua;Hr)S%Ha(ua, 7+ Co(2) " Le(ues20). (5.18)

To apply Lemma 5.2, we set H(t) = H.(ug;t). In view of the definition of H.(uc;t), we can
find M, € R? such that

1 1/2 1/p
H<t>=H€<u€;t>=inf—< ¢§|u—Mt-x—q|2> +t<][ |f|”> .
Qs Q3

geR t
Define h(t) = |My|. Then it is obvious that
I (us;t) < H(t) + Ch(t). (5.19)

Hence, we can rewrite (5.18) as, for e/eg <r < 1/2,

H(or) < SHr) + Co( ) (H(2r) + h2r),

1

which verifies the main condition (5.14) in Lemma 5.2 with (t) =
B(t) satisfies (5.15).

OO

. Clearly, this particular

Finally, to see (5.13), we only need to use the properties of H(t) = H.(uc;t) and h(t) =
|My|. In fact, for any r» < t < 2r, we have H(t) < CH(2r) by enlarging the region from Q7
to )5, with comparable volumes. Moreover, for any r < s,t < 2r,

1/2
ts) — hio < 0t~ 3l < S (. a2ion, - 21 o
Q7

1 1/2 1 1/2
§Cinf_< ¢§|U5—Ms'$—Q|2> +Cinf_< ¢a2‘|u€_Mt'$_Q|2>
QER T Qi QER T 5.

1 1/2 1/2
gcmf—( ¢§!ua—Ms-x—q\2> +Cmf—<][ ¢Z|ue — M, - x—qP)
Qs

g€R T
< CH(s)+ CH(t) < CoH(2r).
This verifies the condition (5.13). It follows from Lemma 5.2 that
max (H(r)+ h(r)) < C(H(1)+ h(1)),

e/eo<r<1
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By the Caccioppli inequality (5.3) and (5.19), for e/eg < r < 1, we have

1/2
(]ig |Vu€|2> < Cl(ug;2r) < C(H(2r) + h(2r))

< C(H(1) + h(1))

1/2 1/p
gc(][ <z>§rwerz) +c(f mp) ,
Q5 Q5

where in the last inequality we also used the weighted Poincaré inequality (2.18) and the size
estimate of h(1). Note that the estimate in the range € < r < ¢/g( follows trivially from the
case r = £/eg with a larger constant C'. This completes the proof. O

Remark 5.4. The above estimates continue to hold near the boundary if  is a C* domain
and u. = 0 on 0. In fact, if Q5 is centered on 0f2, then we only need to replace Q5 by
Q5 N in the statement of Theorem 5.3. For the proof, we modify the function H, and I, as
follows:

o 1/2
Hetuir) = it L (f a5 )+ 10 ol oo

1/p
T2+, 157) )

1/2 1/
Lonn) = () e (f i)

The details are omitted (see [12] for a similar proof).

and

Proof of Theorem 1.1 (i). Without loss of generality assume diam({2) ~ 1. First, by the
small-scale Lipschitz estimate (3.29), we have

1/2 1/p
ow oVl <0 awur) e £ )
QNN Q5,,.NQ Q5N

Then by the large-scale Lipschitz estimate (5.17) for » = mge (including the boundary case
in Remark 5.4), we have

1/2 1/2 1/p
( ][ <z>§rwarz) < c( ][ ¢>§!m!2) T C( f !f!”) |
. a0 asne

Combining the last two estimates, we obtain

1/2 1/p
sup |¢€VU€| < C(][ ¢§|V’LL€|2> + C<][ |f|p> .
QENN Q5NQ Q5N

Since the above estimate can be translated arbitrarily, it implies

1/2 1/p
sup |6V < c(f qsgywey?) + c(f mp) , (5.20)
Q5NQ QN0 Q50

154
mpe
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and

|¢e Vel ooy < CllpeVuell L2y + Cll flr.)-
This implies (1.7) by the energy estimate (4.2). O

6. WLP ESTIMATES

In this section, we prove the global WP estimates uniform in € in both Theorem 1.1 and
Theorem 1.2. Like Lipschitz estimate, the small-scale and large-scale estimates are handled
separately.

We begin with the small-scale WP estimate. In view of the discussion in Section 3, it is
sufficient to focus on the boundary case II.

Lemma 6.1. Let p > 2 and f € LP(Y,)%, F € LP(Y,). Suppose that u is a weak solution of
—div(¢?AVu) = div(¢f) + F, in Y.
Then if By is a ball centered on 0T and diam(By) < co/4, then

1/p 1/2 1/p
(][ ww) sc{(][ !¢Vu\2> +<f <rfrp+rFrp>) }
EBoﬂY* 2BoNYx 2BoNYs

The proof relies on the following interior real-variable argument.

Theorem 6.2 ([13, Theorem 4.2.3]). Let ¢ > 2 and By be a ball in RY. Let U € L?(4By) and
f € LP(4By) for some 2 < p < q. Suppose that for each ball or cube B C 2By with properties
that diam(B) < rodiam(By), there exist two measurable function Ug and Rp defined in 2B,
such that |U| < |Ug|+ |Rp| in 2B, and

(L) sm{ ()" (L))
(1, |UB|2)1/2 <n(f |f|2>1/2 (£, |U|2>”2,

where N1, No > 1 and 0 < rg < 1. Then there exists ng > 0, depending only on Ny, No,70,p
and q, with the property that if 0 < n < ng, then U € LP(By) and

<7{90 |U|”d:n> 7 0{ <]£BO |U|2>1/2 " <]£BO |f|p> 1/”}' 6.1)

where C' depends at most on N1, No,rg,p and q.

Proof of Lemma 6.1. Without loss of generality, assume diam(By) = ¢g/10. Let B C By be
a ball such that either 4B C Y, or B is centered on 9T. For the first case, ¢(z) =~ ¢(y) ~
diam(B) for any =,y € 2B. Let v be the weak solution of

—div(¢?*AVv) = div(¢f) + F in2B, and wv=0 on d(2B).
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By the energy estimate, we have
16V oll 208 < C(IIfll22) + I F |l L228)) - (6.2)
Let w = u — v. Then w satisfies
—div(¢?AVw) =0 in2B, and w=u on J(2B).
Due to the fact ¢(x) =~ ¢(y) for z,y € 2B, the classical Lipschitz estimate yields

1/2
sup [§Vu] < c( / |¢Vw|2)
B 2B

<o(f |¢w|2>”2 ro( £ an+ |F|>2)1/2,

where we have used (6.2) in the last inequality.
For the second case that B is centered on 0T, we again let v be the weak solution of
—div(¢?AVv) = div(¢f) + F in2BNY,, and wv=0 ond(2B)NY..
The energy estimate implies

16Vl 20nv.) < C(Ifl2@ny.) + IF 2 @Bry.)) - (6.4)

Then w = u — v satisfies
—div(¢?AVw) =0 in2BNY,, and w=u ond(2B)NY..
Now, we use (3.2) to get

1/2
sup |[¢pVw| < C’<][ |<;5Vw|2>
2BNY;

1/2 1/2
<o(f, wva) wo(f aneir)
2BNY 2BNY

where we have used (6.4) in the last inequality.

(6.5)

Now, we explain how the interior real-variable argument is applied in By to U = ¢Vu. Let
U be extended across 0T to 2By by zero. For each B C By, B can be covered by a finite
number of balls B} (with finite overlaps) satisfying either one of the following three cases: (i)
4B} C Y (i) Bj is centered on 9T (iil) 4B NY, = (). Moreover, diam(B}) ~ diam(B). In
all three cases, we have |U| < U; + R; in 2B} with U; = [¢Vv| and R; = [¢Vw]| supported
in 2B, where v and w have been constructed previously for cases (i) and (ii). The case (iii)
is trivial since U = 0 in 2By \ Yi. Therefore, by (6.2), (6.3), (6.4) and (6.5), we have

1/2 1/2
sup|Rj|sc(f |U|2> +c(f (|f|+IF|)2> ,
BJ’. 2B’ 2B’

J J

1/2 1/2
(£, wel) <c(f an+irr)
2le' 2B}

and
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where F' and f are also extended by zero. Now, using B C UjB;- and setting Rp = zj R;
and Up = Zj Uj, we have |U| < Rp + Up and

sup sl <0 f \UP)W wo( £ an+ \FD?)W,
( / \UBP)W < c( 1 s+ \F\)z)m.

Since B C By is arbitrary, we apply Theorem 6.2 with n = 0 to obtain

<]€BO\U!”>1/pSC(]éBO’U‘2>1/2+C<]£Bo(lf!+!F!)”>1/p-

Since U = ¢Vu and f, F' are extended by zero in the holes, the last inequality implies the
desired estimate. g

and

Lemma 6.3. Let p > 2 and f € LP(Q.), F € LP(Q.). Let u. € H<;15570(QE) be the weak
solution of (1.9) in Q.. Suppose e(k +Y,) N Q. # 0. Then,

1/p 1/2
(][ ’¢evua’p> < C<][ ‘¢avue‘2>
e(k+Y:)NQ: e(k+YM)NQe

1/p 1/p
+c<][ yfyp> +CE<][ ypr> .
e(k+Y)NQe e(k+YH)NQe

Proof. We first rescale the problem. Let v(x) = us(ex). Then v satisfies
—div(¢?AVv) = div(epf(e)) + e2F(e-) in (k+Y,")ne 1.

Moreover, v = 0 on (k + Y,7) Ne~108. Then, by Lemma 6.1 and the classical W!? estimate
away from I'c, we have

1/p 1/2
(f o) <o f 60 )
(k+Y:)Ne—1Q. (k+Y;HNe—10Q.
1/p
AP
e ( ]{HYJ)mleE 17e) >

1/p
—1—062(][ |F(6-)|p> .
e(k+YH)NQe

Rescaling back to u., we obtain the desired estimate. O

To prove the global WP estimate uniform in ¢ up to 9Q, we need a large-scale global
real-variable argument.

Theorem 6.4 (A variant of [13, Theorem 4.2.6]). Let ¢ > 2 and Q be a bounded Lipschitz
domain. Let U € L?(Q) and f € LP(Q) for some 2 < p < q. Let 0 < t < rodiam(Q) be a fized
number. Suppose that for each ball or cube B with properties that t < diam(B) < rodiam(2)
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and either 4B C Q or B is centered on 0L, there exist two measurable function Ug and Rp
on QN 2B, such that |U| < |Ug| + |Rp| on QN 2B, and

(o) sl (£ )" (£} s
<]{MB |UB|2> - < N2<]£m43 |f|2> - n(imw |U|2> 1/2, (6.7)

where N1, No > 1 and 0 < ro < 1. Then there exists ng > 0, depending only on N1, No, 10, p,q,
and the Lipschtiz character of OS2, with the property that if 0 < n < ng, then U € LP(2) and

CAC 'U'2>mdx> e {(4, 'U'2>1/2 +(f1v) /} (6.9

where C depends at most on N1, No, 10, p,q, and the Lipschitz character of 0S2. In particular,
if t =0, then (6.8) is replaced by

<]é \U!%) l/p < C{ (f) !U\2>1/2 + <]é ,f,p> l/p}_ ©9)

Theorem 6.5. Assume that Q is C* or convex. Let p > 2 and f € LP(Q.)? and F € LP(S2,).
Let u. be the weak solution of (1.9). Then there exits mg > 0 such that for any moe < r <
diam(?), we have

) p/2 N\ 1/p
([ 6vul) a) " <oy + IPloe).  ©10)
Q ()N

Proof. We will apply Theorem 6.4 to U = ¢.Vu,. with balls replaced by cubes. Let Q:(x) =
Qr(z) \ T. with 7 = me for some integer m > mgy. To make sure that Q%(x) satisfies the
geometric assumption (1.2), we temporarily assume that z is the center of some cell e(k+Y").
Moreover, we will consider Q%(x) such that either Qj,.(x) C Q. or Q(z) is centered in a
boundary cell (i.e., a cell intersecting with 9€2). Consider

Le(u:) =div(eef)+F in@5. N2, and wu.=0 on Q5. NIQ. (6.11)
Let v, be the solution of
Le(v:)=0 inQ5 N2, and v.=wu. on Q2 NN).
Then w, = u. — v, satisfies
Le(we)=div(g-f)+F inQ5 NQ, and w.=0 on d(Qa NQ).

Recall that @5, N €2 satisfies the geometric assumption (1.2). Thus, the energy estimate

1/2 1/2 1/2
(f Qmmﬁ) §O<]é Q|f|2> +0(72 Q|F|2) L (612
grm %T.ﬂ %rﬂ

implies
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Next, we consider the regularity of v.. We distinguish between two cases. If @, is
contained in €2, then we have already proved the local uniform Lipschitz estimate of v. in
(5.20) for r > mge, i.e.,

1/2
\|<z>ew€||m@;,)go<]ég 0.50) (6.13)

2r

In this case, let U = ¢.Vu., Rg = ¢.Vv. and Uy = U — Rg. Then by (6.12) and (6.13), we

have
1/2 1/2
IRl <€ WF) +c(f as+1p)

2r 2r

(£, rUQP)m <c(f ar+ !F!)2>1/2-

2r

for r > mge and

Previously we have assumed r = me with some integer m and Q) is centered in a cell e(k+Y).
But these assumptions can be removed by slightly adjusting the size of the cubes. Also the
holes can be removed simply by a natural zero-extension. Hence, the conditions (6.6) and
(6.7) are satisfied with n = 0, provided Q4, C Q.

If )5, is centered in a boundary cell, we apply Theorem 4.7 to approximate v, with good
functions such that the real-variable argument can apply. Precisely, by Theorem 4.7, there
exists vy satisfying

Lo(vg) =0 inQ%TﬂQ and vg=0 onQ%TOGQ,
and

1
1

][ $2|Vv. — Vg — Vx(z/e) - Vo2 < 0(5) ][ &2V, 2. (6.14)
QsNQ r Q5,N%

Since 98 is C* or convex, for any ¢ < oo, Vg € LI(Q, N Q). Hence, by the boundedness of
¢V, we obtain for some g > p,

1/q 1/2
<][ ¢4 Vg + Vx(x/e)Vv0|q> < C<][ ¢§|Vv5|2> .
QN Q;TOQ

Thus, if we set U = ¢.Vu., Rg = ¢-Vug + ¢-.Vx(z/e) - Vg and Ug = U — R, then

1/q 1/2 1/2

(f mor) "<c(f we) we(f an+im?)
Q:nQ Q5N Q3-N

1/2 E% 1/2 1/2

(f wel) <cC) (£ _we) +e(f  anim?)
Q=NQ r Q5,NQ Q5,NQ

Let mg > 0 be large enough such that

and

_1
Cmo 8 < 770,



LIPSCHITZ AND WP ESTIMATES 35

where 79 is given in Theorem 6.4 depending on C,p,q and €. Hence, the conditions (6.6)
and (6.7) are also satisfied in this boundary case provided r > mge. As a consequence of
Theorem 6.4, we obtain

p/2 1/p
</ (][ |¢€VU€|2> d$>
Q Qs.(z)NQ
1/2 1/p
1/p—1/2 2
<cfiopre( [oul)+ ([an+ir) ]

< C|fllzre) + ClF I e (02

for all » > mge. This proves the theorem. ]

Proof of Theorem 1.2. Note that p = 2 corresponds to exactly the energy estimate. Let
p > 2. Then Theorem 6.5 with r = mge implies

) p/2 1/p
( / (f |¢€w€|> dx> < (I ey + I Fllriay). (6.15)
0\ JQuge (x)n02:

Now Lemma 6.3 implies for any x € 2,

1/p 1/2
<][ ‘¢avu5’p> < C(][ ’¢Evu€‘2>
s(x)nQE Qmos(x)mﬂs
1/p 1/p
+C’<][ |f|p> +C’<][ |F|p> )
Qmos(w)mgs Qmos(w)mgs

Substituting the last inequality into (6.15), we obtain

</Q []izg(xms y@vuav’] dm) N

< C(Iflzrey + IFl o)) (6.16)

1/p 1/p
+0</ [][ |f|p]dx> +0</ [][ |F|p]dx> .
Q Qmos(x)ﬂﬂs Q Qmos(x)ﬁgs

It is not hard to see that for any g € LP(.), we have

/ [][ |g|ﬂd:m / [][ |g|p]dm NG
Q ()N 0 L/ Qunge (2)n02 Q.

This and (6.16) imply the desired estimate for p > 2.
Finally, the case 1 < p < 2 follows from the case p > 2 by duality. O

Proof of Theorem 1.1 (ii). This is a dual statement of Theorem 1.2. Let u. be the weak
solution of (1.6) with f € LP(Q.) and 1 < p < d. Let g € L” (Q)% and v. be the weak
solution of

—div(¢?A.Vv,) = div(¢.g) in Q. and v.=0 on 9Q. (6.17)
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Then, by the equation (1.6) and (6.17), we have

¢eVue - g = / foeve.
Qe Q

Theorem 1.2 and Theorem 2.7 (i) imply

[ oV o = lafi6coda,
< COlfller@ollte Vel Loy < Cllifllee@ollglla @y,

where p and ¢ satisfy p’ = ¢*, i.e., 1 — % = % — é. By duality, we have

16 Vel Lo < Cllfll e ()

Note that % = — é. Hence ¢’ = p*, which ends the proof. O

1
p
APPENDIX

Smoothing operators. Let a > 0 be fixed. Let 0 < ¢ € C§°(B4(0)) and fBa(o) ¢(=1and
define the standard smoothing operator by

Hof(x) = /B L sy = /

€ Boae(0)

(D) f (@ — y)dy.

Let © be a bounded domain in R? and Q(s) = {z € Q : dist(z,09) < ae}. Note that if
f € LY (), then . f is well-defined in Q\ Q(¢). Some properties of the smoothing operator
are listed below, whose proofs may be found in [13, Chapter 3.1].

Lemma A.1. Let 1 < p < oco. Assume g € Lhe (V) and f € LP(Q2). Then

lg(z/e) X fllLe0ee)) < Cllgllr o)l fll e ()

where C' depends only on p and «.
Lemma A.2. Let 1 < p < oo and Q be a bounded Lipschitz domain in R?. Assume f €
WLP(Q). Then
|22 f = flleae) < CellVEllLe@),
where C' depends only on p and «.
2d

Lemma A.3. Let Q be a bounded Lipschitz domain in R* and q = a1 < 2 Assume
g€ L2, (Y) and f € WH4(Q). Then

per
| ot/ LA < Celglallf nagey
Q(26)\Q(1)
where t > ¢ and C depends only on Q and .

The following is a related lemma without smoothing.
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Lemma A.4. Under the same assumption as Lemma A.3, we have
1
£l L2y < Ct2 (| fllwrae)
for any t > 0.

Nontangential maximal functions. We consider the solvability and regularity of the
Dirichlet problem in a Lipschitz domain:

—Au=0 in ,

{ u=f on Of). (A-1)

Assume f € L?(09). Define the nontangential maximal function u*(Q) with Q € 9Q by
u*(Q) = sup{|u(z)| : x € Q and dist(x,0Q) > Blz — Q|},

where (8 is a fixed constant chosen according to the Lipschitz character of 9. It has been
proved (see [4]) that (A.1) is solvable with f € L?(0f2) and

[u*ll 2200y < CllfllL200)-
Similarly, we may define
(Vu)*(Q) = sup{|Vu(z)| : x € Q and dist(z,0Q2) > plz — Q|}.
Then if, in addition, f € H*(92) and 9 is connected, it was proved (see [9]) that
[(Vu)*I200) < CllVianfll2200)- (A.2)
As a simple corollary, we have
Lemma A.5. Let f € HY(9S) and u be a solution of (A.1). Assume 0 is connected. Then
IVulz2wy < OFF [ Veanfl 200
for any t > 0.
Sketch of the proof of Lemma 4.3. Let v € H*(R?) be such that Ly(v) = Flg in R? and

vl ey < C||Fl|p2(q)- By the trace theorem,
vz 00) < ClIEFL2(0)
and
/| 908 < Cellvlaes, < Cell Pl (A3)
Let w = ug — v, then w satisfies
Lo(w)=0 in and w=g—v on IN.
By Lemma A.5, we have

(VW) llz200) < Cllg = vllar60) < Cllgllar@o) + CIF| L2 @)- (A.4)
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It follows that

/ Vul? < Ce / (Vo) 2 < Ce (g2 om + 1FI22)-
Q(e) 90

This proves (4.17) in view of (A.3).
Let z € Q and 6(z) = dist(z,9€2). Then by the interior estimate,

1/2
i< 5o (f, we?)
0(2) \ JBs (42

It follows that

/ V202 < ot—3/ Vwldy < ot—2/ (V)™ 2
{6(z)=t} t/2<6(y)<2t o0

Consequently, the co-area formula leads to

diam(2)
/ V20 g/ Ct‘2dt/ (V)2 < Ca_l/ (V) 2.
QN\Q(ce) ce o o0

This estimate together with the H? estimate of v and (A.4) gives (4.16). O
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