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1 Introduction

Let K be a field with algebraic closure K, and let f be a rational function in one variable
over K. Corresponding to f there are a morphism of algebraic varieties ]P’Il< — ]P’Il< and a
map on point sets P1(K) — P!(K), both of which we also denote by f. A point P € P1(K)
is called periodic for f if there exists a positive integer # such that f”(P) = P, where f"
denotes the n-fold composition of f with itself; in that case, the smallest such # is called
the (exact) period of P. More generally, the point P is preperiodic for f if there exists
m > 0 such that f"*(P) is periodic; the smallest such m is then called the preperiod of P,
and we call the period of f”*(P) the eventual period of P. Here, f° is interpreted as the
identity map, so that periodic points are considered preperiodic.

For any intermediate field K € L C K we define a directed graph G(f, L), called the
preperiodic portrait of f over L, whose vertices are the points P € P!(L) that are prepe-
riodic for f, and whose directed edges are the ordered pairs (P, f(P)) for all vertices P.
In the terminology of graph theory, G(f, L) is a functional graph, i.e., a directed graph in
which every vertex has out-degree 1. Throughout this paper we will use the term portrait
instead of functional graph in order to emphasize our dynamical perspective.

1.1 Portraits for quadratic maps

Assume henceforth that K is a number field. We will primarily, though not exclusively,
be interested in the case where K is a quadratic extension of Q; we refer to such fields
simply as quadratic fields. A type of problem that has received much attention in the field
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of arithmetic dynamics is that of classifying the portraits G(f, K) up to graph isomorphism
as f is allowed to vary in an infinite family of rational functions. An early example of this
classification problem is Poonen’s study [44] of the portraits G(f, Q) as f varies over the
family of all quadratic polynomials with rational coefficients.

Theorem 1.1 (Poonen [44]) Assume that there is no quadratic polynomial over Q having
a rational periodic point of period greater than 3. Then, for every quadratic polynomial
f € Q[z], the portrait G(f, Q) is isomorphic to one of the following twelve graphs (using the
labels from Appendix B):

@, 2(1), 3(1, 1), 3(2), 4(1, 1), 4(2), 5(1,1)a, 6(1,1), 6(2), 6(3), 8(2,1,1), 8(3).

Regarding the assumption in Theorem 1.1, it is known that a quadratic polynomial
over Q cannot have rational periodic points of period 4 (Morton [39]), period 5 (Flynn—
Poonen—Schaefer [19]), or, assuming that the conclusions of the Birch and Swinnerton-
Dyer conjecture hold for a certain Jacobian variety, period 6 (Stoll [48]). In addition, a
substantial amount of empirical evidence supporting the assumption in Poonen’s theorem
has been provided by Hutz and Ingram [24] and Benedetto et al. [1]. However, it remains
an open problem to prove that this assumption is valid. Portraits for other families of
quadratic maps over QQ are studied in the articles [3,7,33,34]. The present paper concerns
the preperiodic portraits of quadratic polynomials defined over quadratic fields, a topic

previously explored in [11,13,14].

1.2 Analogy with torsion points
A guiding principle that has proved fruitful in arithmetic dynamics is to regard the set of
preperiodic points of a map as being analogous to the set of torsion points on an abelian
variety. In fact, this is more than just an analogy: The torsion points on an abelian variety A
are precisely the points which are preperiodic under the multiplication-by-2 map. It is well
known that for an abelian variety A defined over a number field K, the set of K-rational
torsion points on A is finite. The dynamical analogue is a theorem of Northcott [42], a
special case of which says that for every rational function f of degree at least 2 defined
over K, the set of K-rational preperiodic points of f is finite.

Motivated by this analogy, Morton and Silverman formulated the following dynamical
analogue of a standard uniform boundedness conjecture for abelian varieties. We state the
dynamical conjecture only in the case of endomorphisms of the projective line, although

a similar statement applies to arbitrary projective spaces.!

Conjecture 1.2 (Morton-Silverman [40]) For a number field K and morphismf : IP’}< — IP’}<
of degree greater than 1, the number of K -rational preperiodic points of f is bounded above
by a constant depending only on the degree of f and the absolute degree of K.

In both contexts—torsion points on abelian varieties and preperiodic points for rational
functions—the set of K-rational points of interest has additional structure: The torsion
points form a finite abelian group, and the preperiodic points form a portrait. Thus, even
stronger than a bound on the number of such K-rational points would be a classification

nterestingly, work of Fakhruddin [18] shows that the more general Morton—Silverman conjecture in fact implies its
analogue for abelian varieties. See also [46, §3.3], where Merel's theorem for elliptic curves is shown to follow from
Conjecture 1.2.
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of the structures that can be realized by the set of such K-rational points. For example,
Mazur’s celebrated torsion theorem [35] says not only that an elliptic curve E/Q has
at most 16 rational torsion points, but also that the torsion subgroup E(Q)¢ors must be
isomorphic to one of 15 specific abelian groups.

On the dynamical side, Conjecture 1.2 would imply, for example, that there are only
finitely many isomorphism classes of portraits G(f, Q) as f ranges over all quadratic poly-
nomials with rational coefficients. Theorem 1.1 can thus be seen as a refinement of the
conjecture in this case, as it provides a (conditionally) complete list of all possible portraits
for the family of quadratic polynomial maps, analogous to Mazur’s torsion theorem.

Similarly, the Morton-Silverman conjecture would imply that the portraits G(f, K),
where K is a quadratic field and f is a quadratic polynomial over K|, fall into finitely many
isomorphism classes. A conjecturally complete list of classes was first proposed in [14]
and is included here in Appendix B. The list is comprised of 46 portraits, and can be
viewed as analogous to the list of 26 abelian groups, known by work of Kamienny [26] and
Kenku—Momose [27], that can arise as torsion subgroups of elliptic curves over quadratic
fields.

1.3 Infinitely occurring portraits
Our primary objective in this paper is to determine, under a suitable notion of equivalence
of maps, which of the 46 graphs in [14] arise as the preperiodic portrait of infinitely many
inequivalent quadratic polynomials over quadratic fields. In the context of elliptic curves,
both over Q and over quadratic fields, the corresponding question is well understood:
every abelian group that arises as the torsion subgroup of an elliptic curve can be realized
as such by infinitely many non-isomorphic curves (see [25]).

In order to state our questions more precisely, we begin by defining the appropriate
equivalence relation on maps. Two morphisms f, / : IP’}< — ]P’Il< are called linearly conju-
gate over K if there exists an automorphism o € PGL,(K) such that

h=0"1o foo.
(Similarly, one can define linear conjugacy over any extension of K.) In that case, a simple
argument shows that the portraits G(f, K) and G(k, K) are isomorphic as directed graphs;
hence, the isomorphism class of G(f, K) is determined by the linear conjugacy class of f.

In the case of quadratic polynomials, it is well known (see, for example, [46, p. 156]) that
every such map f € K|z] is linearly conjugate to a unique map of the form

filz) =2 +¢

where ¢ € K. Thus, in studying the portraits of quadratic polynomials we may restrict
attention to the one-parameter family of maps f;.

Returning to the question of portraits arising infinitely often, the case of quadratic
polynomials over Q was answered by Faber, who showed in addition that Poonen’s list in

[44] does not omit any such portrait.

Theorem 1.3 (Faber [17]) For a portrait P, the following are equivalent:

(i) There exist infinitely many ¢ € Q such that G(f,, Q) = P.
(ii) P is isomorphic to one of the following graphs (using the labels from Appendix B):

@, 4(1,1), 4(2), 6(1,1), 6(2), 6(3), 8(2,1,1).
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Motivated by Faber’s theorem, we now state the main questions to be addressed here.

Question 1.4 Among the 46 known isomorphism classes of portraits arising as G(f;, K),
with K a quadratic field and ¢ € K, which ones can be realized as such by infinitely many
algebraic numbers ¢? In addition, must every infinitely occurring portrait belong to one
of the 46 known isomorphism classes?

1.4 Main results
We define the following sets of portraits using labels as in Appendix B:

To := {0, 4(1,1), 4(2), 6(1, 1), 6(2), 6(3), 8(2 1, 1)};
Trat == {8(1, 1)a, 8(2)a, 8(4), 10(3, 1, 1), 10(3,2)};
Tquad = {8(L, 1)b, 8(2)b, 8(3), 10(2, 1, 1)a/b};

T := Ty U Frae U Tguad-

We provide two answers to Question 1.4 which differ in their level of specificity. The
simplest is Theorem 1.5, with Theorems 1.6 and 1.7 providing additional information in
terms of the above subsets of I'. For an integer n > 1, we define

Q"= (e € Q: [Qw) : Q) < n}
Theorem 1.5 For a portrait P, the following are equivalent:

(i) There exist infinitely many ¢ € Q® such that G(f,, K) = P for some quadratic field
K containing c.
(ii) P eT.

Theorem 1.5 can be refined in order to take into account certain subtleties illustrated
by the following example: We see from Theorem 1.3 that the portrait P = 4(2) is realized
as G(f;, Q) for infinitely many ¢ € Q. For each such c, the set of preperiodic points for f;
is a set of bounded height, and therefore f; has only finitely many preperiodic points of
algebraic degree 2 over Q. Hence, for each of the infinitely many ¢ € Q with G(f;, Q) = P,
we must also have G(f;, K) = P for all but finitely many quadratic fields K.

We therefore show that each of the portraits P € I is realized infinitely often—even
if one excludes the infinitely many “trivial” realizations in the sense of the previous para-
graph. This is done in the next two theorems, which are stated separately in order to
distinguish between polynomials with rational coefficients and those with quadratic alge-
braic coefficients.

Theorem 1.6 For a portrait P, the following are equivalent:

(i) There exist infinitely many ¢ € Q such that G(f., Q) C G(f., K) = P for some
quadratic field K.
(i) PeT {4 6(3)}

Theorem 1.7 For a portrait P, the following are equivalent:

(i) There exist infinitely many c € Q¥ ~ Q such that G(f,, Q(c)) = P.
(i) P € o U yuac:
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Note that every portrait in I is covered by at least one of Theorems 1.6 and 1.7, since ¢
and 6(3) are elements of I'y. In particular, these two theorems together imply Theorem 1.5.

1.5 Quadratic points on dynamical modular curves

The proofs of our main results rely heavily on the concept of a dynamical modular curve.
To each of the 46 portraits from [14], and more generally to any portrait that could poten-
tially be realized as the preperiodic portrait of a quadratic polynomial over a number field,
we associate an algebraic curve parametrizing instances of the portrait as a preperiodic
portrait G(f;, K). The curve corresponding to a portrait P will be denoted X; (P) by anal-
ogy with the classical modular curves X;(N) parametrizing elliptic curves with a torsion
point of order N. To avoid confusion, the latter curve will henceforth be denoted Xlell (N).
The details of the construction as well as basic properties of dynamical modular curves
are discussed in [12]. A more general construction of dynamical moduli spaces appears in
[16].

The core of our analysis in this paper is a study of basic geometric invariants, such as
genus and gonality, of the curves X (P). We then turn this geometric data into arithmetic
data using Faltings’ theorem on rational points on subvarieties of abelian varieties, via the
following result of Harris and Silverman:

Theorem 1.8 [Harris—Silverman [22, Cor. 3]] Let X be a smooth, irreducible, projective
curve of genus g > 2 defined over a number field K. If X is neither hyperelliptic nor bielliptic
then X has only finitely many points that are quadratic over K.

In addition, we consider arithmetic questions regarding the fields of definition of
quadratic points on X;(P). In particular, if X;(P) has a point defined over a quadratic
number field K, what can be said about basic arithmetic invariants of K, such as discrim-
inant and class number? For the curves Xfu(N ), arithmetic questions of this kind have
been discussed by several authors: Momose [36] shows that if K is the field of definition
of a quadratic point on X{!(13), then the prime 2 splits in K, and 3 is unramified in K;
Bosman et al. [5] show that K must be a real quadratic field, an observation also made in
[14]. In the case of the modular curves Xg“ (N), Najman and Trbovi¢ [41] prove arithmetic
results of this type for several values of N.

For the dynamical modular curves X;(P) we prove the following two theorems. Though
our methods can be applied to several portraits in the set I' (namely, those for which
the corresponding modular curve is hyperelliptic), the portraits 8(4) and 10(3,1,1) are
highlighted here due to their significance in the context of elliptic curves, explained below.

By a quadratic point on an algebraic curve over a field k, we mean a point whose field
of definition is a quadratic extension of k.

Theorem 1.9 Let P denote the portrait 8(4).

(a) For every prime p and every residue class ¢ € Z/pZ, there exist infinitely many
squarefree integers d € ¢ such that X1(P) has a quadratic point defined over Q(+/d).

(b) There exist infinitely many imaginary quadratic fields K with class number divisible
by 10 such that X1(P) has a quadratic point defined over K.
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As noted in [14], the above curve X;(P) is isomorphic to Xfu(16). Thus, Theorem 1.9
provides new information about the collection of quadratic fields K such that there exists
an elliptic curve E/K with a K-rational torsion point of order 16.

Similarly, taking P = 10(3, 1, 1), the curve X1 (P) is known to be isomorphic to Xf“(lS);
see [44, p. 15]. The next theorem strengthens earlier results by Kenku-Momose [27]
regarding the splitting of rational primes in the fields of definition of quadratic points on
this curve.

Theorem 1.10 Let P denote the portrait 10(3, 1, 1) and let K be the field of definition of a
quadratic point on X1(P).

(a) The prime 2 splits in K, and 3 is not inert in K.
(b) There exists an infinite and computable set of primes, denoted m, that is independent
of K, and such that every prime in 7 is unramified in K.

1.6 Points of higher degree

Though our primary focus here is on quadratic fields, we make one observation concerning
arbitrary number fields. The next result is a straightforward consequence of a theorem of
Frey [20] together with the main theorem of [15].

Theorem 1.11 Fix a positive integer n. For any portrait P, let y(P) denote the set of
algebraic numbers ¢ € QY such that P = G(f., K) for some number field K satisfying
¢ € K C QY. There are only finitely many portraits P such that y (P) is infinite.

Note that Theorem 1.5 is a more refined version of Theorem 1.11 in the case n = 2.

1.7 Outline of the paper

In Section 2 we define the notion of a generic quadratic portrait and discuss basic facts
concerning dynamical modular curves associated to such portraits, followed by general
properties of algebraic curves in Section 3.

In Section 4, we apply geometric arguments to determine all generic quadratic portraits
‘P for which the curve X;(P) has infinitely many quadratic points. This proves, in par-
ticular, the implication (i) = (ii) in Theorem 1.5; see Theorem 4.1 and the immediately
preceding discussion.

Section 5 addresses the issue that K-rational points on X;(P) correspond to instances
where G(f;, K) simply contains the portrait P; that is, we need not have an isomorphism
G(fz, K) = P, and in fact, in many cases we do not. The section culminates with the proofs
of Theorems 1.6 and 1.7 in Sect. 5.3.

Finally, Section 6 is devoted to arithmetic questions concerning the fields of definition
of quadratic points on the curves X;(P), and in particular to proving Theorems 1.9 and
1.10.

2 Dynamical modular curves

2.1 Dynatomic polynomials

If f is a polynomial with coefficients in a field K and o € K is a point of exact period # for
f, then « is a root of the polynomial f”(z) — z. However, the roots of f"(z) — z may have
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period strictly dividing #, and indeed there is a factorization
@)=z =[] ®asa)
din
where (generically) the roots of @, have exact period d for f. Mébius inversion yields
®,0(2) = [ [P (2) — 2009,
dln
where 1 denotes the Mobius function. We call ®,,; the nth dynatomic polynomial of f.
More generally, for m, n > 1 we define
Py (f"(2))
D, (f=1(2))

Then ®,,,,r is a polynomial whose roots are (again, generically) points of preperiod m

q)m,n,f(z) =

and eventual period # for f. (That ®, ¢ and ®,,,, s are indeed polynomials is proven in
[23,46].)
Since we are specifically interested in the family f;(z) = z2 + ¢, we write

Dy 2) = Dpp(2) and Dy u(c 2) = Dy, (2).

Then ®,, (resp., @) is a polynomial in Z[¢, z], and the vanishing locus defines an affine
curve Y1 (n) (resp., Y1(m, n)), which we refer to as a dynatomic curve. Thus, for example,
if & has period # for f;, then (¢, @) is a point on the dynatomic curve Y7(#n). We denote by
X1(+) the normalization of the projective closure of the affine curve Y7 (-), and we also refer
to X1(-) as a dynatomic curve.

2.2 Dynamical modular curves associated to portraits
The dynamical properties of quadratic polynomial maps impose certain restrictions on
those portraits that may be realized as G(f, K) for some number field K and a quadratic
polynomial f € K|z]. First, no point may have more than two preimages under f. Also,
for each positive n € Z, the nth dynatomic polynomial for a quadratic polynomial f has
degree

D(n) := deg @,,0(2) = Y _ u(n/d)2". (2.1)

dln

Thus, a quadratic polynomial has at most D(n) points of period #, partitioned into at most
R(n) := D(n)/n cycles of length n. With these restrictions in mind, we make the following
definition:

Definition 2.1 A quadratic portrait is a portrait P satisfying the following properties:

(a) Every vertex of P has in-degree at most 2.
(b) For each n > 1, the number of n-cycles in P is at most

1
R(n):= =Y u(n/d)2”.
PIEY
For any number field K and quadratic polynomial f € K][z], the portrait G(f, K) is
quadratic. However, for most quadratic polynomials (in the sense that there are only
finitely many exceptions over any given number field), we can say more about the struc-
ture of the set of K-rational preperiodic points. For the model f;(z) = z2 + ¢, if a is a
preperiodic point for f;, then —« is also preperiodic, since both are preimages of f(«).
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Fig. 1 A generic quadratic portrait

Thus, a preperiodic point typically has either no K-rational preimages or exactly two K-
rational preimages. The exception to this rule occurs when o = 0 is a preperiodic point,
in which case exactly one preperiodic point (namely, ¢ = f;(0)) has a single K-rational
preimage.

Along the same lines, if a polynomial f; has a K-rational fixed point g, then § is

2 _ 7 4 ¢; thus, unless we have

a root of the quadratic polynomial f.(z) — z = z
disc(fe(z) —z) = 1 — 4c = 0 (i.e., ¢ = 1/4), there is a second fixed point 8’, necessarily
defined over K.

With these observations in mind, we make the following definition.

Definition 2.2 A generic quadratic portrait is a quadratic portrait P with the following
additional properties:

(a) The in-degree of any vertex of P is equal to 0 or 2.
(b) If P has a fixed point, then P has exactly two fixed points.

Remark 2.3 We will sometimes refer to the results of [12], in which the term “strongly
admissible” is used instead of “generic quadratic.”

Given a quadratic portrait P, there is a dynamical modular curve Y7(P), defined over
Q, whose K-points—for any extension K/Q—correspond to tuples (¢, zy, .. ., z,) such
that zy, .. ., z, are preperiodic points forming a subportrait of G(f;, K) isomorphic to P.
In other words, Y1 (P) is a (coarse) moduli space for the problem of classifying quadratic
polynomials with marked preperiodic points. If Q is the point on Y7 (P) corresponding to
such a tuple, then the field of definition of Q is Q(¢, z1, . . ., zx). We denote by X;(P) the
smooth projective curve birational to Y7 (P).

A few specific dynamical modular curves Y7(P) were used to prove the classification
results in [11,13,14,44], while dynamical modular curves are treated more generally in
[12]. In the latter article, the curves Y7 (P) are defined only in the case that P is a generic
quadratic portrait. We lose no generality in making such a restriction: Given any quadratic
portrait P, there is a unique portrait P’ that is minimal among generic quadratic portraits
containing P as a subportrait. In the language of [12], P’ is the generic quadratic portrait
generated by the vertices of P. It follows from the results of [12, §2] that X;(P) = X1 (P’),
so we may as well assume that P is generic quadratic.

Rather than formally defining X;(P) (we refer the interested reader to [12] or, for a
different approach in a more general setting, [16]), we give an example.

Example 2.4 Consider the generic quadratic portrait P appearing in Fig. 1. One could

construct a curve birational to X;(P) simply by giving one equation for each relation

coming from an edge in P: if we label the vertices 1, 2, 3, 4 from left to right, we have
z%+c=zz, z%+c:zs,

) ) (2.2)
z3+ ¢ =2z, zZy +c¢=zs.
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Note that we must also impose certain Zariski open conditions of the form z; # z; to
remove extraneous components; for example, there is a full component of the curve
defined by (2.2) on which z;, zy, z3, and z4 are all equal. It is this approach that is taken in
[16].

An alternative approach, which is particular to quadratic polynomials, is to note that
any generic quadratic portrait containing a point of period 2 must necessarily contain P.
Thus, another (affine) model for X; (P) is the plane curve defined by the vanishing of the
dynatomic polynomial

. @+ +c—z

Palez) =~ =22 +z+c+1

In other words, X1 (P) is isomorphic to the dynatomic curve X;(2). This second model has
the advantage of being defined in a lower-dimensional affine space (A2, rather than A®),
and it is this second approach which is described in detail in [12].

We conclude this example by pointing out that X;(P) = X;(2) also has “degenerate”
points where two or more of the vertices of the portrait P collapse. For example, the
equation ®3(c, z) = 0 has the solution (¢, z) = (— %, —%) despite the fact that —% is a
fixed point for f_3,4. However, for a given portrait P, there are only finitely many such
degenerate points on X; (P).

Before summarizing the required properties of dynamical modular curves, we recall the
following terminology:

Definition 2.5 Let X be a smooth, irreducible projective curve defined over a field k.
The k-gonality of X, denoted gon; (X), is the minimal degree of a nonconstant morphism
X — P! defined over k.

Proposition 2.6 Let P be a generic quadratic portrait, and let k be any field of character-
istic 0.

(a) The curve X1(P) is irreducible over k.

(b) If P’ is a generic quadratic portrait properly contained in P, then there is a finite
morphism wppr : X1(P) — X1(P’) of degree at least 2 defined over k.

(c) Given any ordering P1, P, ... of all generic quadratic portraits, the k-gonalities of
the curves X1(P;) tend to oc.

Proof Parts (a) and (b) are proven in [12, Thm. 1.7] and [12, Prop. 3.3], respectively.
Note that the morphism wp p is obtained simply by forgetting the preperiodic points
corresponding to vertices of P ~. P’, hence is defined over the base field k.

Statement (c) is a slight generalization of, but follows directly from, [15, Thm. 1.1(b)],
which says that as m 4+ n — 00, the gonalities of the curves Xj(m, n) tend to co. Given
a bound B, there are only finitely many quadratic portraits P such that every vertex v of
‘P has preperiod m and eventual period # satisfying m + n < B. In other words, if for
every generic quadratic portrait P we choose a vertex vp with preperiod mp and eventual
period np maximizing the sum mp + np, we must have mp + np — oo as P ranges over
all generic quadratic portraits in any order. Since there is a nonconstant morphism from
X1(P) to X1(mp, np) (e.g., by part (b)), we have gon, (X1(P)) > gon,(X1(mp, np)), and
the latter expression tends to oo. O
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Proof of Theorem 1.11 Fix n > 1 and a portrait P, and suppose there are infinitely many
¢ € Q" such that G(f,, K) = P for some degree-n number field K containing c. Then the
dynamical modular curve X;(P) has infinitely many points of degree at most #. It follows
from [20, Prop. 2] (cf. [9, Thm. 5]) that X; (P) must have gonality at most 2#, hence there
are only finitely many such portraits P by part (c) of Proposition 2.6. ]

3 Some useful properties of algebraic curves
In this section, we collect a few facts about algebraic curves that will be used throughout
the rest of the paper.

First, we provide a statement that follows from Hilbert’s irreducibility theorem; see [45,
§3.4] and [32, §9.2] for details.

Proposition 3.1 Let K be a number field, let X be a curve defined over K, and let
¢ : X — P! be a dominant morphism of degree d > 2 defined over K. Then the set

T := {P e PY(K) : [K(Q): K] < d for some Q € goil(P)}
is a thin subset of P (K).
Remark 3.2 Thin subsets 7 C P!(K) have density 0, in the sense that
‘{P e T :h(P) < N}‘

lim =0,
N—00 ‘{P e PL(K) : h(P) < N}‘

where / is the naive Weil height on P! (Q). In particular, for any maximal ideal p € Spec Ox
and any mod-p residue class ¢ in P1(K), the set ¢ \ 7 is infinite.

Given an elliptic curve E with Weierstrass equation y> = f(x), where f € Kl[x] is
squarefree of degree 3, it is easy to construct infinitely many quadratic points on E: For
“most” x € K, the point (x, y) = (, m) is quadratic over K. More precisely, since f is
not a square in K[x], it follows from Hilbert irreducibility that f(xo) is a nonsquare in K
for all xp outside a thin subset of K. The following result, proven in [14, Lem. 2.2], gives a
useful characterization of quadratic points (x, y) with x ¢ Q:

Lemma 3.3 Let K be a number field, and let E/K be an elliptic curve defined by an
equation of the form

y* = ax® + bx® + cx + d,

where a,b,c,d € K and a # 0. Suppose (x,y) € E(K) is a quadratic point with x ¢ K.
Then there exist (xo, yo0) € E(K) and t € k such thaty = yo + t(x — xo) and

axo—t>+b +ax(2)+t2xo+bx0—2yot+c
x _

x%+

a a

By Theorem 1.8, a curve with infinitely many quadratic points must admit a degree-2
morphism to either P! or an elliptic curve, hence must have gonality at most 4. Thus, to
prove that a curve has finitely many quadratic points, it suffices to show that the gonality
of the curve is greater than 4. The following inequality is a standard tool for finding lower
bounds for gonalities.
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Proposition 3.4 [Castelnuovo—Severi inequality [47, Thm. 3.11.3]] Let Y, Y1, and Y> be
curves of genera gy, g1, and g, respectively. Suppose we have maps ¢1 : Y — Y1 and
@2 : Y — Yy of degrees di and dy, and suppose further that there is not an intermediate
curve Z and a map  : Y — Z of degree at least 2 such that both ¢, and ¢, factor through
Y. Then

gy <dig1 +dagr + (dy — 1)(dy — 1). (3.1)

4 Dynamical modular curves with infinitely many quadratic points

The purpose of this section is to prove one direction of Theorem 1.5, namely that if there
are infinitely many ¢ € Q@ such that G(f;, K) = P for some quadratic field K containing c,
then P € TI'. Since any such realization of P as G(f, K) yields a quadratic point on the
dynamical modular curve Y7 (P), it suffices to prove the following:

Theorem 4.1 Let P be a generic quadratic portrait. Then X1(P) has infinitely many
quadratic points if and only if P € T'.

Remark 4.2 1If we just assume that P is a quadratic portrait (i.e., not necessarily generic),
then X;(P) has infinitely many quadratic points if and only if P is a subportrait of some
portrait in I'. This follows from Theorem 4.1 as well as the fact that for any quadratic
portrait P, if we let P’ be the minimal generic quadratic portrait containing P, then
X1(P) and X;(P’) are isomorphic over Q. (See the discussion preceding Example 2.4.)

One direction of Theorem 4.1 is straightforward: For every portrait P € I, the curve
X1(P) is described in at least one of the articles [39,44,50]. All the curves in those articles
have genus at most 2 and at least one rational point, hence have infinitely many quadratic
points. Thus, we must show that if P is generic quadratic but not in I', then X;(P) has
only finitely many quadratic points.

To help organize the arguments in the rest of this section, we introduce some terminol-

ogy:

Definition 4.3 The cycle structure of a portrait P is the nonincreasing sequence of cycle
lengths appearing in P. Note that the empty portrait has cycle structure ().

If K is a quadratic field and ¢ € K, then the cycle structure of G(f;, K) may contain the
integer 1 at most twice and each of the integers 2, 3, and 4 at most once; for periods 1
and 2 this follows from the fact that a quadratic polynomial can have at most two fixed
points and at most one 2-cycle, and for periods 3 and 4 this comes from [11, Cor. 4.16].
More precisely, the results of [11] imply that the “period at most 4” portion of the cycle
structure of G(f, K) must be (4,1,1), (4,2), or one of the following:

(O (1,1), (2 B 4, 21L1), 311), (32) (4.1)

Moreover, it follows from [14, Cor. 3.48] (resp., [11, Thm. 4.21]) that no portrait with
both a 4-cycle and a 1-cycle (resp., 4-cycle and a 2-cycle) may be realized infinitely often
as G(f;, K) for K a quadratic field and ¢ € K. For our purposes, therefore, we may exclude
the cycle structures (4,1,1) and (4,2) from consideration.

By enumerating generic quadratic portraits with few vertices, one can verify that if P
is a generic quadratic portrait which is not in I', then P has a cycle of length n > 5 or P
properly contains a portrait in I'iat or ['quaq- We handle these two possibilities separately,
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showing in each case that the dynamical modular curve X;(P) has only finitely many
quadratic points.

4.1 Points of periodn > 5

If P is a generic portrait with a cycle of length #, then there is a dominant morphism
X1(P) — X1(n) defined over Q. In particular, every quadratic point on X;(P) maps to a
rational or quadratic point on X (1), so we need only to show thatif n > 5, then X; () has
only finitely many points defined over quadratic fields; we prove this in Proposition 4.5.

For n > 1, the cyclic group C, acts on Xj(n) as follows: Given a point (¢, z) € X;(n), we
also have o,(c, z) := (¢ f2(z)) € X1(n), so 0, defines an order-n automorphism of X (n).
We denote by Xy (n) the quotient of X; () by this cyclic group action, which parametrizes
maps f; together with a marked cycle of length n. Note that ¢ : X;(n) — P! factors through
the quotient map X;(n) — Xo(n); to avoid confusion, we denote by ¢g the corresponding
map Xo(n) — PL.

For a curve X, we will denote by gy its genus; for simplicity, for each n > 1 we will
write go,, for the genus of Xy (n). Finally, recall that D(n) denotes the degree (in z) of the
polynomial ®,(c, z); equivalently, D(#) is the degree of the morphism ¢ : X1 (1) — PL. As
in Definition 2.1, we let R(n) := D(n)/n. Note that R(n) is the degree of co : Xo(n) — P!
and, since D(n) < 2” for all n > 1, we have R(n) < 2" /n.

Lemma 4.4 Forall n > 8, we have go,,, > R(n) + 1.

Proof In [38, Thm. 13], Morton gives an explicit formula for gy ,;, and with this formula
one can check that the conclusion holds whenever 8 < n < 16. Thus, we assume n > 17.
In the proof of [38, Thm. 13], Morton also provides the lower bound

3 1 1
gon = 5+ <— - —) 2" — (n+ 12"
2 4 n
This implies that

n
Gom—1>—. (— S 1)21—"/2),
n 4

Thus, since R(n) = D(n)/n < 2"/n, it suffices to show that 7 — 1 — n(n + 1)21-1/2 > 1
for all » > 17. The desired inequality is equivalent to

8
(n+1)25"2 <1 - -,
n

and it is a calculus exercise to show that, for all # > 17,

1 8
m+1)227"2 <= <1- =,
2 n

Proposition 4.5 Letn > 1.

(a) Xo(n) has infinitely many quadratic points if and only if n < 5.
(b) Xi(n) has infinitely many quadratic points if and only if n < 4.

Remark 4.6 The fact that Xo(n) (hence also X;(#)) has only finitely many quadratic points
for sufficiently large n follows from Theorem 1.8, together with [15, Thm. 1.1], which
states that the gonality of Xy () tends to infinity with #. For our purposes, however, we
need the more precise statement of Proposition 4.5.
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Proof of Proposition 4.5 We first prove (a). For n < 4, the curve X (n) is isomorphic over
Q to P!, hence has infinitely many quadratic points—as does the curve Xo(5), which has
genus 2. We now show that if n > 6, then Xy (n) has finitely many quadratic points.

By Theorem 1.8, it suffices to show that for each n > 6, Xo(#) does not admit a degree-2
morphism to a curve of genus at most 1. This statement was proven by Stoll [48] for n = 6,
so we suppose that n > 7, and we let ¢ be a degree-d morphism to a curve C of genus
gc < 1. We claim thatd > 2.

For n = 7, one can find a model for X((7) using the same approach as Stoll for Xy (6);
doing so, we find a model of the form F(c, t) = 0 for a polynomial F € Q[c, £] of degree 18
in t and degree 9 in c. In particular, the morphism ¢ : Xo(7) — P! has degree 9.

If there does not exist an intermediate curve Z and a morphism ¢ : Xo(7) — Z of degree
at least 2 such that both ¢ and ¢ factor through v, then, since X¢(7) has genus 16, the
Castelnuovo—Severi inequality tells us that 16 < dgc + 8(d — 1), hence d > {% > 2.0n
the other hand, if there is such a morphism v : Xo(7) — Z, then deg ¢ must be divisible
by 3, hence d = deg ¢ must be as well.

Now let n > 8. It follows from [6, §3, Thm. 3] that the Galois group of (the Galois closure
of) the cover cp is the full symmetric group Sg(,); in particular, ¢y does not admit a proper
subcover Xo(n) — Z — P1, so we may apply the Castelnuovo—Severi inequality to co and

@ to get
gon < dgc + (R(n) —1)(d — 1) =d + (R(n) — 1)(d - 1).
Since R(n) — 1 < go,, — 2 by Lemma 4.4, we have

gon < d+ (gO,n -2)d-1)= d(gO,n -1 —8ont+2

hence d > 2.

We now turn to part (b). For n < 4, the curve Xj(#n) has genus at most 2, hence has
infinitely many quadratic points. It remains to show that if #n > 5, then Xj () has finitely
many quadratic points. Note that this follows from (a) for all # > 6, so we need only to
show that X;(5) has finitely many quadratic points. As in part (a), it suffices to show that
X1(5) is not a double cover of a curve of genus at most 1. Thus, we let ¢ : X;(5) — P! be
a degree-d morphism to a curve of genus g¢ < 1, and we show thatd > 2.

A calculation in Magma [4] shows that the morphism Xi(5) — P! given by the
dynatomic polynomial ®;(c, z) = z2 4+ z + ¢ + 1 has degree 7. If ¢ factors through @,
then d > 7. If not, then the Castelnuovo—Severi inequality applies to the morphisms ¢
and ®,, hence

21,5 < dgc +6(d —1).

The curve X;(5) has genus g5 = 14, and we assumed gc < 1, so it follows thatd > 2. O

Remark 4.7 The fact that @, has low degree on X;(5) seems related to the fact that, as
polynomials in Q¢ z], the dynatomic polynomials ®; and ®5 have no common zeros
(¢, z). In particular, all zeros and poles of ®3 on X;(5) lie above oo, which restricts the
possible number of such points.

4.2 Generic quadratic portraits properly containing the portraits in I'rat and I'quag
By enumerating portraits with few vertices, one finds that any generic quadratic portrait
‘P that has its cycle structure listed in (4.1), but which is not contained in I', must properly
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Fig.2 The portrait 10(4)

contain a portrait from I'rat or 'quaq, and moreover, P must have a subportrait isomorphic
to one of the following portraits:

10(1, 1)a/b, 10(2), 10(3)a/b, 10(4), 12(2, 1, 1)a/b, or G, forsome 1 < n < 10.  (4.2)

All portraits listed above appear in Appendix B except 10(4), which is the label we give to
the subportrait of 12(4) shown in Fig. 2.

Proposition 4.8 For each of the portraits P appearing in (4.2), the curve X1(P) has only
finitely many quadratic points.

The cases P = 10(1, 1)band P = 10(2) form the majority of the proof of Proposition 4.8.
We include only the proof for 10(1, 1)b, as the argument for 10(2) is very similar.

Lemma 4.9 Let C C Spec Qlx, z] be the curve of genus 5 defined by the equation

(22 —2(x* + 1))2 =2(x> = 1)%(x® + x> —x + 1).
Let (¢, p) € A%(K) be such that p has preperiod 4 and eventual period 1 for f.. Then there
exists a point (x, z) € C(K) such that ¢ = —2(x*> + 1) /(x> — 1)%.
Proof Let q = f.(p) = p® + ¢, so that ¢ has preperiod 3 (and still eventual period 1). A
calculation in [44, p. 22] shows that there is an element x € K \ {£1} such that

—2(x*+1) 5 203 +a—x+1)
=—"— " and ¢* =
(*% —1)? (x% —1)2

Hence we have

PP —1)2 —2(x2+1) 2
x2—1 '

203 4+x% —x+1)=¢> (x> — 1)*=? + ¢)*(x* — 1)*= <

Letting z = p(x*> — 1) we obtain
(22— 262 + 1)’ = (62 — 1% 263 + 2% —x + 1)
with x, z € K. Thus (x, z) € C(K). O

Proposition 4.10 For the portraits P = 10(1, 1)b and P = 10(2), the set of quadratic
points on X1(P) is finite.

Proof As mentioned above, we only give a proof for P = 10(1, 1)b. By Lemma 4.9,
it suffices to show that the curve C has only finitely many quadratic points. The
latter curve admits a dominant map to the elliptic curve with Weierstrass equation
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w? = 2(x® 4+ 42 — x + 1), which is the modular curve Xleu(ll). Explicitly, a natural map
¢ : C — X{(11) is given by
e = (xZ22E4D)
x2—1
The curve Xf“(ll) has exactly four affine rational points, namely, (£1, +2). Suppose
that (x, z) is a quadratic point on C with field of definition K. Then x ¢ {%1}, so the
point ¢(x, z) cannot be a rational point on X;(11). Thus ¢(x, z) is a quadratic point, and
K = Q(¢(x, 2)). Letting
22 —2(x2+1)
"= x2—1
we therefore have w? = 2(x® + x2 — x 4+ 1) and K = Q(x, w). We now consider two cases.
Suppose first thatx € Q. Then K = Q(w), and by (4.3) we have z2 = 2(x?+1)+(x*>—1)w.
Applying the norm map N to this equation we obtain

P =42 +1)% —2(x2 — 126> + 4% —x + 1),

where y = Ni/,g(z). The above equation defines a hyperelliptic curve of genus 3, and
therefore has only finitely many rational solutions. We conclude that C has only finitely
many quadratic points with rational x-coordinate.

Now suppose that x ¢ Q, so that K = Q(x). By Lemma 3.3 applied to the equation
w? = 2(x3 + x2 — x + 1), there is a rational number ¢ and a point (xg, wo) € {(£1, +2)}
such that w = wg + t(x — x0) and

2o —t2+2  2x2 + t2xg + 2x9 — 2wot — 2
K24 20 : REC 0 20 0 -0 (4.4)
For each point (xg, wp) € {(+1, £2)} we consider the relation
22 =2(x% + 1) + (x* — 1)(wo + t(x — x0)). (4.5)

Using (4.4) we express the right-hand side of (4.5) as a linear combination of 1 and x.
Applying the norm map N g and letting # = 2 - N /q(z), we obtain a relation of the
form u? = g(t), where g is a polynomial of degree 7 with integral coefficients and nonzero
discriminant. Each of the resulting four equations > = g(t) defines a hyperelliptic curve
of genus 3, and therefore has only finitely many rational solutions. Since ¢ has only finitely
many possible values, (4.4) implies the same for x. Therefore C has finitely many quadratic
points with quadratic x-coordinate. ]

Proof of Proposition 4.8 The proposition has already been proven in [14] and [11] for all
of the portraits except 10(1, 1)b, 10(2), and 10(3)a/b. Moreover, Proposition 4.10 shows
that the statement is true for the portraits 10(1,1)b and 10(2), so all that remains is to show
that X3 (P) has only finitely many quadratic points when P = 10(3)a or P = 10(3)b.

Each of the curves X1 (P) with P = 10(3)a/b has genus 9, and each admits a degree-2
map ¢ to the genus-2 curve X;(P’), where P’ = 8(3). Now suppose we have a degree-d
map ¥ : X1(P) — C, where C is a curve of genus gc < 1. Then, by Proposition 3.4,
either ¥ factors through ¢, in which case deg ¢ > deg ¢ = 2, or the Castelnuovo—Severi
inequality (3.1) applies to ¢ and v, in which case we have

>3
gc+1

It follows that X (7P) is not hyperelliptic or bielliptic, hence X7 (P) has only finitely many

4+4dgc+(d—1)>9, hence d>

quadratic points by Theorem 1.8. O
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4.3 Proof of Theorem 4.1
We now combine Propositions 4.5 and 4.8 to complete the proof of Theorem 4.1, which
in turn proves one direction of Theorem 1.5.

Proof of Theorem 4.1 As mentioned previously, the fact that X;(P) has infinitely many
quadratic points for each P € I' follows from the work of Walde—Russo [50], Morton
[39], and Poonen [44]. Now suppose P is a generic quadratic portrait such that X;(P)
has infinitely many quadratic points. Proposition 4.5 asserts that 7P cannot have a cycle
of length n > 5; combining this with the paragraph following Definition 4.3, the cycle
structure of P must be one of those appearing in (4.1). By simply enumerating all small
generic quadratic portraits with the allowable cycle structures, one finds that if P is not
contained in I', then P has a subportrait isomorphic to one of the portraits listed in
(4.2), hence there is a dominant morphism X;(P) — X;(P’) for some P’ in that list.
Proposition 4.8 shows that each such X;(P’) has only finitely many quadratic points,
hence X7 (P) does as well. |

5 Preperiodic portraits realized infinitely often over quadratic fields

In this section, we show that if P € T, then there are infinitely many ¢ € Q such that
G(fz, K) = P for some quadratic field K. We also determine for which portraits P the
same is true for infinitely many ¢ € Q® < Q.

It follows from Theorem 4.1 that I is precisely the set of generic quadratic portraits that
can be realized infinitely often as a subportrait of G(f;, K); the difficulty is in proving that
we infinitely often have equality. This step requires two main tools: The first is Hilbert
irreducibility, and the second is the following dynamical result giving an upper bound for
the lengths of periodic cycles of maps over number fields that depends only on the primes
of bad reduction of those maps; for a proof, see, for example, [43,46,51].

Proposition 5.1 Let K be a number field, and let p € Spec Ok be a prime ideal of norm q.
There exists a bound B := B(q) such that ifc € K and vy(c) > 0, then f. has no K-rational
points of period larger than B.

We will also repeatedly use the observation that given any portrait P and any bound C,
there are only finitely many generic portraits P’ that are minimal (relative to inclusion)
among those generic portraits containing P and having no cycles of length larger than C.
This is due to the fact that there are only finitely many generic quadratic portraits with a
given number of vertices.

5.1 Rational c-values

For any ¢ € Q, there are infinitely many quadratic fields K for which G(f;, K) = G(f, Q).
This is a consequence of Northcott’s theorem: The set of preperiodic points for f; has
bounded height, hence there are only finitely many preperiodic points which are quadratic
over Q, and therefore only finitely many quadratic fields over which f; gains new preperi-
odic points.

In particular, if a portrait P is realized as G(f;, Q) for infinitely many ¢ € Q, then P must
also be realized as G(f, K) for infinitely many ¢ € QQ and, for each such ¢, infinitely many
quadratic fields K. The portraits realized infinitely often over QQ are precisely the portraits
in [p; this is the main result of [17].
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Table 1 For each pair (P, P’), there is a degree-2 morphism

X1(P) — X1(P') defined over Q

L 400 4Q) 6(1,1) 6(2) 8(2,1,1)

P’ @ ] 4(1,1) 42) 4(1,1) or 4(2)

A more interesting problem, then, is to determine the set of portraits P for which there
are infinitely many ¢ € Q with G(f;, Q) C P but G(f;, K) = P for some quadratic field K.

Proposition 5.2 LetP € I'. Then there exist infinitely many c € Q such that G(f;, K) = P
for some quadratic field K. Moreover, if P € T' \ {0, 6(3)}, the infinitely many ¢ € Q may
be chosen so that

G, Q) C G(f., K) =P.

Remark 5.3 The portraits ¢ and 6(3) are genuine exceptions to the second statement, as
asserted in Theorem 1.6 and proven in Sect. 5.3. The empty portrait must be excluded
simply because it has no proper subportraits. For the portrait 6(3) this is more subtle:
Morton proved in [37, Thm. 3] that if ¢cp € Q, then the third dynatomic polynomial
®3(co, z) € Q[z] cannot have irreducible quadratic factors over Q. In other words, if
a quadratic polynomial with rational coefficients has points of period 3 defined over a
quadratic extension, then those points must be rational.

Proof of Proposition 5.2 1t follows from the discussion preceding the statement of Propo-
sition 5.2 that for both P = J and P = 6(3), which are elements of I'y, there are infinitely
many ¢ € Q such that G(f;, K) = P for some quadratic field K. We henceforth assume
P € I' \ {#,6(3)} and prove the stronger statement that there are infinitely many ¢ € Q
such that G(f;, Q) € G(f;, K) = P for some quadratic field K.

For all P € I' \ {}, 6(3)}, there is a model for X;(P) of the form y> = F(x), with
F(x) € Q[x] nonconstant and squarefree, such that the morphism c : X;(P) — P! factors
through x : X1(P) — P In the case that X;(P) has genus 0, this is because there is a
proper (generic quadratic) subportrait P’ C P for which the natural morphism

app : X1(P) — X1(P')

described in Proposition 2.6(b) has degree exactly 2; see Table 1 for the list of such
pairs (P, P’). For the curves of genus 1 or 2, explicit models from [44] are provided in
Appendix A. O

Now fix a portrait P € I" . {#, 6(3)}, and let y*> = F(x) be the model for X7 (P) described
in the previous paragraph. Choose any value of xp € Q, and choose a prime p € SpecZ of
good reduction for ¢ : X1(P) — P! such that vp(c(xo)) = 0. Let B = B(p?) be the bound
from Proposition 5.1, let P, .. ., P, be the generic quadratic portraits that properly con-
tain P and that have no cycles of length larger than B, and for each i = 1,...,n let
;= wp,p : Xi(P;) — Xi1(P) be the natural projection morphism from Proposi-
tion 2.6(b).

By Hilbert’s Irreducibility Theorem, the sets

{x e Q:+vFx) e Q)

and, foreachi=1,...,n,

e [ofe (evFm) -] <2
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are thin subsets of P1(Q). Since the residue class
[xolp == {x € PH(Q) : x = x0 (mod p)}
is not thin, there are infinitely many x € [x9], such that K := Q < F (x)) is a quadratic

field and (x, m) € X1(P)(K) does not lift to a K-rational point on X;(P;) for any
i=1...,n

Now let ¢ = c(x) for any of the infinitely many x from the previous paragraph. Excluding
at most finitely manyx € [xo],, we may assume that G(f;, K) is a generic quadratic portrait.
Since c lifts to a quadratic point Q on X;(P), we have

G(f, Q) C P € G(f,, K).

On the other hand, since ¢ does not lift to a quadratic point on X;(P;) foranyi=1,...,n,
the portrait G(f;, K) is either isomorphic to P or contains a cycle of length greater than
B. Finally, since v,(c) > 0, the portrait G(f, K) has no cycles of length greater than B, and
thus we have

G(f., Q) C G(f, K) = P.

5.2 Quadratic c-values

The purpose of this section is to determine which portraits P may be realized infinitely
often as G(fz, Q(c)) for some quadratic algebraic number c. We begin with the simplest
case, namely, where X (P) has genus 0.

Proposition 5.4 Suppose P € T'o, and let K/Q be a quadratic field. Then there are
infinitely many ¢ € K \ Q such that G(f;,, K) = P.

Proof Let X := X1(P) =g PL. Choose an inert prime p € SpecZ such that ¢ : X — P!
has good reduction at p and such that p > D := deg(c : X — P!). Let p € Spec O
be the unique prime lying above p. The good reduction condition implies that the mod-
p reduction ¢ of the map ¢ : X — P! has degree D, and the condition that D < p
implies that ¢ cannot map all of P! (sz) to P! (Fp). In other words, we may choose a point
nge X(K) such that c(’l\’z)) = F(I%) € IP’I(Isz) ~ ]P’I(]Fp). Note that since co € Pl(Fp) and
c(Pg) ¢ P! (F»), we must have vy (c(Pg)) > 0. Then, for any P in the residue class [Po]y, the
image c(P) must be in K \ Q, and v,(c(P)) > 0. In particular, for all P € [Po]p, fo(p) has no
K -rational points of period greater than B = B(p?), the bound from Proposition 5.1.

Let Py, ..., P, be the complete list of generic quadratic portraits that minimally contain
‘P and which have no cycles of length larger than B, and foreachi =1,..., nlet

m=np,p : X1(P) — P!

be the morphism from Proposition 2.6(b). If P € [Pg]lp and G(f(p), K) properly contains
P, then G(fc(p), K) must contain one of the portraits P;. By Hilbert irreducibility, the set

[Polp ~ U 7 (X1 (P)(K))

i=1

is infinite. Thus, there are infinitely many ¢ € K ~\. Q such that G(f;, K) = P. |

We now consider the portraits P € I" \ ['p; that is, the portraits for which X;(P) has
genus 1 or 2. We begin with a useful consequence of Theorem 4.1.
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Corollary 5.5 Let P be a generic quadratic portrait such that X1(P) has positive genus. If
P’ is any generic quadratic portrait properly containing P, then X1(P') has finitely many

quadratic points.

Proof 1f X1(P’) has infinitely many quadratic points, then so does X;(P), and therefore
both P and P’ are elements of I". By simply inspecting the portraits in I, the only way we
can have P, P’ e T'and P C P isif P € I['y; that is, if X;(7P) has genus 0. O

Combining Corollary 5.5 and Proposition 5.1 gives us the following sufficient condition
for P to be realized infinitely often as G(f;, K) over quadratic fields K. For an algebraic
curve X defined over a field k, we denote by X (k, 2) the set of all points on X of degree at
most 2 over k. Fora prime p € Spec Z and an element« € Q, the phrase “vp(ar) = 0” should
be read to mean “there exists some extension p € Spec Og(y) of p such that vy (a) > 0.”

Lemma 5.6 Let P be a generic quadratic portrait such that X1(P) has genus 1 or 2. Fix a
prime p € SpecZ, and consider the set

Spp = {B € X1(P)(Q 2) : vp(c(B)) = O}.
For all but finitely many € Sy, p, we have G(f, ), Q(B)) = P.

Proof Suppose B € S,,p, set ¢ := c(B), and let K := Q(B). Removing at most finitely
many points § € S, p, we may assume that G(f, K) is generic quadratic. It follows that
G(f., K) has a subportrait isomorphic to P, since 8 € X1(P)(K).

Let p € Spec Ox be a prime lying above p. Since p has norm at most p?, the map f;
has no K-rational points of period larger than B := B(p?). Thus, as explained following
Proposition 5.1, if G(f;, K) 2 P, then G(f;, K) must contain one of the finitely many
portraits Py, . . ., Py, properly containing P. But each of the curves X; (P;) has only finitely
many quadratic points by Corollary 5.5; this completes the proof. O

Proposition 5.7 Let P € I'wat. If K is a quadratic field and ¢ € K satisfies G(f,, K) = P,
then c € Q.

Proof For P € {8(4), 10(3,1, 1), 10(3, 2)}, this follows immediately from Theorems 3.16,
3.25, and 3.28 of [14]. For the remaining portraits P—namely, 8(1,1)a and 8(2)a—the
proofs are similar, so we only provide the details for 8(1,1)a.

Let P = 8(1, 1)a. As shown in Appendix A, the curve X;(P) is isomorphic to the elliptic
curve E with affine model y*> = x® —x2+4x, which is the curve labeled 24A4 in [10] and 24.a5
in [49]. We claim that if P = (%, y) is a quadratic point on E, then ¢(P) = —% € Q.
This is certainly the case if x € Q, so assume that x is quadratic.

By Lemma 3.3, there exist Py = (xo, y0) € E(Q) \ oo and t € Q such that

%%+ (wo — 12 — 1)x + (%3 + t2x0 — %0 — 290t +1) = 0. (5.1)

The only affine rational points (xo, yo) on E are (0,0) and (1, £1), and for each of these
points we can use (5.1) to rewrite ¢(P) as a function of ¢ and x which has degree at most 1
in x. For the points (0, 0), (1, 1), and (1, —1), respectively, we get

B (2 +1)
T A1)+
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(2 —2t+2)

¢c=—————2 and
4(t — 1)2
(242t +2)
4t +1)2
In any case, since ¢ € Q, we must also have ¢ € Q. O

Proposition 5.8 Forall P € T'o U I"quaq there exist infinitely many ¢ € QW@ such that
G(fe, Q) = P.

Proof For the portraits in I'g, this follows from Proposition 5.4. The proofs for 8(1,1)b
and 8(2)b (resp., 10(2,1,1)a and 10(2,1,1)b) are very similar, so we only provide the details
for

8(1,1)b, 10(2,1,1)a, and 8(3).

First, let P be the portrait 8(1,1)b. Appendix A shows that X;(P) is isomorphic to the

curve X with affine model y? = 2(x3 + 2 — x + 1), with ¢ : X — P! given by
2(x2 + 1)
T @+ 2w -1

Set Py = (x0,70) := (1,2) € X(Q). For t € Q, the line y — 2 = t(x — 1) intersects the
curve X at Py and two additional points P; and P,. Since t and Py are rational, either P;
and P; are rational as well, or P; and P; are quadratic conjugates. Since X(Q) is finite,
we may, at the expense of excluding finitely many ¢, assume that P; and P; are quadratic
Galois conjugates. Let K := Q(Py), and let 7 be the nontrivial element of Gal(K /Q). With
this setup, we have P, + P, = —Py # O, so y(P;) # —y(P;) = —y(P;)%, and therefore
x(P;) ¢ Q. By calculating the intersection of y — 2 = t(x — 1) with the affine curve X, we
find that the minimal polynomial of x(P;) must be

, t2—4 +t2—4t+2
X" — X .
2 2

Thus, we may rewrite c(P;) as

t+2 t> — 1083 4 8£2 + 8t + 32
c(Pr) = x(Py) —

8(t—2) 16(t — 2)%t
Finally, for any ¢t € Qwith¢ = 1 (mod 3), we see that x(P;) and ¢(P) are integral atp = 3,

so Py € S3p. By Lemma 5.6, we conclude that there are infinitely many quadratic ¢ with

G(fe, Qc)) = P.
Next, we let P be the portrait 10(2,1,1)a, and we take X to be the curve defined by

y* +xy+y=x3 —x2 — x with map ¢ : X — P! given by
x—2 At —x34+3x—1
c= —
dx(x — l)y 4x2(x — 1)

By Hilbert irreducibility, there are infinitely many points on X withx € Q,x = 2 (mod 3),
and y ¢ Q. For all such points P = (%, y), ¢(P) must be quadratic, and we have P € S3p.
The desired conclusion again follows from Lemma 5.6.

Finally, we let P be the portrait 8(3). Let X be the curve y? = x® —2x* +2x3 4 5x% 4-2x+1
with ¢ : X — P! given by

X0+ 2% + At + 83 + 92 +dx+ 1
4x2(x + 1)2 ’
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The curve X has two rational points at infinity; we denote these by co™ and co™. These two
points are transposed by the hyperelliptic involution ¢ : X — X given by t(x, y) = (x, —).

Let J be the Jacobian of the genus-2 curve X. For a thorough treatment of the arithmetic
of genus-2 curves, we recommend [8]; here, we just summarize the necessary properties.
Points on J correspond to degree-0 divisor classes on X. Moreover, by the Riemann—Roch
theorem, every nontrivial divisor class can be written uniquely as

{PQ}:=[P+Q—o0t —o07]
with P, Q € X and Q # ¢(P), up to swapping P and Q. (The trivial class O is equal to
{P,«(P)} forall P € X.) A point {P, Q} # O isrational if and only if either P and Q are both
rational themselves, or P and Q are Galois-conjugate quadratic points.
Fix the point

Py = (—i (1 T J—Ts) —% (17+ 9«/—_15)) € X(Q,2),

for which we have c¢(Py) = ﬁ (7 + 8/ —15) ¢ Q. If welet
_ 1 1
Po = (_Z (1 . \/—15), T (17 - 9«/—15))

be the Galois conjugate of Py, then Dy := {Py, Py} € J(Q). Note that Py # «(Pp), so
Dy # O.Poonen showed in [44, Prop. 1] that J(Q) = Z, so Dy has infinite order.

The curve X (hence also its Jacobian /) has good reduction at the prime p = 7. A
straightforward computation (e.g., in Magma) shows that the reduction Do e (F7) has
order 21, so D, := (1 + 21n)Dy = Dy (mod 7) for all n € Z. For each n we write
D, = {P,, P,,} with P, = Py (mod 7) and P,, = Py (mod 7). We claim that P, € S;p for
all # € Z, from which the result follows by Lemma 5.6.

Since —15 = —1 (mod 7) is not a square in Fy, the reduction Py is quadratic over F7,
thus the same is true for P,, for all # € Z. This implies that P, is quadratic over Q for all .

The map ¢ : X — P! has good reduction at p = 7, so P, = Py (mod 7) implies that
¢(Py) = c(Py) (mod 7). Arguing as in the previous paragraph, we conclude that ¢(P,)
is quadratic over Q. Finally, we note that since c(P,) = ¢(Py) # oo (mod 7), we have
v7(c(Py)) > 0,s0 P, € S7p. |

5.3 Proofs of Theorems 1.6 and 1.7
Proof of Theorem 1.6 That (ii) implies (i) is precisely the second statement in Proposi-
tion 5.2, so it remains only to show that (i) implies (ii).

Assume there are infinitely many ¢ € Q such that G(f;, Q) € G(f., K) = P for some
quadratic field K. Every such occurrence of P as G(f., K) yields a quadratic point on Y7 (P),
so there are infinitely many quadratic points on X;(P). Thus P € I' by Theorem 4.1.

All that remains for us to show is that P cannot be isomorphic to @ or 6(3). Certainly
one cannot have G(f;, Q) € G(f,, K) = ¢, so we need only show that if c € Q and K is a
quadratic field with G(f;, K) = 6(3), then in fact G(f;, Q) = 6(3).

Supposing that G(f;, K) = 6(3), the map f, then has a period-3 point « € K, and the six
K -rational preperiodic points prescribed by the portrait 6(3) are +a, £f.(«), and £2(«).
It therefore suffices to show that o € Q.

Let t be the nontrivial element of the Galois group Gal(K/Q). Since f; is defined over Q,
o is also a K-rational point of period 3, hence lies in the cycle {a, f;(), f2(r)} (because
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the portrait 6(3) has only one 3-cycle?). Write o = fck () for some k € {0, 1,2}. Then
Q= (ar)r =fck(at) =fc2k(a)'

Since o has exact period 3, this implies that k = 0; that is, «* = «. Thus ¢ € Q, and
therefore G(f,, Q) = 6(3). ]

Proof of Theorem 1.7 Firstsuppose that (i) holds; i.e., there are infinitely manyc € QP Q
such that G(fz, Q(c)) = P. The curve X; (P) then has infinitely many quadratic points, and
therefore P € I" by Theorem 4.1. By Proposition 5.7, we must have

P €T N Trat = o U Tguad:

Thus, (i) implies (ii). The converse is precisely Proposition 5.8. o

6 Fields of definition of quadratic points

In this section we address the question of whether the existence of a given preperiodic
portrait over a given quadratic field has implications regarding standard arithmetic invari-
ants of that field. In particular, we focus on the portraits that occur infinitely often over
quadratic fields, namely those in the set I'.

To be precise, we are interested in arithmetic invariants of the fields of definition of
quadratic points on dynamical modular curves X;(P). To partially justify the transition
from realizations of portraits to simply points on dynamical modular curves, we begin by
proving the following result:

Proposition 6.1 For a number field K and a generic quadratic portrait P, the following
are equivalent:

(i) There exist infinitely many c € K such that G(f;, K) = P.
(i) The curve X1(P) has infinitely many K -rational points.

Proof That (i) implies (ii) is immediate from the definition of X;(P), so suppose that
X1(P)(K) is infinite. Since X;(/P) is irreducible (see Proposition 2.6(a)), this implies that
X1 (P) is isomorphic over K either to P! or to an elliptic curve.

In the former case, the result follows from essentially the same proof as for Proposi-
tion 5.4. In fact, the appropriate modification of that proof shows that there are infinitely
many ¢ € K such that Q(c) = K and such that G(f;, K) = P.

In the latter case, choose a non-torsion point Qp € X;(P)(K), and choose a prime
p € Spec Ok of good reduction for the morphism ¢ : X;(P) — P! such that vp(Qo) = 0.
Since Qo is non-torsion, there are infinitely many points Q € X;(P)(K) such that
Q = Qp (mod p), and since the morphism ¢ has good reduction at p, we have
¢(Q) = c(Qp) (mod p) for every such Q. In particular, we have infinitely many
Q € X1(P)(K) such that v, (c(Q)) > 0, so the desired result follows from Lemma 5.6.

O

We now move on to a result concerning the splitting of rational primes in the quadratic
fields over which the portrait 10(3, 1, 1) is realized as a preperiodic portrait. This example
is included in order to illustrate our methods, but similar reasoning can be applied to any
portrait in I" for which the corresponding modular curve is hyperelliptic.

%In fact, if K is any quadratic field and ¢ € K, then f; has at most one 3-cycle defined pointwise over K. This follows
from [37, Thm. 3] when ¢ € Q and [11, Thm. 4.5] in general.
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As noted in [44], the dynamical modular curve corresponding to the portrait 10(3, 1, 1)
is isomorphic to Xf“(18). If K is the field of definition of a quadratic point on this curve,
Kenku and Momose [27, Prop. 2.4] show that

« either 2 splits or 3 does not split in K;
+ 3isnotinertin K;and
« 5and 7 are unramified in K.

In what follows, for every polynomial f € Z[x], we denote by 7 the set of all integer
primes p such that f does not have a root modulo p. Extending the results of Kenku and
Momose, we prove the following. (Note that this proves Theorem 1.10.)

Theorem 6.2 Let K be a quadratic field such that G(fz, K) = 10(3, 1, 1) for some ¢ € K.
Then the prime 2 splits in K, 3 is not inert in K, and letting

Fx) = 2° + 2x6° + 5a* + 104° + 105> + 4w + 1,

every prime in the set 7y (which includes 5 and 7) is unramified in K. Moreover, mty has
Dirichlet density 13/18.

For every nonzero rational number r, we let sqf(r) denote the squarefree part of 7, i.e.,
the unique squarefree integer d such that r/d is the square of a rational number.

Lemma 6.3 Letf € Z|[x] be a monic polynomial of even degree, and let p be an odd prime.
If p € 7y, then p is unramified in every quadratic field of the form Q(\/f (r)) with r € Q.

Proof Given a quadratic field K = Q(,/f(r)), we must show that p does not divide the
discriminant of K. Let D = sqf(f(r)), so that K = Q(+/D). Since p is odd, it suffices to
show that p does not divide D. Set g(x, y) = y*Xf(x/y) € Z[x, y], where deg(f) = 2k, and
write r = n/d with gcd(n, d) = 1. Then D = sqf(g(n, d)), so that

gnd) = Ds?, sel

We now consider two cases. If d = 0 (mod p), then the above equation can be reduced
modulo p to obtain #* = Ds? (mod p). Since p cannot divide # (given that # and d are
coprime), we conclude that p does not divide D, as required.

Suppose now that d # 0 (modp). We can then consider the equation
d**f(n/d) = Ds? as taking place in the ring Zy.1f p | D, then reducing modulo p we obtain
f(n/d) =0 (mod p), contradicting the hypothesis that f has no root modulo p. Therefore
p cannot divide D. O

Proof of Theorem 6.2 By [14, Thm. 3.25], we have K = Q(,/f (r)) for some r € Q~. {0, —1}.
Writing r = n/d in lowest terms, it follows that K = Q(\/g(n, d)), where

gnd) = d6f(n/d) = n® + 21°d + 5n*d® + 10n3d® + 1012d* + 4nd® + d°.
We claim that g(n,d) = 1 (mod 8). If n, d are both odd, then
gnd)=14+2nd+5+10nd +10+4nd +1=17+16nd =1 (mod 8).

If n is even and d is odd, then g(n,d) = d® = 1 (mod 8). If # is odd and d is even, then
gn,d) =1+ 2nd + 5d> (mod 8). Writing n = 2k + 1 for some integer k we see that

gnd) =54 +2d+1=d+1)>=1 (mod 8),
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which proves the claim. Letting D = sqf(g(n, d)), the fact thatg(n, d) = 1 (mod 8) implies
that D = 1 (mod 8) and therefore 2 splits in Q(+/D) = K.

Similar reasoning shows that g(n, d) is congruent to either 0 or 1 modulo 3. Considering
all possible values of # and d modulo 9, we find that if g(#, d) is divisible by 9, then n and d
are both divisible by 3, which is a contradiction; hence 9 { g (1, d). Writing g(1, d) = Ds? for
some integer s, this implies that s is not divisible by 3, and therefore g(n, d) = D (mod 3).
Hence, D is congruent to 0 or 1 modulo 3, and therefore 3 is not inert in K.

A computation in Magma based on [29, Thm. 2.1] shows that 77y has Dirichlet density
13/18. Finally, Lemma 6.3 implies that every odd prime in 77 is unramified in K, and we
have already shown that 2 is unramified in K. ]

An argument very similar to the proof of Theorem 6.2 yields the following result, in
which the relevant dynamical modular curve is known to be isomorphic to Xfll(l?)).

Theorem 6.4 Let K be a quadratic field such that G(f., K) = 10(3, 2) for some ¢ € K.
Then the prime 2 splits in K, and every prime in 7ty is unramified in K, where

f) =a® +2x6° +a* + 203 +60% + 4w + L
Moreover, the set iy has Dirichlet density 13/18.

The results stated in Theorem 6.2, Lemma 6.3, and Theorem 6.4 initially appeared in the
second author’s thesis [28], where the curves are considered as classical modular curves
rather than dynamical modular curves.

Our next result concerns the curve Xleu(16), which is isomorphic to the modular curve
for the portrait 8(4); see Section 3.7 of [14]. In contrast to Theorems 6.2 and 6.4, we show
that the discriminants of quadratic fields defined by points on Xf“(16) are not restricted
to any residue class. (Note that this proves Theorem 1.9(a).)

Theorem 6.5 Let P denote the portrait 8(4). For every prime integer p and every residue
class ¢ € 7./pZ, there exist infinitely many squarefree integers d € c¢ such that the curve
X1(P) has a quadratic point defined over the field Q(/d).

For the proof of the theorem we use the methods of [30] and [31]; the following lemma,
which follows from Proposition 14 in [31], collects the main tools to be used.

Lemma 6.6 Let f € Z[x] be a squarefree polynomial of degree at least 3, and such that
every irreducible factor of f has degree at most 6. Let

S(f) = {sqf (f(x)) : x € Q and f(x) # O).

Let D be the largest integer dividing all integer values of f. Fix a prime p such that f has an
irreducible factor whose discriminant is not divisible by p, and let ¢ = ¢, € {0, 1} be the
parity of ord,(D). Finally, for ¢ € Z/pZ and v € Z, define a statement o (p, ¢, v) by

There exist h € ¢ and xo, yo € Z satisfying
opov): | e E=f(x0) (mod p?+I+!)and (6.1)
e ord,(yo) =v+e.

Suppose ¢ is nonzero and o (p, ¢, v) holds for some v > 0. Then the set S(f) N ¢ is infinite.
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Proof of Theorem 6.5 By [39, p. 93], the curve X;(P) is hyperelliptic and has an affine
model given by y? = f(x), where f(x) = —x(x% + 1)(x® — 2x — 1).

In order to prove the theorem it suffices to show that, for every prime p and residue
class ¢ € Z/pZ, the set S(f) N c¢ is infinite. Indeed, if d belongs to this set, we may write
dy(z) = f(xp) for some rational numbers xg, yo with yo 7# 0. The pair (xo, yox/g) then
represents a quadratic point on X;(P) whose field of definition is Q(+/d). Hence, the
theorem follows.

In the notation of Lemma 6.6, for the above polynomial f (x) we have D = 2; moreover,
the irreducible factor x of f(x) has discriminant 1, which is coprime to every prime p. It
follows in particular that

0 ifpisodd,

&p =

Fix a prime p. For the class ¢ = 0 € Z/pZ, Theorem 2.1 in [30] implies that the set
S(f) N ¢ is infinite, as desired. (When p = 2, the hypotheses of the cited theorem are not
all satisfied, but the proof still applies.) Next, we claim that

for every nonzero ¢ € Z/pZ, either o(p, ¢, 0) or o (p, ¢, 1) must hold.

Assuming this claim for the moment, Lemma 6.6 implies that the set S(f) N ¢ is infinite,
completing the proof of the theorem.

To prove the claim we consider first the case p = 2: taking ¢ = 1, the statement o (p, ¢, 1)
can be shown to hold by setting (%, xo, y0) = (1, 16, 4) in (6.1). The remainder of the proof
is divided into three cases.

Case p < 5: Taking p = 3, we check that o (p, ¢, 1) holds for ¢ = 1, 2 by using the tuples

(h, %0, y0) = (1,9,3) and (& x0, y0) = (2,18, 3).

Similarly, taking p = 5, we check that o (p, ¢, 1) holds for ¢ = 1, 2, 3, 4, respectively, by
using the following tuples (%, xo, yo):

(1,25,5), (2,18,5), (3,75,5), (4,7,5).

In the remaining two cases we show that o(p, ¢, 0) holds. For r € ¢, let X, be the

hyperelliptic curve over F, defined by the equation ry*> = f(x). Since &, = 0, the statement
o (p, ¢, 0) is equivalent to the requirement that X, have an affine point (xo, y0) € X,(FFp)
with yo # 0; we refer to such points as nontrivial points on X,. Thus, it remains to show
that X, has at least one nontrivial point.
Case 7 < p < 23: A straightforward search for points verifies that #X,(IF,) > 7 for every
nonzero r € F,. (Note that it suffices to check this for just two values of r, one in each
square class modulo p.) The number of affine points (xo, y0) € X,(IF,) having yg = O is at
most 5, so there must exist at least one nontrivial point in X, (IF,), as required.
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Case p > 29: For r € F), \ 0, the curve X, has genus 2, so the Hasse—Weil bound yields

#X,(Fy) > [p+1—4yp) > 7.

The same reasoning as in the previous case implies that X, has a nontrivial F,-point. O
We end the paper by proving Theorem 1.9(b).

Proposition 6.7 Let P = 8(4). There exist infinitely many imaginary quadratic fields K
with class number divisible by 10, such that X,(P) has a quadratic point defined over K.

Proof Asnoted earlier, the curve X;(P) is isomorphic to Xf”(16). The result follows from
[21, Cor. 3.2], since the Jacobian /;(16) has a rational torsion point of order 10. O

Remark 6.8 Experimental evidence supports a statement stronger than Proposition 6.7:
for every imaginary quadratic field K’ # Q(+/—15) that is the field of definition of a point on
X1(P), the class number of K is divisible by 10. One approach to proving this is suggested
by the methods of [2,21]; however, the required computational tools (in particular, for
computing quotients of abelian varieties) do not seem to be presently available.
Acknowledgements

We thank Joe Silverman for a suggestion that led to the more refined statements in Theorems 1.6 and 1.7, Joe Silverman
and Borys Kadets for helpful comments on an earlier draft, Mohammad Sadek for posing a question that led us to

strengthen Proposition 4.5, and the anonymous referees for a careful reading and helpful feedback. The first author was
partially supported by NSF grant DMS-2112697.

Data Availability Data sharing not applicable to this article as no datasets were generated or
analyzed during the current study.

Author details
' Department of Mathematics, Oklahoma State University, Stillwater, OK 74078, USA,
2San José, Costa Rica.

Appendix A: Dynamical modular curves of genera 1 and 2

We provide here models for all dynamical modular curves X;(P) of genus 1 or 2, together
with an explicit description of the morphism ¢ : X1(P) — P!.Each of these models appears
in [44]. Note that in some cases we provide two models—one of the form y?> = F(x), and
another that turns out to be more useful for certain aspects of our proofs.
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Portrait P

Model(s) for X7 (P)

Morphism ¢ : X1 (P) — P!

8(1,1)a

8(1,1)b

10(2,1,1)a

10(2,1,1)b

P =x3—ax+x

=203 +x*—x+1)
P=x3—-2x+1

=203 +x*—x+1)

y* =5x* —8x3 + 652 +8x+5
V+ay+y=x>—a?—x

y? = (552 — 1)(x* + 3)

Y +xy+y=ax+x°

(xZ + 1)2
4x(x — 1)2
22 +1)
(¢ 4+ 1)2(x — 1)2
(2 -2+ 2)(x%+2x—2)
4x%(x — 1)
a2 4242 — 2+ 1
(¢ 4+ 1)2(x — 1)2
(32 + 1)(x? + 3)
4(x + 1)2(x — 1)2
x—2 ar - 4 3x—1
doc(oe — 1)}/ 4x%(x — 1)
(32 + 1)(x? + 3)
4(x + 1)2(x — 1)2
x+2 xrFdxd +6x +3x+1
4o + l)y 4x%(x + 1)

10(3,1,1)

10(3,2)

Y =ab — 2 4243 4552+ 26+ 1
¥ = —x(x® + 1) —2x — 1)

y2 = x4+ 2x5 4+ 5xt 41043
+ 10x% 4+ 4x + 1

y2=x6+2x5+x4
+2x3 +6x% +4x+1

X8+ 2x° +da* +8x3 + 92 +4x+ 1
4x2(x + 1)2
2 —dx—D*+x3+2%2 —x+1)
doc(ox + 1)2(0 — 1)2
X0+ 2% +4x* + 83 + 9% +4x+ 1
4x2(x + 1)2

0+ 2% +4x* + 803 + 9% +4x+ 1
4x2(x + 1)2

Appendix B: Tables of preperiodic portraits

B.1 Preperiodic portraits realized over quadratic fields

We list here the 46 portraits known to be realized as G(f;, K) for some quadratic field K

and ¢ € K. These were found in the search described in [14]. The label of each portrait is

in the form N (¢y, £y, .. .), where N is the number of vertices in the portrait and €1, £y, . ..

are the lengths of the directed cycles in the portrait in nonincreasing order. If more than

one isomorphism class with this data was observed, we add a lowercase Roman letter

to distinguish them. For example, the labels 5(1,1)a and 5(1,1)b correspond to the two

isomorphism classes of portraits observed that have five vertices and two fixed points. In

all figures, we omit the vertex corresponding to the fixed point at infinity.

59
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B.2 Additional portraits

The following portraits are not known to be realized over quadratic fields (and, in some

cases, have been shown not to be); however, they make an appearance in the discussion

in Section 4.2, so we include them here. The labels Gy, . . ., Gyg are taken from [11].
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