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Abstract. This survey summarizes the software implementation knowl-
edge of the Number Theoretic Transform (NTT)—a major subroutine of
lattice-based cryptosystems. The NTT is a special type of Fast Fourier
Transform defined over finite fields, and as such, NTT enables faster
polynomial multiplication. There have been over a decade of imple-
mentations of NTT following different design methods (e.g., CPU vs.
GPU), aiming different optimization goals (e.g., memory-footprint vs.
high-throughput), and proposing different styles of optimizations at dif-
ferent abstraction levels (e.g., arithmetic vs. assembly). At the same time,
there are several techniques for evaluating and mitigating implementa-
tion attacks on NTT. Yet there is no quick guideline to help new devel-
opers/practitioners or future researchers given the continuing industry
and academic efforts on NTT implementations. Our goal in this paper
is to provide an overview of a decade of work. To that end, we survey
NTT software implementations and categorize them based on their tar-
get platforms, optimization goals, and implementation security enhance-
ments. We furthermore provide an executive summary of the key ideas
proposed in related works. We hope this paper to be a designer pit stop
into the NT'T world and help them navigate to their destination.
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1 Introduction

Lattice-based cryptography is a relatively new and versatile tool that allows for-
mulating public-key encryption schemes [40,47], key-exchange protocols [8,19],
key encapsulation mechanisms [20,36], homomorphic encryption systems [23,24,
38], attribute-based encryption [22], digital signatures [5,43,46], and hash func-
tions [15,60], among others. Efficient lattice-based encryption systems typically
work with polynomials. For example, 5 out of 7 finalists that remained in the
Round-3 of NIST’s post-quantum cryptography competition use lattice-based
cryptography, and all of those candidates work with polynomials. Also, three out
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Fig. 1. The number of papers containing “Number Theoretic Transform” and “software
implementation” in manuscript. The number grows steadily since 2004.

of four algorithms selected for standardization in 2022 are lattice-based. These
cryptosystems need to multiply polynomials, and thus polynomial multiplication
is a fundamental computing unit.

The Number Theoretic Transform (NTT) enables faster polynomial multi-
plication. NTT is essentially a discrete Fourier Transform used in lattice cryp-
tography to operate on finite fields with polynomials. Therefore, just like how
the Fast Fourier Transform (FFT) converts convolutions in the time domain to
point-wise multiplications in the frequency domain, reducing the computational
complexity from O(n?) to O(n -logn), the NTT can transform the schoolbook
polynomial multiplication in one domain to coefficient-wise multiplications in
another domain, achieving the same complexity reduction. Thus, the impor-
tance of NTT for lattice cryptography (and cryptography in general) is similar
to the importance of FFT for signal-processing applications.

Along with the lattice cryptosystems using polynomials, the first paper on
NTT implementations for lattice-based cryptography appeared about a decade
ago [41]. Since then, NTT designs have covered hardware implementations
[10,41,72], software implementations [4,6,7,11,14,16-18,21,28,29,31,33,41,
42,44,56,57,59,61-64,67,71,73,75,80,81,84,90,95,96], hardware/software co-
designs [30,51], and architecture extensions [51]. NTT solutions with each design
method further cover an immense range—e.g., a software design has an exten-
sive selection to target from 8-bit microcontrollers for resource-starved IoT nodes
to Graphics Processing Units (GPUs) for server-side applications. A number of
design goals and heuristics have, likewise, been adopted. In addition to the classi-
cal design goals such as area-cost, memory footprint, throughput, latency, power,
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energy, flexibility, and the combinations thereof, cryptosystem implementations
have the extra dimension of security [79]. Typical design extensions for imple-
mentation security include protections against side-channel and fault attacks
[7,71,75,77,80].

Figurel quantifies our claims for software implementations of NTT. The
figure shows the Google Scholar count of papers that contain the key-
words “Number Theoretic Transform” and “software implementation” in the
manuscript across the years from 2004 to 2022. The number has steadily grown
from zero papers in 2004 to 72 papers in 2022. It is highly likely that this number
will continue to grow further given the increasing number and use of lattice-based
cryptography in a range of applications.

Given the richness of NTT implementations’ corpus, our goal in this survey
is to guide the newcomers and be the nexus between them and the prior works.
We aim to achieve this for software implementers. An ideal reader of our paper
is an engineer/researcher/educator who is new to this field and who wants to
apply NTT for a target application with certain specifications or who wants to
expand on the prior research. We argue that a good way to achieve this goal is to
survey existing work and provide relevant pointers along with a useful summary.
To that end, we identified 42 publications, classified based on the implemen-
tation aspects, provide an executive summary of key ideas, and organize this
information, succinctly, in a table. Using such a table, interested readers can
indeed analyze relevant works and quickly identify what has been done or what
can be applied to meet their goals.

Our survey is unique in its focus and systematization, and it presents up-to-
date information. Prior works, by contrast, either surveyed lattice theory rather
than implementations [70] or have a broader scope covering different compute
units or aspects in lattice-based cryptography [48,49,65,68]. The closest work to
ours is by Valencia et al. [87], which describes NTT’s design space exploration
by surveying 10 relevant papers available at the time.

The rest of this article is organized as follows. Section2 provides a for-
mal background on the NTT. Section 3 describes our categorization method.
Section 4 respectively present the prior work on software implementations, and
Sect. 5 concludes the paper.

2 Preliminaries

This section describes the basics of the Number Theoretic Transform and why
it is useful for lattice-based cryptographic systems.

2.1 Lattice-Based Cryptography

Hard lattice problems are studied for a very long time; however, their appear-
ance in the field of cryptography was made by Ajtai’s work, which is based on
the short integer solution (SIS) problem [1]. Another lattice problem, learning
with error (LWE), by Regev was proposed in 2005 [76]. These two problems and
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their variants, ring-LWE (R-LWE) and ring-SIS (R-SIS), are the most impor-
tant lattice problems in the field of cryptography. Lattice-based cryptography
is favorable since it is conjectured to be secure against the attacks by quantum
computers and the majority of the candidates in the Round-3 of NIST’s post-
quantum cryptography competition is lattice-based cryptographic schemes [3].
It also forms the mathematical basis for fully homomorphic encryption [38].

2.2 The Number Theoretic Transform

NTT-based polynomial multiplication is one of the most efficient and widely-used
methods for polynomial multiplication in lattice-based cryptography. NTT and
INTT operations can convert schoolbook polynomial multiplication operation
into coeflicient-wise multiplication operation [41]. The NTT is defined as DFT
using integer-valued numbers over the ring Z,. Therefore, any DFT algorithm
can be adapted to be used as an NTT algorithm. The NTT operation transforms
a vector (or a polynomial) a with n elements into another vector (or polynomial)
a with n elements as defined in Eq. 1. The NTT operation working on an n-
element vector is called n-point (pt) NTT.

n—1
diZZaj-w” (mod ¢q) for i =0,1,...,n — 1. (1)
=0

The NTT operation uses a constant called n*" root of unity, w € Z,, which
is also defined as primitive root or twiddle factor. For the existence of NTT
operation, twiddle factor should satisfy the conditions w™ = 1 (mod ¢) and
w®#1 (mod q) Vi < n, where ¢ =1 (mod n).

Inverse of NTT (INTT) operation can also be performed using almost the
same formula with NTT operation as shown in Eq. 2. INTT operation uses
the modular inverse of twiddle factor in Z,, w™' (mod ¢), and the resulting
coefficients of INTT operation are multiplied with n=! (mod ¢) in Z,.

171—1 L .
ai:ﬁzoajwu 7 (mod q) fori=0,1,...,n— 1. (2)
=

Applying NTT and INTT operations as shown in Eq. 1 and Eq. 2 still yields
high computational complexity. Therefore, efficient NTT algorithms use divide-
and-conquer approach where each operation is divided into half-sized operations
recursively. There are mainly two approaches based on the way division is per-
formed: Decimation-in-time (DIT) and Decimation-in-frequency (DIF). The first
approach uses Cooley-Tukey (CT) butterfly while the latter requires Gentleman-
Sande (GS) butterfly [27]. The CT butterfly takes a, b and w as inputs and
generates a —b-w (mod ¢) and a+b-w (mod ¢) as outputs. Similarly, the GS
butterfly calculates a +b (mod ¢) and (a — b) - w (mod q) as outputs. The DIF
and DIT NTT algorithms can be adapted to work with different input and out-
put polynomial ordering. For example, DIF NTT operation can take an input
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with naturally ordered coefficients and outputs the resulting polynomial with
bit-reversed ordered coefficients (i.e. coefficient at index 1 = 0015 actually cor-
responds to the coefficient at index 4 = 100, for an 8-pt NTT). Similarly, it can
be tweaked to take input polynomials with bit-reversed ordered coefficients and
produce the output with naturally ordered coefficients [27]. These variations can
eliminate redundant bit-reverse operations during the computations.

When the polynomial multiplication operation is performed over the polyno-
mial ring Z[z],/¢(z), a polynomial reduction operation by ¢(x) is also required
after the multiplication. When the polynomial ¢(z) has the form of =™ + 1,
negative wrapped convolution (NWC) technique can be utilized to eliminate the
polynomial reduction operation and reduce computational complexity. However,
this technique requires input and output polynomials to be multiplied with the
powers of 2nt" root of unity, ¢, which are referred as pre-processing and post-
processing operations, respectively. The constant ¢ should satisfy the conditions
¥?" =1 (mod q) and ¥* # 1 (mod q) Vi < 2n, where ¢ = 1 (mod 2n) [72]. The
polynomial multiplication operation over the ring Z[z],/(z™ 4+ 1) with NWC is
shown in Eq. 3, where ® represents coefficient-wise multiplication. It should be
noted that the multiplication with n=! (mod ¢q) after INTT can be merged with
post-processing operation [73].

¢ = INTT(NTT(a®’, ..., " D)ONTT(bO [, ..., " V])ol", ... ,w’(n_(l);
3

3 Categorization Method

This section describes the rationale behind our categorization strategy. We chose
to represent the related works in four primary dimensions: target application,
target platform, implementation security, and optimization target.

— Target application denotes if the NTT is used in a standalone fashion or if it
is used as a component in a higher-level protocol. Such protocols include post-
quantum cryptosystems (PQC), Digital Signatures (DS), Fully Homomorphic
Encryption (FHE), and large integer multiplication, among others.

— Target platform indicates the desired execution environment. Indeed, software
is used in various domains from edge devices to the cloud and everything
in between. These devices include micro-controllers (uc) for the resource-
constrained edge/IoT, central processing units (CPU) for general-purpose
computing, and GPUs for efficient acceleration. Field Programmable Gate
Arrays (FPGAs) are also becoming ever more popular due to their flexible
acceleration nature at low energy — these devices can be used to configure a
soft processor and execute software.

— Implementation security (shorthand, imp. sec.) refers to whether or not side-
channel attacks or fault injection attacks were taken into account in the imple-
mentation and if there is some sort of defense deployed. This is done in a
binary fashion, where v'and X, respectively, marks if there is a defense or not.
Obviously, such defenses will increase the area-delay overheads.
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— Optimization target corresponds to the pursued metric of the software devel-
opers. Based on our review, the common options for optimization are speed
(clock cycle count or number of operations per second), area (memory foot-
print), security (minimizing overheads of defense), energy (amount of effort
required per operation), or their combination.

We also sort the papers in our categorization in the order they appear in the
literature based on the year alone.

4 Software Implementation Summary

Table1, 2, 3 show our overview based on the categorization described above.
Each table shows the software for a different class of devices including CPU,
embedded, and GPUs, respectively. We hope this table helps future adopters.
For example, someone who is interested in the NTT implementations for micro-
controllers with implementation security countermeasures and latency optimiza-
tion can refer to our table and read the related papers listed. We next describe
the key contribution of these papers in the rest of the section.

CPU Implementations. The first implementation of NTT in software is
described by Gottert et al. [41]. The paper shows a baseline implementation
on a conventional CPU without much emphasis on NTT optimizations. NTT is
first optimized in software by utilizing SIMD operations, pre-calculating NTT
constants, and memory access concatenations for Intel CPUs [44]—this approach
was further advanced shortly after [33].

Another interesting strategy is to grow the size of the coefficients and reduce
the number of reductions as well as multiplications within those reductions. This
implementation has been carried out with a portable C implementation and a
high-speed implementation using assembly with AVX2 [59].

A notable option is to use Preprocess-then-NTT [95], which improves a criti-
cal NTT limitation of setting 2n|q — 1 and allows using smaller modulus ¢. Note
that this is useful for sketching new algorithms as standardized algorithms will
come with pre-set ¢ and n values. The approach was later extended by removing
some redundant computations and reducing the value of ¢ [96].

To our best knowledge, the first side-channel-aware implementation of NTT
focused on a constant-time modular reduction approach [80]. This constant-
time modular reduction was further accelerated with a modified version of the
Montgomery algorithm and vectorized assembly optimizations [81].

Other optimizations include utilizing Radix-4 along with earlier vectorization
techniques [63]. Likewise, Tan et al. combined earlier techniques for a low-latency
CPU implementation, which include (i) nega-cyclic convolution with pre- and
post-processing, (ii) CT-based butterfly structure to merge pre-processing and
NTT operations, and extra bit-reversal removal [84].

Alkim et al. optimized the NTT for both memory footprint and latency [6].
The optimizations involve a hybrid (NTT + Karatsuba) polynomial multipli-
cation, which takes a CRT map of NTT operation and then applies Karatsuba
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Table 1. Literature Survey of CPU-based NTT Implementations

Work | Target Application | Implementation Security | Optimization Target
[41] |PQC X Latency

[44] | PQC X Latency

[33] | PQC X Latency

[11] |PQC X Latency

[59] | Standalone Impl. | X Latency

[80] | Standalone Impl. |V Security

[63] | Standalone Impl. | X Latency

[81] | PQC v Latency

[95] | PQC X Key size

[84] |PQC X Latency

[61] | PQC X Latency

[6] PQC X Latency-Area
[28] |PQC X Latency

[96] | PQC X Efficiency
[64] | Standalone Impl. | X Verification
[16] HE X Latency

algorithm for small polynomial multiplication. Chung et al. pursued an intrigu-
ing approach where NTT was retrofitted on NTT-unfriendly rings by applying
the Good’s trick [28]. The paper shows significant improvement over earlier work
and implementation on CPU as well as on an ARM-Cortex-M4.

Verification is an important aspect yet not as thoroughly analyzed. A notable
exception to this is achieved in the context of detecting overflows in NTT by using
a static loop unrolling with a specialized abstract interpretation method [64].

Finally, an optimized NTT was used in the context of HE [16]. This work
presents an Intel AVX-512C++ library for polynomial arithmetic including
NTT. The NTT/INTT implementations follow radix-2 CT and GS FFT imple-
mentations, respectively. One 512-bit vector executes 8 butterfly operations.

Microcontroller Implementations. There is significant research on realizing
NTT on embedded microcontrollers given their use in edge/IoT applications.
The 32-bit Arm Cortex-M4 has been a popular target platform. NTT perfor-
mance can be optimized by increasing memory usage and storing pre-computed
twiddle factors, rather than generating them on-the-fly [67]. This work also
offers the first two iterations of the DIT radix-2 NTT algorithm. The NTT is
also implemented by using nega-cyclic convolution in addition to storing pre-
computed w values in memory [17]. Later on, negative-wrapped NTT along
with computational optimizations from an earlier hardware implementation was
ported to ARM Cortex-M4 [29]. Another optimization was performed by using
signed Montgomery reductions to reduce required instructions (from four to
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three cycles), merging two NTT stages to reduce load and store instructions,
and unrolling NTT loops [21]. These optimizations were even pushed further
by a 2-cycle modular reduction for Montgomery arithmetic, optimized small-
degree polynomial multiplications with lazy reduction and early termination,
more aggressive layer merging in the NTT to further save load/store operations,
and pre-compute vs. on-the-fly trade-offs [4]. An adaptation of the Good’s trick
to cover NTT-unfriendly parameters and related comparison with other opti-
mizations was later shown on Cortex-M4 [7].

NTT was also optimized for 8-bit Atmel microcontrollers [73]. The optimiza-
tions include removing the bit-reversal operations, using the subtract-and-shift
algorithm for modular reduction with assembly optimizations, and optimizing
the first and last stages of NTT.

Another work has implemented NTT software on ARM7TDMI and
ATmega64 without much emphasis on optimization but to provide compara-
tive analysis and execution suitability on Java cards including energy costs [18].
A similar approach was also taken for the use and energy costs of NTT in the
context of Identity Based Encryption (IBE) on a RISC-V-based microcontroller
without much emphasis again on NTT optimizations [14]. Other implementa-
tions include vectorization for ARM-NEON architecture [11,56], which was fur-
ther assembly-optimized in subsequent works [57].

Table 2. Literature Survey of Microcontroller-based NTT Implementations

Work | Target Application Implementation Security | Optimization Target
[17] | Authentication protocol | X Area

[67] | PQC X Latency

[18] |PQC X Latency-Area
[73] |PQC X Latency

[57] | PQC X Latency-Area
[29] |PQC X Latency

[56] |PQC X Latency

[71] | PQC v Security

[21] | PQC X Latency

28] |PQC X Latency

[4] PQC X Latency

[7] PQC v Latency-Area
[14] |PQC, IBE, TLS v Energy

[90] |Standalone Impl. X Area

[75] | Standalone Impl v Security

Side-channel analysis of software has also received increasing attention, which
includes demonstrating single-trace leakages of NTT [71,74], simple power analy-
sis leakage of inverse NTT [91]. Subsequently, shuffling and masking defenses are
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proposed to protect the NTT against power, EM, and timing side-channels [75],
while other two prior works [7,14] aim to avoid only timing-side-channels.

GPU Implementations. GPUs are another venue for software implementa-
tions, which enable the efficient realization of more complex lattice-based pro-
tocols, as shown in Table3. For example, the NVIDIA CUDA Fast Fourier
Transform (cuFFT) library accelerates NTT by parallelizing iterative NTT algo-
rithm [2]. Larger NTTs, which are especially useful in FHE, attribute-based
encryption [31], lattice-based hash function [86], or large-integer multiplica-
tion [26], are also accelerated by GPUs, even with using a multi-GPU system [88].
The GPUs are also widely used accelerator platforms for PQC applications.
Since polynomial multiplication is a well-known bottleneck in PQC applica-
tions, GPU is employed to accelerate NTT with different optimization tech-
niques [2,12,37,45,53-55,82,94]. Prior works further gave performance evalua-
tions to inform the algorithm developers on efficient parameters [2,12].

GPU parallelized the NTT for-loops with avoiding warp divergence that slows
performance [53,55]. The subsequent work [45] accelerated multiple PQC algo-
rithms (FrodoKEM, NewHope, and Kyber) by executing NTT operations with
multi-threading. Interestingly, a NewHope GPU acceleration [37] differed from
the prior work [45] by avoiding frequently using high-cost interthread memories
and instead performing register shuffling to share intermediate data. Combining
the first two levels of NTT is another proposed method to improve performance
by reducing memory read/write operations [54]. Zhao et al. [94] eliminated warp
divergence by efficiently executing butterfly operations in an NTT stage. Shen
et al. [82] applied radix-8 NTT/INTT and performed an efficient 3-level process-
ing which uses shared memory for fast data exchange between NTT stages.

The implementation of large integers and polynomials on GPUs can be chal-
lenging due to their size. The Chinese remainder theorem (CRT) and NTT tech-
niques address this problem as proposed in cuHE [32]. cuHE works with 32-bit
GPU kernel arithmetic operations and represents large integers with integers
smaller than 32-bit. Additionally, cuHE parallelizes NTT execution while lever-
aging the GPUs’ shared memory architecture. However, cuHE faces two practical
issues in their NTT kernels: shared memory conflicts and thread divergence. To
address shared memory conflicts, Chang et al. [25] and Goey et al. [39] proposed
implementations that store pre-computed twiddle factors in registers. They also
utilized warp shuffle instructions that enable storing twiddle factors within a lim-
ited register memory space. A subsequent study [13] proposed another solution
to address shared memory conflicts while eliminating thread divergence. The
proposed solution stores a 64-bit integer into 2 x 32-bit integer arrays to elim-
inate memory conflicts. Additionally, thread divergence is resolved by storing
pre-computing the twiddle factors in constant memory.

In a later study, Wang et al. [88] built a parallel NTT architecture by employ-
ing small integers rather than larger ones. Additionally, the presented solution
enhances the performance of Fully Homomorphic Encryption (FHE) by post-
poning the implementation of modular reduction to later stages in the encryp-
tion and re-encryption processes. This approach enabled the execution of each
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Table 3. Literature Survey of GPU-based NTT Implementations

Target Application Work

Post-quantum cryptography | [2,12,37,45,53-55,82,94]

Homomorphic encryption 19,32,34,39,50,52,58,69,83,85,88,89,92,97]
Zero-knowledge proof [66]

Hash function [86]

Attribute-based encryption | [31]

Proxy Re-encryption [78]

Integer multiplication [25,26]

Standalone implementation | [13,35]

HE operation in the NTT domain. Kim et al. [52] provided a comprehensive
evaluation by considering batch size, utilization of GPU threads with register-
based high radix implementations, and the use of shared memory during NTT
operations. The solution also included a novel on-the-fly twiddle computation
method, which reduces memory size without introducing latency by avoiding
the need to store all the pre-computed twiddle factors. Ozerk et al. [69] pro-
posed a hybrid approach to optimize the different levels of NTTs. The authors
aimed to reduce the dependencies between for-loops in the kernels. Specifically,
the solution applied small radix NTTs on a single kernel with inline dedicated
functions, while larger radix NTTs used multiple kernels and took advantage of
shared memory.

The prior work [31] presented a negative-wrapped NTT implementation on
GPU that is employed in the Key-Policy Attribute-Based Encryption (KP-ABE)
scheme. Their method followed [32] and utilized a special 64-bit prime that
enables efficient twiddle factor multiplication during NTT operation by con-
verting multiplications into left shift operations. The offered method also par-
allelized NTT by using 4-step NTT which divides a large NTT operation into
smaller NTTs [93]. Specifically, the authors divided large NTTs into 64-pt NTT
operations to be performed on separate threads in GPU while reducing thread
communication overhead. Similarly, [35] used iterative Cooley-Tukey FFT which
decomposes a large FFT to multiple smaller FFTs and utilizes tensor cores that
can perform small FFTs efficiently.

NTT also found application in Proxy Re-Encryption (PRE) with GPUs [78],
where it is utilized to accelerate NTT operations by employing the CRT rep-
resentation of large integers. The authors utilized shared memory for dynamic
polynomial operations and avoided race conditions by utilizing block-level and
stream-level synchronizations.

The NTT is also utilized in large integer multiplication with GPUs [25,26].
Chang et al. [26] divided large integers into multiple words and applied the
NTT to each word to perform multiplication. They split the 4096-point NTT
operation into sixty-four 64-point NTTs (64 x 64-point NTTs), which are later
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divided into multiple 8 x 8-point NTTs. This approach enabled computing the
divided NTTs independently by storing twiddle factors in registers. However, the
presented solution needs to store twiddle factors of top-level NTT operations in
the global memory.

Zero-knowledge proof (ZKP) constructions involve computationally expen-
sive polynomial evaluations such as significantly large-degree NTTs. Recently,
hardware and software-based accelerators for NTT are proposed to speed up
these expensive computations [66,93]. [66] proposed a parallel NTT implemen-
tation on NVIDIA 1080/2080 Ti GPUs for a polynomial-size of 220.

5 Conclusion

NTT has been a key computational component of next-generation cryptosys-
tems. As such, many techniques have been proposed to implement it in soft-
ware, and even more, will appear in the near future. This paper provided a
quick guide into the NTT world. Our paper intends to be the first stop for
anyone who is interested in getting into the software implementation of NTT.
A future extension of this work could be to cover other implementation styles
including hardware implementations of NTT, in which there are plenty more
papers to be analyzed.
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