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ABSTRACT
Foundation models excel in tasks such as content generation,
zero-shot classi!cations, and reasoning. However, they strug-
gle with sensing, interacting, and actuating in the physical
world due to their dependence on limited sensors and actua-
tors in providing timely contextual information or physical
interactions. This reliance restricts the system’s adaptability
and coverage. To address these issues and create an embod-
ied AI with foundation models (FMs), we introduce Embodied
Recon!gurable Drone Agent (EmbodiedRDA). EmbodiedRDA
features a custom drone platform that can autonomously
swap payloads to recon!gure itself with a diverse list of
sensors and actuators. We designed FM agents to instruct
the drone to equip itself with appropriate physical modules,
analyze sensor data, make decisions, and control the drone’s
actions. This enables the system to perform a variety of tasks
in dynamic physical environments, bridging the gap between
the digital and physical worlds.

CCS CONCEPTS
• Computing methodologies ↑ Robotic planning; •
Hardware ↑ Sensor applications and deployments;
Sensor devices and platforms.
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1 INTRODUCTION
Foundation models (FM), large language models (LLM) –
a subset of FMs, and arti!cial general intelligence (AGI)
promise signi!cant technological and social impact through
their adaptability to new applications and environments.
While LLMs and FMs excel in human-like understanding
and digital content generation, their capacity to react to real-
world events and interact with the physical world remains
relatively unexplored.
Recent works have incorporated FMs to control physi-

cal robotic systems via voice commands, utilizing vision-
based sensors on the robots to perceive their surroundings.
Others explore LLMs as human-like interfaces for internet-
connected smart appliances, such as speakers, television, air
conditioning, etc. However, these applications fall short of
full autonomy in physical environments, unlike FMs’ exten-
sive capabilities in the digital domain. Several challenges
persist: (1) limited adaptability to diverse tasks with !xed
sensor/actuator con!gurations; (2) need for dense sensor de-
ployments to cover events at arbitrary locations; (3) di"culty
in processing varied sensor data formats and (4) dynamic
nature of physical environments demanding real-time adapt-
ability. These limitations highlight the gap between FMs’
digital capabilities and their ability to fully operate in physi-
cal environments.
We propose EmbodiedRDA, an embodied AI system con-

sisting of 1) a recon!gurable drone platform and 2) FM agents
that leverage the drone platform to interact dynamically with
the physical world. As shown in Figure 1a, the system op-
erates as follows: upon receiving a user command, the FM
instructs the drone to equip itself with appropriate modules.
The drone then travels to the locations of interest given by
FM to gather relevant information or perform actions. Subse-
quently, the FM agent generates and executes code to analyze
the collected data, providing feedback to the user.

2 SYSTEM DESIGN
EmbodiedRDA implements the architecture proposed in [4],
consisting of a customized drone platform capable of au-
tonomously swapping payloads, an FM agent that empowers
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Figure 1: (a) System work!ow, (b) Customized drone, (c, d) Customized sensor and actuator modules, (e) Gripper
for swapping sensor and actuation modules

tasks comprehension, drone command generation and data
analysis, and a bird’s eye view (BEV) camera.
Customized Drone. Figure 1b shows the custom-designed
drone capable of autonomous payload recon!guration. We
used 3800 Kv brushless motors powered by a 4-cell 850mAh
battery, tuned PID control parameters for stable #ight while
carrying a 50-gram payload. Additionally, we printed a pro-
tective guard to shield its propellers from objects and people.
The drone can hover for 4 minutes, su"cient for executing
most sensing and actuating tasks.
Sensor and ActuatorModules. The sensors (Figure 1c) and
actuators (Figure 1d) are modularized with a uni!ed enclo-
sure. The sensor modules are designed following the modular
architecture presented in [5]. The modules are connected to
a Raspberry Pi on the drone through a standardized 24-pin
magnetic connector, which provides power to the module
and allows data communication to Raspberry Pi. Upon con-
nection, Raspberry Pi loads sensor drivers automatically and
stream the data to the FM agent.
Ground Station. We created the ground station by lever-
aging the chassis of the open-source Ender-3 3D printer [1],
as it provides enough space for the drone to land, and pre-
cise mechanical control to transport sensors and actuator
modules between a repository and the drone. Additionally,
we designed the gripper (Figre 1e) to help the removal and
attachment of modules on the drone. We replaced the build
plate on the 3D printer with a conveyor belt as the repository
of potential modules to be carried by the drone. To ensure the
drone lands on the ground station accurately, we designed
a funnel-shaped landing chute. The drone can land within
the larger opening of the funnel and will automatically slide
towards the narrower bottom, which aligns and latches onto
the swappable module.
FM agent.When a user issues a voice command, this com-
mand is passed to a prompt template along with the BEV
image into Large Language-and-Vision Assistant (LLaVA)
visual-language model [2]. LLaVA outputs the names of po-
tential objects in text in the scene that might be of interest, as
well as the suitable sensor/actuation modules. The list of ob-
ject names from LLaVA’s output is then input into Grounding
DINO [3], which outputs the bounding boxes of the speci!ed
objects that can be translated to locations in the top-down

view image. After data is collected from the sensor module
attached to the drone, an FM agent is used to generate code
to process and analyze the collected data and provide a !nal
conclusion to the task issued by the user.

3 DEMONSTRATION DESCRIPTION
In this demonstration, we will showcase EmbodiedRDA per-
forming four tasks, each representing a di$erent task cate-
gory as de!ned in [4]:
Where is the warmest place to sit? In this task, we expect
the drone to take the temperature sensor from ground station,
with a succession of hovering over potential locations within
the scene identi!ed by the FM agent, and !nally tell which
place is warmest among the candidate locations.
Alert me if there is a chemical spill. In this task, the
drone should take a gas sensor once there is liquid spill.
EmbodiedRDA will determine if the liquid is chemical spill
or not.
Where is my key? This task demonstrates EmbodiedRDA’s
capability in locating small objects using the drone camera
for close-up inspection of potential areas identi!ed by the
FM Agent.
Bring the medicine to the table. This task illustrates the
actuation capability of EmbodiedRDA as a drone-based per-
sonal assistant.

For safety during the demonstration, our drone features a
fully enclosed protective cage to prevent propeller contact
with the environment. Additionally, all #ight operations will
be strictly limited to a designated zone within the demo area.
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